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Executive Summary 

 

 

Machine Learning has now variety of applications in real world whether it is for predictive analysis 

or automating things or decision making for business purpose. 

We have done a project which is a Machine Learning approach. This project is about predicting the 

ad click rate of a customer, based on certain features. We found this problem interesting and 

therefore made a Machine Learning model to predict the Ad click. 

This model we have made can be made on different platforms such as SPSS, R, Excel, python etc. 

We have chosen SPSS and Excel. 

In this project, we worked on an advertising dataset, indicating whether or not a particular internet 

user has clicked on an Advertisement. 

The goal is to predict if a user would click on an advertisement based on the features of the user. We 

are using a training dataset to find the logic that will be applied on the Test dataset to find the result. 

We are using two models namely Logistic Regression and Random forest model to predict whether 

the user will click on the Ad or not. At then we will produce a confusion matrix to analyze how 

accurate was the prediction that was made on the basis of these two models. 
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INTRODUCTION  

 

Since the advent of technology in several sectors, the internet has been developing rapidly. 

With internet came applications, and with it new companies. Now because so many 

companies have come into existence there’s a never ending competition between them. 

Advertising for their products online is the step that they choose to publicize themselves. 

Advertisement is an important factor, by analyzing the click-through rate companies can 

figure out the popularity of their ads. Thus, clicks can make companies or break them. 

In this project what we have done is, we have made a machine learning model to help us 

predict whether a person will click on the intended ad or not. We have a training dataset 

that contains the output as 0 or 1, which means if the value is 0: the person will not click 

on the ad, and if 1: person will click on the ad. We will use this training dataset containing 

outputs to define logic.  

This logic will then be applied to the test data to find out the output for the data as it was 

for the training data. It will help predict whether the person will click on the ad or not, 

after being trained on a particular data.  

Two Machine Learning Models are to be used in this prediction of clicks on ads, Logistic 

Regression(For logical outputs, 0 and 1) and Random Forest model to make one decision 

tree for every independent variable available and find the maximum occurring output and 

considering it as the final output.  

We have selected these two prediction models after analyzing the visualization of the data 

since these are the most appropriate models for the available data in the dataset. 

 

Why Ad click is important? 

 

If a company knows the Click Through Rate(CTR)  of digital advertising they can easily 

identify whether spending their money is worth or not. 

If a CTR is higher, specific ad or company is more relevant to the customer whereas lower 

CTR represents the ad may is not relevant enough for the customer. To find out the 

relevance of an ad, analyses of data is important. Analyzing whether the customer is 

clicking on the ad or website shows the relevance of it to the customer.  

Finding out CTR of a particular website can help the website to distinguish the best 

features. Once the company knows its best features they can provide maximum value to 

the customer. If customer finds value in the content of the website, He will come back to it 

again and again. Eventually profiting the company itself, which is essentially the main 

goal of a company. 
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Objective 

 

Overview: 

 

SPSS- 

The whole project is divided into 6 steps : 

1. Loading Data set 

2. Defining Variables 

3. Exploratory Analysis 

4. Data Cleaning 

5. Descriptive Analysis 

6. Training the Machine Learning Model 

7. Testing Model Accuracy 

Step 1: Loading Data set 

 

To apply predictive analytics we first need to load the data into the software, so that we can 

apply Data Visualization techniques and Machine Learning models to that data. 

Step 2: Defining Variables 

 

Defining variables used in prediction is an important factor in SPSS. There are certain 

categories such as Categorical data, Nominal data, Ordinal data, scaled data, interval data 

etc. 

Decimal Value setting is done to define how many decimal values will be counted in the 

input data and output data. 

 

Labeling Data is done to represent the logical definition of the data i.e. 1- clicked on ad 

and 0- not clicked on Ad 

 

Type of data is defined as Numeric or Non-Numeric data. We have mainly considered 

numeric data in the prediction. 

 

Step 3: Exploratory Analysis 

 

Through exploratory data analysis we prepare certain graphs and plots from the data that 

help us with the understanding of the data and thus choose suitable Machine Learning 

Model. 

 

Advantage of using such graphs and plots is that they help us find out the relation between 

different variables. We have made scatter plots, histograms and graphs based on the data. 

 

Step 4: Data Cleaning 

 

To get more accurate results we need to remove the unwanted data from the dataset. 



9 

 

Removing unwanted variables from the dataset and replacing the missing values with 

average values to help us get more accurate results and escape erroneous outputs. 

 

Step 5: Descriptive Analysis 

 

In this analysis we have used certain techniques to find out mean, median, mode, standard 

deviation, variance, ANOVA, skewness, kurtosis, regression, and correlation. 

Step 6: Training the Machine Learning Model 

There are two categories in output data: 

1. User will on the ad (1) or 

2. User will not click on the ad (0) 

It means that it is a classification problem. Visualization of the data gave us an insight that 

there are some boundaries that can be used as the basis of selecting the Machine Learning 

model. Here we have decided on the basis of the visualization and other data analysis 

techniques that we can use Logistic regression and Random Forest model. These will be 

explained later at length. 

Step 7: Checking Model accuracy 

Final step is to check the accuracy of the Machine Learning model that we have created for 

ad click prediction. This will help us analyze out of all the methods we have used which 

one will give maximum accuracy, since prediction is based on accuracy itself. Since we 

have used logistic regression and random forest model, we have found out the results and 

compared them both.  

For checking overall accuracy of the model we have prepared a confusion matrix for 

comparing training and test output accuracy. This will further help us decide whether the 

prediction model used is providing us appropriate results or not. 

EXCEL- 

The whole project is divided into 6 steps : 

1. Load Data set 

2. Data Cleaning 

3. Train Test Split 

4. Training the Model 

5. Testing the model accuracy 

Step 1: Loading Data set 

 

To apply predictive analytics we first need to load the data into the software, so that we can 

apply Data Visualization techniques and Machine Learning models to that data. 

Step 2: Data Cleaning 

 

To get more accurate results we need to remove the unwanted data from the dataset. 
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Removing unwanted variables from the dataset and replacing the missing values with 

average values to help us get more accurate results and escape erroneous outputs.  

 

We are considering only 4 independent variables and 1 dependent variable for this 

analysis. Representation of data should be in the way that the 1 dependent variable is 

placed at the rightmost column of the dataset, only independent variables are to be placed 

on the left columns. This is because we want the output to be represented in the similar 

way, on the rightmost column. 

 

Step 4: Training and Test Dataset 

Training and Test are used to train the Machine Learning model while Training is used as 

input for making predictions which will be then validated with the Test values. 

Step 5: Training the Machine Learning Model 

There are two categories in output data: 

1. User will on the ad (1) or 

2. User will not click on the ad (0) 

We have decided on the basis of the visualization and other data analysis techniques that 

we can use Logistic regression and Random Forest model. We also set a threshold value 

for logistic regression as 0.5. 

Also we do not need to assume outputs while working on excel just training the machine 

would work well in predicting the outputs. 

Step 7: Checking Model accuracy 

Final step is to check the accuracy of the Machine Learning model that we have created for 

ad click prediction. This will help us analyze out of all the methods we have used which 

one will give maximum accuracy, since prediction is based on accuracy itself. We have 

used logistic regression and random forest model, we have found out the results and 

compared them both. 

For checking overall accuracy of the model we have prepared a confusion matrix for 

comparing training and test output accuracy. This will further help us decide whether the 

prediction model used is providing us appropriate results or not. 

 

 

 

 

 

 



11 

 

Literature Review 

 

In this project, we have worked on an advertising dataset, showing whether a particular 

internet user has clicked on an Advertisement or not. 

The goal is to predict if a user would click on an advertisement based on the data given in 

the dataset. Few assumptions made as a part of this project are: 

1. Users taken into consideration are between the age group of 19 to 61. 

2. There is almost equal ratio of male and female internet users. 

3. The ad topic is limited to what is given in the dataset. 

 

Challenges Faced: 

 

A few challenges that we faced while working on this project: 

1. There is very less publicly available data set for ad click. 

2. New online ads that are coming up are not targeted to a particular set of users, using our 

prediction model will best work with a particular set of data. 

 

Data Set 

 

The variables consisted in the dataset: 

 Daily Time Spent on Site 

 Age 

 Area Income 

 City 

 Male 

 Ad Topic Line 

 Daily Internet Usage 

 Country 

 

 

Cleaning and Approaches 

Some factors do not really influence the output, so we do not consider those factors while 

applying the algorithms. These factors are City, Ad Topic line and Country. Gender is also 

not a considerable variable in the regression approach since there are far more defining 

factors to be considered. 
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. 

Logistic Regression 

Why have we used Logistic Regression? 

Logistic Regression is a fairly easy algorithm as well as easy to train. So we have started 

with this algorithm. Also the main factor is that the output that is already there in the data 

is in logical form i.e. 0 and 1. Therefore using logistic regression will give output for the 

data in the form of 0 and 1 itself. 

We have also set the threshold value as 0.5. In SPSS we have used Chaid growing method 

for making decision trees. 

Random Forest 

Why have we used Random Forest? 

Random Forest are very flexible, easy to understand, and easy to debug. Random forest 

works on variable screening, where based on every independent variable we make a 

decision tree to predict the output through every variable considered. 

 For example, we predict the Click on Ad with factors such as age, time spent online, daily 

internet usage and income of the person. 

Now, when the decision trees are prepared using all the variables we consider the output 

value for all those decision trees and we select the maximum occurring output as the final 

output of the prediction. Therefore we figure out that nonlinear relationships between 

variables do not affect the performance of the decision tree and further the Random Forest 

algorithm. 
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RESEARCH METHODOLOGIES AND TECHNIQUES 

 

In this project what we have done is, we have made a machine learning model to help us 

predict whether a person will click on the intended ad or not. We have a training dataset 

that contains the output as 0 or 1, which means if the value is 0: the person will not click 

on the ad, and if 1: person will click on the ad. We will use this training dataset containing 

outputs to define logic.  

This logic will then be applied to the test data to find out the output for the data as it was 

for the training data. It will help predict whether the person will click on the ad or not, 

after being trained on a particular data.  

The results are influenced by the logic that has been created so if the training data trains 

the machine to call black red, red white and white black, then it will also do the same with 

the test data. Meaning- the machine will act according to the training data even if it is a 

wrong logic. That is an important factor to be kept in mind. 

Now, we are using SPSS platform to carry out our project. First step is logistic regression. 

We use logistic regression when we want outputs in the form of 0 and 1(logical outputs).  

Another algorithm used is Random Forest, this is used when there are multiple 

independent variables and a decision tree is made on the basis of all those variables. This 

algorithm takes the maximum time occurring output as the final output. Therefore the 

erroneous variables and data can be exempted.  

 

We have used two algorithms for analysis and prediction 

i) Logistic Regression,  

ii) Random Forest, 

 

 

Logistic Regression  

 

Logistic Regression is used for regression analysis when the classification is binary. To 

predict whether a person clicked on an ad or not, that is either 1 or 0, logistic regression 

was considered. 

We have used Logistic regression because we had the output results as 0(not clicked on ad) 

and 1(clicked on ad). 

Logistic Regression finds out the relationship between dependent(to be predicted) and 

multiple independent variables(given features) by estimating probabilities in the logistic 

function. 

These probabilities are converted to binary values for easy prediction, which is performed 

by logistic function. Since our data required logistic prediction (clicked-1, or not- 0), this is 

the most appropriate method to be used for it. This Logistic Function is an S shaped curve 
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that can take any real valued number and map it between the range of 0 and 1. These 

values then are consolidated to either 0 or 1, where threshold is considered 0.5. 

 

Random Forest  

 

Random forest works on variable screening, where based on every independent variable we 

make a decision tree to predict the output through every variable considered. Therefore it 

consists of a very large number of individual decision trees. Every decision tree in the 

random forest gives an output prediction and the class with maximum votes is considered 

as the model’s prediction output. 

If there are multiple uncorrelated decision trees working together then the accuracy will be 

more and the errors would be less since it’s not just dependent on one single data, but a 

bunch of data. So the individual errors will not affect the consolidated data. Since some 

decision trees might give wrong outputs and some would give correct prediction output so 

the tree would move in the correct direction. 

The prerequisites for a well performing Random Forest Model are: 

1. There needs to be some actual logic in the data so that models built using those 

features do better than random guessing. 

2. The predictions (and therefore the errors) made by the individual trees need to have 

low correlations with each other. 

 

Null Hypothesis 

 

The null hypothesis (H0) generally states the currently accepted fact. It is formulated in 

such a way that two measured values have no relation with each other. The alternative 

hypothesis, H1, states that there is in fact a relation between the two values. Rejecting or 

disproving the null hypothesis gives support to the belief that there is a relation between 

the two values.  

 

Here CTR is predicted using the assumption that the human features such as Daily Time 

Spent on Website, Income, Age, Daily Internet Usage, and Gender rely on one and another.  

 

Data Sets Used- 

 

We have taken two datasets- 

1. Training dataset: The dataset in which the output has been mentioned therefore 

we can deduce logic from that dataset. We apply logistic regression considering a 

null hypothesis to find out the logic which will be further applied is using the 

prediction for test dataset. 
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2. Test Data- This is the data on which the prediction has to be performed. After 

deducing the logic from the training data we apply this logic to test data to find out 

the results and the sccuracy of the logic that is applied to the dataset. 
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RESULTS 

 

 

Analysis of Variables:- 

 
 

Frequencies:- 

 

Statistics 

 Male Clicked 

N Valid 700 700 

Missing 0 0 

Mean .47 .48 

Median .00 .00 

Mode 0 0 

Std. Deviation .499 .500 

Skewness .138 .069 

Std. Error of Skewness .092 .092 

Kurtosis -1.987 -2.001 

Std. Error of Kurtosis .185 .185 

Sum 326 338 

 

 

 

Frequency Table 

 

Gender 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid 0 374 53.4 53.4 53.4 

1 326 46.6 46.6 100.0 

Total 700 100.0 100.0  

 

 

Clicked 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid 0 362 51.7 51.7 51.7 

1 338 48.3 48.3 100.0 

Total 700 100.0 100.0  



19 

 

 

 

Bar Chart 
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Regression 

 

Descriptive Statistics 

 

 

 Mean Std. Deviation N 

Clicked .48 .500 700 

Time 65.6389 15.65215 700 

Age 35.93 8.754 700 

Income 55363.5878 13539.53907 700 

daily_usage 181.1841 43.58862 700 

Gender .47 .499 700 

 

 

Model Summary 

 

Model R R Square 

Adjusted R 

Square 

Std. Error of 

the Estimate 

Change Statistics 

Durbin-Watson 

R Square 

Change F Change df1 df2 Sig. F Change 

1 .918 .843 .842 .199 .843 745.192 5 694 .000 1.953 

a. Predictors: (Constant), gender, time, income, Age, daily_usage 

b. Dependent Variable: clicked 

 

 

ANOVA 

 

 

Model 

Sum of 

Squares Df Mean Square F Sig. 

1 Regression 147.349 5 29.470 745.192 .000
b
 

Residual 27.445 694 .040   

Total 174.794 699    

a. Dependent Variable: clicked 

b. Predictors: (Constant), gender, time, income, Age, daily_usage 
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Coefficient Correlations 

 

 

 

Model gender time income Age daily_usage 

1 Correlations gender 1.000 .017 -.012 .013 -.032 

time .017 1.000 -.144 .193 -.412 

income -.012 -.144 1.000 .037 -.209 

Age .013 .193 .037 1.000 .202 

daily_usage -.032 -.412 -.209 .202 1.000 

Covariances gender .000 1.520E-7 -1.056E-10 1.879E-7 -1.031E-7 

time 1.520E-7 3.382E-7 -5.005E-11 1.052E-7 -5.087E-8 

income -1.056E-10 -5.005E-11 3.571E-13 2.055E-11 -2.649E-11 

Age 1.879E-7 1.052E-7 2.055E-11 8.792E-7 4.016E-8 

daily_usage -1.031E-7 -5.087E-8 -2.649E-11 4.016E-8 4.498E-8 

a. Dependent Variable: clicked 

 

 

 

 

 

 

Charts 
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Graphs:- 
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Outputs using SPSS:- 

 
 

1. Logistic Regression- 

 

Classification Table 

  

 clicked 

Percentage 

Correct 

 0 1  

Step 0 clicked 0 362 0 100.0 

1 338 0 .0 

Overall Percentage   51.7 

 

 

 

Omnibus Tests of Model Coefficients 

 

 Chi-square df Sig. 

Step 1 Step 891.098 4 .000 

Block 891.098 4 .000 

Model 891.098 4 .000 

 

 

Model Summary 

 

Step 

-2 Log 

likelihood 

Cox & Snell R 

Square 

Nagelkerke R 

Square 

1 78.485 .720 .960 

 

Classification Table 

 

 

Observed Predicted 

 clicked 

Percentage 

Correct 

 0 1  

Step 1 clicked 0 357 5 98.6 

1 8 330 97.6 

Overall Percentage   98.1 

The cut value is .500 
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Variables in the Equation 

 

 

 B S.E. Wald df Sig. Exp(B) 

Step 1
a
 time -.280 .043 42.973 1 .000 .756 

Age .196 .039 24.663 1 .000 1.216 

income .000 .000 35.119 1 .000 1.000 

daily_usage -.090 .013 46.941 1 .000 .914 

Constant 40.972 6.014 46.407 1 .000 6219151914

68059010.00

0 

. 

 

Case Processing Summary 

 

 

Unweighted Cases N Percent 

Selected Cases Included in Analysis 700 100.0 

Missing Cases 0 .0 

Total 700 100.0 

Unselected Cases 0 .0 

Total 700 100.0 

 

 

Variables not in the Equation 

 

 Score df Sig. 

Step 0 Variables time 399.916 1 .000 

Age 167.823 1 .000 

income 160.605 1 .000 

daily_usage 446.673 1 .000 

Overall Statistics 589.425 4 .000 
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Test Data:- 

 

Case Processing Summary 

 

Unweighted Cases N Percent 

Selected Cases Included in Analysis 300 100.0 

Missing Cases 0 .0 

Total 300 100.0 

Unselected Cases 0 .0 

Total 300 100.0 

 

 

 

Classification Table 

 

 

Observed Predicted 

 clicked 

Percentage 

Correct 

 0 1  

Step 0 clicked 0 0 146 .0 

1 0 154 100.0 

Overall Percentage   51.3 

a. Constant is included in the model. 

b. The cut value is .500 

 

 

Variables in the Equation 

 

 

 B S.E. Wald df Sig. Exp(B) 

Step 0 Constant .053 .116 .213 1 .644 1.055 
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Variables not in the Equation 

 

 Score df Sig. 

Step 0 Variables time .083 1 .773 

Age .724 1 .395 

income 1.720 1 .190 

daily_usage .698 1 .403 

Overall Statistics 5.050 4 .282 

 

 

 

Omnibus Tests of Model Coefficients 

 

 Chi-square Df Sig. 

Step 1 Step 5.090 4 .278 

Block 5.090 4 .278 

Model 5.090 4 .278 

 

 

 

Model Summary 

 

 

Step -2 Log likelihood Cox & Snell R Square Nagelkerke R Square 

1 410.585
a
 .017 .022 

a. Estimation terminated at iteration number 3 because parameter estimates 

changed by less than .001. 
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Classification Table 

 

 

 

Observed Predicted 

 Clicked Percentage Correct 

 0 1  

Step 1 clicked 0 69 77 47.3 

1 56 98 63.6 

Overall Percentage   55.7 

a. The cut value is .500 
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2. Random Forest:- 

 

 

Classification Tree:- 
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Classification 

 

Observed 

Predicted 

0 1 Percent Correct 

0 320 42 88.4% 

1 30 308 91.1% 

Overall Percentage 50.0% 50.0% 89.7% 

Growing Method: CHAID 

Dependent Variable: clicked 

 

 

 

 

Model Summary 

 

 

 

 

Specifications Growing Method CHAID 

Dependent Variable clicked 

Independent Variables time, Age, income, dailyusage 

Validation None 

Maximum Tree Depth 3 

Minimum Cases in Parent 

Node 

400 

Minimum Cases in Child 

Node 

200 

Results Independent Variables 

Included 

dailyusage 

Number of Nodes 3 

Number of Terminal 

Nodes 

2 

Depth 1 
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Tree Table 

 

Node 

0 1 Total Predicted 

Category Parent Node 

Primary Independent Variable 

N Percent N Percent N Percent Variable Sig.
a
 Chi-Square df Split Values 

0 362 51.7% 338 48.3% 700 100.0% 0       

1 42 12.0% 308 88.0% 350 50.0% 1 0 dailyusage .000 442.143 1 <= 184.100 

2 320 91.4% 30 8.6% 350 50.0% 0 0 dailyusage .000 442.143 1 > 184.100 

Growing Method: CHAID 

Dependent Variable: clicked 

 

 

 

 

 



32 

 

Risk 

Estimate Std. Error 

.103 .011 

 

 

 

 

 

Classification 

Observed 

Predicted 

0 1 Percent Correct 

0 320 42 88.4% 

1 30 308 91.1% 

Overall Percentage 50.0% 50.0% 89.7% 
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Test Data:- 

 

Misclassification Costs 

 

Observed 

Predicted 

0 1 

0 .000 1.000 

1 1.000 .000 

Dependent Variable: clicked 

 

 
 

 

 

Tree Table 

Node 

0 1 Total Predicted 

Category N Percent N Percent N Percent 

0 146 48.7% 154 51.3% 300 100.0% 1 

Growing Method: CHAID 

Dependent Variable: clicked 
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Risk 

Estimate Std. Error 

.487 .029 

 

 

 

Classification 

Observed 

Predicted 

0 1 Percent Correct 

0 0 146 0.0% 

1 0 154 100.0% 

Overall Percentage 0.0% 100.0% 51.3% 
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Outputs Using Microsoft Excel:- 

 

1. Logistic Regression 

a. Training Dataset 
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b. Test Dataset 
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2. Random Forest:- 

a. Training Dataset- 
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b. Test Dataset- 
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FINDINGS AND RECOMMENDATIONS 
 

Accuracy:- 

 

1. Using IBM SPSS- 

 

a. Logistic Regression 

 

Training Dataset    -     98.1% 

 

Test Dataset           -     55.7% 

 

Threshold Value    -      0.5 

 

b. Random Forest 

 

Training Dataset    -     89.7% 

 

Test Dataset           -     51.3% 

 

Growing Method    -      CHAID 

 

 

2. Using Excel- 

 

a. Logistic Regression 

 

 

Training Dataset    -     98.1% 

 

Test Dataset           -     52.1% 

 

Threshold Value    -      0.5 
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b. Random Forest 

 

 

Training Dataset    -     92.4% 

 

Growing Method    -      Decision Tree 

 

 

 

Random Forest:- 

 It can use for both Regression and classification 

 Commonly used predictive modeling and M.L. techniques 

 In this we select some most appropriate variables to make algorithm more 

intelligent. 

 

 

Random Forest Algorithm:- 

 

1. Randomly select m features from T (m<<T) 

2. For node d calculate the best split point among m feature. 

3. Split the node into two daughter nodes using the best split 

4. Repeat first three steps until n number of nodes has been reached. 

5. Build your forest by repeating steps 1-4 for D number of times. 

 

 

T – Number of features 

 

D – Number of trees to be constructed 

 

V – Output 

 

 

Features:- 

 

1. Most Accurate – Because using of number of trees parallel. 

2. Works for both classification and regression. 

3. Runs efficiently on large datasets. 

4. Requires almost no input preparation. 

5. Can be easily grown in parallel. 
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Logistic Regression:- 

 

It produces results in binary format which is used to predict outcome of a categorical dependent 

variable. 

Outputs – 0 or 1 

                  True or False 

        High or Low 

We use sigmoid curve to make curve continuous. 

 

 

Note – Here we are getting more accuracy by Logistic Regression. So I would like to suggest logistic 

regression is more useful for categorical data. 
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LIMITATIONS OF THE STUDY 

 

 
Logistic Regression 

 

 Main limitation of Logistic Regression is the assumption of linearity between the dependent 

variable and the independent variables. In the real world, the data is rarely linearly separable. 

Most of the time data would be a jumbled mess. 

 

  If the numbers of observations are lesser than the number of features, Logistic Regression 

should not be used; otherwise it may lead to over fitting. 

 

 Logistic Regression can only be used to predict discrete functions. Therefore, the 

dependent variable of Logistic Regression is restricted to the discrete number set. This 

restriction itself is problematic, as it is prohibitive to the prediction of continuous data. 

 

 

Random Forest 

 

 The main disadvantage of Random forests is their complexity. They are much harder and 

time-consuming to construct than decision trees. 

 

 They also require more computational resources and are also less intuitive. When you have a 

large collection of decision trees it is hard to have an intuitive grasp of the relationship 

existing in the input data. 

 

 In addition, the prediction process using random forests is time-consuming than other 

algorithms. 
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