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ABSTRACT 

 

 

Handwritten Numeral Recognition is the task of correctly identifying handwritten digits. It has an 

important use-case in digitising old script, image restoration. The challenges while performing 

handwritten digits recognition arise due to the fact that every person's handwriting can differ. This 

difference in handwriting can be due to different fonts, slant in letters. Bad quality of text or image 

from which digits also creates difficulty in recognition. Handwritten Numeral Recognition has been 

an active area of research for decades but still using part-learning to solve this problem has hardly 

been explored. Part-learning is a technique in which the original image is divided into parts (called 

patches), and these patches are learned. Focusing on patches instead of whole images help identify 

patterns which are sometimes missed. It makes the identification process resistant to background 

noise. Structure learning paradigm in which we train neural networks by leveraging structured learned 

from the neural network itself. Structure learned in structure learning can be vectors, graphs or even 

finite state machines. In this work, we propose a novel approach of integrating part-learning with 

structure learning for handwritten numeral recognition. Convolutional Neural Network has been used 

extensively used in the vision-related tasks. We have tested our approach with a multilayer 

perceptron, convnets and autoencoders. Comparison of the performance of handwritten numeral 

recognition on MNIST dataset between state-of-the-art techniques and our proposed method indicate 

the efficacy of our approach. 

 

Keywords: Handwritten Numeral Recognition, Structure Learning, Part Learning, Convolutional 

Neural Network, Autoencoders  
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CHAPTER  1 

 

 INTRODUCTION 

 

Handwritten Numeral Recognition is the task of correctly identifying handwritten digits. It has an 

important use-case in the digitisation of old documents. The challenges while performing handwritten 

digits recognition arise due to the fact that every person's handwriting can differ. This difference in 

handwriting can be due to different fonts, slant in letters. Bad quality of text or image from which 

digits needs to be recognised also creates difficulty. 

In this work, we use structure learning and part learning to tackle the handwritten digits classification 

task. For part learning, we divide the image into various patches. Patch learning approach has not 

been extensively studied for handwritten digits recognition. Then structure learning is applied to 

individual patches. Patches are used to train the neural network, and then the structure is learned 

corresponding to each data sample in dataset. This structures learned from different patches of the 

same image are then combined to produce the vector that will represent the image instead of the 

image. 

In the first part of our work, we have proposed a method that uses part-learning along with a novel 

CNN weight pre-initialisation strategy. In this two parts of images are created: top and bottom half. 

Some portion of training data is taken out and used to initialise weights of the two CNNs. The 

proposed method gets accuracy as high as compared to state-of-the-art methods.  

In the second part, we proposed a method which used structure along with part-learning. In this five 

patch of the image was created: top, bottom, left, right and centre. These five patches were used to 

train five MLPs. Each MLP had the same architecture, which consists of three hidden layers. Having 

examined the data from each of the three hidden layers, it was found that the third hidden layer 

showed that it would be best suited to learn the structure from.  After training the MLP, a structure 

was learned. This structure was used instead of original data for the classification task.  
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In the third part, the theme of the previous method was carried forward. The integration of part-

learning with structure learning was explored with autoencoders. Learning structures from 

autoencoders were considered as autoencoders are naturally good at learning representation for a 

given data. Combining this with part-learning helped learn structure for different patches. Having 

different patches helped capture all regions of the image. Combining the structure learned from 

different patches and giving it to a classifier yielded accuracy comparable to state-of-the-art methods. 

The approach of integrating part learning with structure learning for handwritten numeral recognition 

was extended for the task of handwritten character recognition. The experiment was done on 

Devanagari dataset. Five patches were created from the original images; Instead of MLP, a CNN was 

used to learning structures. Later the structures learned were combined and given to the SVM. The 

accuracy achieved was comparable to the highest accuracy reported on the dataset. Thus indicating 

the extendability of our proposed approach to different classification tasks. 
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CHAPTER  2 

 

 LITERATURE REVIEW 

 

2.1 Handwritten Numeral Recognition 

Handwritten Numeral Recognition is the task of correctly identifying handwritten digits. It has an 

important use-case in digitising old script, image restoration. The challenges while performing 

handwritten digits recognition arise due to the fact that every person's handwriting can differ. This 

variations in handwriting can be due to different fonts, slant in letters. Bad quality of text or image 

from which digits also creates difficulty in recognition. 

Over the years, different methods to build handwritten digit recognition classifier have researched. [1] 

uses multi-layer perceptron to build a classifier,[2] uses a multi-stage process in which results of three 

MLPs are that are used is combined, [3] uses an approach based on a k-Nearest Neighbour[4] graph 

obtained with an image deformation model and [5] uses a different technique which involves 

partitioning the image into boxes and extracting a feature from these to classify. 

 

2.2 Artificial Neural Networks 

Computers outperform human in the speed of doing a calculation. A computation involving finding 

nth power(or root) of a number or multiplication of matrices is performed very quickly by a computer 

in comparison to humans. But human brain completely outshines computer when it comes to complex 

tasks which involve imagination, common sense and intuition. Inspired by the human brain structure, 

artificial neural networks are the network structure which helps computer behave and reason in a 

human-like manner. Artificial neural networks are used from the different task such as Image 

recognition[6], Natural language processing[7], Face recognition[8], Motion detection[9] etc. 
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An artificial neural network is an endeavour to re-enact neurons interconnection that make up a 

human brain. Neuron interconnection of the human mind is unpredictable and not very surely knew. 

Artificial neural networks are a more straightforward interconnection of neurons made by 

programming machines to carry on and settle on choices in a way like people. Artificial neural 

networks less unrivalled than human cerebrum; however, they are equipped for taking care of issues 

which are exceptionally perplexing or difficult to code.  

Artificial neural networks are composed of processing layers which in turn are made of neurons. 

Neurons are the smallest unit of a neural network. The layout of the neuron is such that the output of 

one neuron is generally input to another neuron. A typical artificial neural network can have from few 

to several layers. Layers of an artificial neural network can be separated into three types. The input 

layer which gets different types of data. This layer goes about as the sensor artificial neural network. 

It gets information which this system means to process. Information layer passes the information to 

hidden layers through connections. These associations have some significance/weights joined to them, 

which assume a significant job in choosing what to search for and what to overlook in the 

information. Further handling prompts the output at the output layer. The quantities of neurons at the 

output layer are straightforwardly identified with the task for which the neural system is being 

utilised. 

Three different layers in a neural network are as followed:- 

1. Input Layer  

2. Hidden Layers  

3. Output Layer 

Following is the manner in which these layers are laid 

 

 

Figure 2.1 Different layers of a Neural Network[10] 
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2.3 Convolutional Neural Network 

In deep learning, a Convolutional neural network (CNN, or ConvNet) is a class of deep neural 

networks, most commonly applied to analysing visual imagery. CNN is not restricted to the visual 

application; they are also used in the field of speech and time-series data[41]. Convolutional networks 

were inspired by biological processes
 
in that the connectivity pattern between neurons resembles the 

organisation of the animal visual cortex. 

 

 

Fig. 2.2 CNN Layers[11] 

CNN's have two components: 

 Feature extraction 

In this part, the network will perform a series of convolutions and pooling operations during which 

the features are detected. If you had a picture of a zebra, this is the part where the network 

would recognise its stripes, two ears, and four legs. 

 The Classification part 

Here, the fully connected layers will serve as a classifier on top of these extracted features. They will 

assign a probability for the object on the image being what the algorithm predicts it is. 

Types of layers 

1. Convolution layer where the convolution process happens. 

2. Pooling layer is where the pooling operation is applied. 

3. Normalisation layer where the activation (ReLU) process happens. 

4. Fully Connected layer (Dense) 
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The Convolution layers forms the basis of CNN. The CNN preserves the spatial information of two 

dimensional image by taking it complete as input without transforming image into a 1-D array. The 

convolution layer takes image as input, apply convolution operation on it and gives a two dimensional 

output. Convolution operation involves dot product of various kernels with the input data. Initial the 

filters are random with they are learned by training the CNN. These filter learn very specific features 

and patterns. When a filter, let say, trained to detect edges detect an edge  in image, the corresponding 

value in output of convolution layer becomes high in comparison to other parts. Convolutional layer 

activations constitute a powerful image representation[12] 

 

 

Fig 2.3 Convolution operation[13] 

Different types of pooling methods exist as shown in[14], but generally, max pooling is found to be 

most effective[15]. In max-pooling, the maximum value lying in the filter region is chosen to 

represent that region. Pooling help reduces the computation by reducing the size of the image but at 

the same time retaining the essential features of the image. Pooling sometime can also lead to 

highlighting the features instead of just retaining them. 
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Fig. 2.4 Max Pooling[16] 

2.4 Autoencoders 

An autoencoder is a neural network that is used to learn representation from data. It works in an 

unsupervised way by trying to recreate its input as its output. In the process of trying to recreate its 

input, the features are learned. This learning generally takes place by forcing the input through a 

smaller hidden layer. The autoencoder can be viewed as having two components: encoder component 

and decoder component.  

 

Fig. 2.5 The general structure of an Autoencoder[17] 

 

Encoding function:     h =  f(x) 

Decoding function:     𝑟 =  𝑔(ℎ) 

hidden layer h describes a code used to represent the input. The encoder part encodes the input to that 

compact representation, and the decoder part reconstructs the original input from the compact 

representation. 
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Fig. 2.6 Different layers of an Autoencoder[18] 

2.4.1 Convolutional Autoencoders 

Convolutional Autoencoders (CAE) are autoencoders which are mostly used to learn 

representation for image data. Like the Convolution Neural Network they take image as input. 

Thus the spatial information is  preserved. Unlike CNN, CAE don't attempt to learn features 

for the purpose of classification, CAE don't have densely connected layers. Instead the CAE 

learns filter for the purpose of being able to reproduce the input image at output. CAE work in 

an unsupervised way. CAE can be thought of as composed of two parts: encoder and decoder. 

Encoders part tries to learn filters and generally along the way reduces the image size. 

Reducing the size leads to focusing on just important features and also help reduce 

computation. This is accomplished by pooling layer. While the decoder part tries to reconstruct 

the input and it increases it's input size back to input size of CAE. This is accomplished by up-

sampling layer. 

 

Fig. 2.7 Convolutional Autoencoder[19] 
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CAE offer a great improvement over the general AE when dealing with image data. The 

original dimension of image ensures no information is lost while trying to unroll image into 1-

D vector. The latent representation learned by a CAE is smaller in size as compared to the  

original image input but still it can be used to reproduce the original image. Hence CAE are 

extremely useful in data compression. The advantage CAE offer over other compression 

method is it is not generic compression. Compression logic using CAE is data specific like 

other method which are pre-defined.  

2.5  Weight Initialization 

Initial weight plays a crucial role in determining the speed of convergence, generalisation and 

probability of convergence[44]. A derivative-based optimisation algorithm like gradient descent is 

heavily reliant on the initial state. Proper initialisation of the weights in a neural network is critical to 

its convergence. An optimum weight initialisation which strongly improves the performance of the 

backpropagation (BP) algorithm. Random initialisation is generally used as it often yields a 

favourable starting point for optimisation [20]. Various other weight initialization strategies([21] ,[22] 

, [23]).Part of the difficulty in training these models lies in determining the proper initialisation 

strategy for the parameters in the model. It is well known [24] that arbitrary initialisations can slow 

down or even completely stall the convergence process. The slowdown arises because arbitrary 

initialisations can result in the deeper layers receiving inputs with small variances, which in turn 

slows down backpropagation, and retards the overall convergence process. Weight initialisation is an 

area of active research, and numerous methods ([24], [25], [26] to state a few) have been proposed to 

deal with the problem of the shrinking variance in the deeper layers. 

2.6  Learning from image parts 

An improvement in learning is seen when subset or part of the image are learnt rather than the whole 

image itself[27][28]. Application of patch-based learning is not very well explored in the field of 

handwritten numeral recognition. Generally, in learning from image parts approach, patches are 

selected. These patches are individually operated upon, and the result of the individual patches is 

combined to produce the output. Patch from the image is cropped, processed and then learned by a 

suitable classifier. This approach, to an extent, is immune to background clutter. The major issue in 

the application of learning from parts approach is to be able to find a patch in the image which 

contains the desired information. Another difficulty with this approach is the lack of proper 

predefined area in the image. Along with that number of parts to be learnt is another important issue. 

As learning with fewer parts can miss important information and learn with too many parts can cause 

over-fitting and also a huge increase in complexity cost. 
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2.7  Structure Learning 

Structure learning refers to the machine learning strategy where a structured object is learnt from the 

labelled training samples, instead of the class labels themselves [29]. Instances of „structure‟ include 

vectors [30], trees [31], graphs [32], sequences [33] and finite state automata[34].  

 

Fig 2.8 Training an RNN model, clustering the RNN‟s hidden states and outputting the final 

structured FSA. [34] 

A structured perceptron is learnt in [35] for the tagging problem in natural language processing. A 

variant of the perceptron algorithm is suggested in [35] that learns the mapping between the input xϵX 

and output labels yϵY. The task is to learn the representation that maps the vector (x,y) to a d-

dimensional feature vector. The derived feature serves as an indicator function that determines the tag. 

In the preceding literature, this task was termed- rule extraction from Artificial Neural Networks 

(ANNs) [36]. Rules were added and updated in ANNs, simultaneously increasing the symbolic 

knowledge derived from the network structure. A dynamically growing hidden layer is incorporated 

in the ANN in [37] that increments the size of the hidden layer on observing a higher entropy of the 

input distribution. 
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CHAPTER  3 

 

 PROPOSED WORK 

 

3.1 CNN Pre-Initialisation by Part Learning 

3.1.1  CNN architecture 

The CNN used in the proposed method is shown in Fig. 3. Successive Convolution layer 

followed by the pooling layer forms the composition of CNN architecture. Filters of the size 

of size 3x3 are used for every convolution layer. 2x2 filters are used for all pooling layer, and 

max-pooling strategy is used for pooling. Rectified Linear Unit(ReLU) activation function is 

used in convolution layers, and Softmax activation function is used at the output layer to get 

the activations as probabilistic scores. Table 1 shows each layer in the proposed CNN. It also 

shows what the output shape of each layer is. 

 

 

Fig. 3.1 CNN architecture for our experiment 
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Table 1. Ordering of layers proposed CNN Architecture 

 

 

3.1.2 Proposed Methodology 

Inspired from how humans learn a complex task in phases, by starting with easy concept and 

then increasing the difficulty of the content after each phase of learning, a multi-phase 

learning approach is devised[46]. This proposed method comprises of two phases. In the first 

phase, simpler images of handwritten numerals are given to CNNs to learn from. These 

simpler images are created by masking either top or bottom half of normal images. An only 

small portion of images(5% or 10%) from the training set are used of phase 1 learning. After 

phase 1 learning the CNNs are pre-initialised with these less complex images. One CNN is 

trained with just images part of just the top portion, and another CNN is trained with just 

images part of just the bottom portion. In phase 2, both the CNNs are made to learn from the 

remaining images from the training set. After the training has completion, the testing is 

performed by combining the predictions of both CNNs to predict the output. The output layer 

softmax predicted probabilities are combined by either using the average or maximum, to get 

the class label. 
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Figure 3.2 Proposed Methodology block diagram 

3.2  Integrating Part-Learning with Structure Learning for ANN  

3.2.1 MLP architecture 

A 784-35-10 Multilayer Perceptron (MLP) network (Net 1) is the framework for the first 

phase of our experiments on the benchmark MNIST dataset of handwritten English numerals.  

The input images of 28*28 dimension are converted to a one-dimensional array of size 784*1. 

This 1-D array of 784*1 is then given as input to the neural network's input layer. Only one 

hidden layer of size 35 was used. The output layer contains ten neurons. Each representing the 

10 different classes in the dataset namely 0,1,2,3,4,5,6,7,8,9.   

In the second phase of our experiments, a larger (deeper) network of size 196-35-35-35-10 

(Net 2), with three hidden layers containing 35 neurons each, is used for training patches 

extracted from the MNIST images. 

3.2.2 Proposed Method 

Inspired by the [34] in which the author shows that hidden states of RNN tend to form 

clusters and by the idea of learning structures from hidden states of RNN, this proposed 

work[47] aims to learn the structure from hidden states in an MLP. 

In phase 1,  the Net 1 is trained on the MNIST dataset. After the training is completed, the 

hidden state activation vector is extracted for both training and testing samples. This extracted 

feature vector (1x35) is further used for the purpose of classification rather than the original 

image. So these feature vector are given to KNN (k=1) for classification. 



 

14 
 

In the second phase, the patches created from the original image. Each patch is 14x14, and 

five such patches are used. Fig. 3 shows these patches for numeral '6'.  All five patches are 

then trained on five different MLP (Net 2). After training the Net 2 , hidden state activation of 

all three hidden states is extracted for both training and testing data. To study which hidden 

layer is suitable for structure learning, K-elbow method is applied to data of all three hidden 

states. K-elbow method tells the clusterability of given data by trying to cluster data for 

various values of K and returns the optimal value of K. The hidden state thus selected is 

further used for classification. The hidden state activation vector of selected hidden state are 

given to classifier (KNN and SVM). 

 

(a) 

 

(b) 

Fig. 3.3  (a) The layout of the five image patches each covering a quarter area of the image (b) 

The five patches shown for the numeral „6‟ 

3.3  Integrating Part-Learning with Structure Learning for Convolutional Auto-Encoders  

3.3.1 Convolutional Auto-Encoders Architecture 

The Chronological layers of the proposed Convolution Auto-Encoders are shown in Table X 

below. Filters of the size  3x3 are used for every convolution layer. 2x2 filters are used for all 

pooling layer, and max-pooling strategy is used for pooling. Rectified Linear Unit(ReLU) 

activation function is used in convolution layers, and Softmax activation function is used at 

the output layer to get the activations as probabilistic scores. Table 1 shows each layer in the 

proposed CAE. It also shows what the output shape of each layer is. 
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Table 2. Ordering of layers proposed CAE Architecture 

 

3.3.2 Proposed Methodology 

Autoencoders are good at learning compact representation for a given data. With the aim of 

using this representation along with part-learning for handwritten numeral recognition, four 

patches are selected: top, bottom, right and left. Patches are created by masking a certain 

portion of images. Four CAEs with architecture, as shown in Table 2 are trained. Each CAE is 

trained with just one particular patch - CAE1 is trained with just top patch images, CAE2  is 

trained with just bottom patch images, CAE3 is trained with just right patch images, and 

CAE4 is trained with just left patch images. After training the CAEs, the output of the 

encoder part of autoencoder were extracted. These hidden layer activations are extracted for 

both training and testing data by just performing forward pass. These 1x128 dimensional 

features learned from CAE are further used in the experiment. Features learned from CAEs 

are given to SVM classifier. The predicted probabilities for each sample are used to represent 

the sample. These predicted probabilities are combined with predicted probabilities obtained 

by giving concatenated features learned from CAE to SVM. This works as newly learned 

features using both part and structure learning.   
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CHAPTER 4 

 

 RESULTS 

 

4.1 Experimental Setup 

The experiments are performed on handwritten numeral images from the MNIST dataset [42] for 

English handwritten numerals. There are 10 different classes of images, each corresponding to a digit 

in 0 to 9. Each image is of 28X28 dimension. Dataset consists of 70K images in total. Out of the 70K 

images, 60K images are for training and 10K are for testing purpose. The train and test segregation is 

done at the source itself. Example of the ten handwritten digits in the MNIST training set is shown in 

Fig. 4.1 below. 

 

 

Fig. 4.1 Sample of MNIST dataset 
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Device Specifications 

Processor: Intel(R) Core (TM) i5-5200U CPU @ 2.20GHz, Memory: RAM 8.00GB DDR3L-1600 

SDRAM, Graphics card: NVIDIA GeForce 940M (2 GB DDR3L dedicated).  

4.2 CNN Pre-Initialisation Implementation Results 

The Fig.4.2 shows the images used for training the CNNs. The first row depicts 0-9 digits from 

MNIST dataset. Row2 is the bottom half masked images of the corresponding row1 images. 

Similarly, row3 shows the top half masked images of the corresponding row1 images.  

 

Fig. 4.2 Images prepared for initialising CNN   

CNN without pre-initialisation and without part learning reported accuracy of  99.44% on 

Architecture (a)  for MNIST dataset. This method was taken as the base method and the accuracy of 

99.44% as the baseline accuracy. All further attempts were made to improve on this accuracy. 

Table 3 - Result of 5% cropped &resized image approach (average) 
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Table 4 - Result of 5% cropped &resized image approach (maximum) 

 

 

Table 3 and Table 4  to represent the implementation result of using 5% resized images for pre-

initialisation and combining the probabilistic scores of softmax output layer using averaging and 

choosing maximum criteria respectively. Accuracy of 99.52 and 99.51 was reported for the same. The 

results of both were higher in comparison to a straight forward baseline approach. 

 

Table 5 - Result of 5% masked image approach (average) 
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Table 6 - Result of 5% masked image approach (maximum) 

 

Table 5 and Table 6   represent the implementation result of using 5% masked images for pre-

initialisation and combining the probabilistic scores of softmax output layer using averaging and 

choosing maximum criteria respectively. Accuracy of 99.53 and 99.56 was reported for the same. The 

results of both were higher in comparison to straight forward baseline approach and also a little better 

than that achieved by using a resized image of the top half and bottom half. 

 

Table 7 - Result of 10% cropped &resized image approach (average) 
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Table 8 - Result of 10% cropped &resized image approach (maximum) 

 

 

Table 7 and Table 8   represent the implementation result of using 10% resized images for pre-

initialisation and combining the probabilistic scores of softmax output layer using averaging and 

choosing maximum criteria, respectively. Accuracy of 99.5 and 99.49 was reported for the same. The 

results of both were higher in comparison to straight forward baseline approach but the results 

dropped a little in comparison to using just 5% of pre-initialisation. 

 

Table 9 - Result of 10% masked image approach (average) 
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Table 10 - Result of 10% masked image approach (maximum) 

 

Table 9 and Table 10   represent the implementation result of using 10% masked images for pre-

initialisation and combining the probabilistic scores of softmax output layer using averaging and 

choosing maximum criteria, respectively. Accuracy of 99.55 and 99.53 was reported for the same. 

The results of both were higher in comparison to straight forward baseline. 

Table 11. Summary 
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4.3 Part-Learning and Structure Learning MLP implementation Results  

 

Table 12 - MLP Net1 result for MNIST dataset 

 

 

 

Fig. 4.3 Hidden state cluster of MLP 
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Table 13 - SVM  result on MLP Net1 hidden states for MNIST dataset 

 

Table 14 - KNN  result on MLP Net1 hidden states for MNIST dataset 
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The table 13 and table 14 show results for classification when Net1 hidden state is directly given to 

SVM and KNN classifier respectively. Train accuracy decreased in case of SVM (84.82), but there 

was a slight improvement (95.96)  in case of train accuracy of KNN (K=5) classifier as compared to 

the baseline accuracy.  

 

Table 15 - MLP Net2 result for MNIST dataset 

 

Above table 15 represent the MNIST dataset results for deep MLP ( Net 2). Increasing the hidden 

layers helped model learn more features, and the accuracy increased to 96.46%. Further work on 

structure learning aimed to improve this accuracy. 
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(a) 

 

(b) 

 

(c) 
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(d) 

 

(e) 

 

(f) 
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(g) 

 

(h) 

 

(i) 
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(j) 

 

(k) 

 

(l) 
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(m) 

 

 

(n) 

 

 

(o) 

Fig. 4.4 The kmeans Elbow graphs for determining the interpretable hidden layer. Shown for the 

fifteen image patch layouts [(a)-(o)]  
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Analysis of figure 4.4 makes it clear that K-elbow graph of the first hidden layer and second hidden 

layer doesn't show any clusters. But the K-elbow graph of the third hidden layer showed that hidden 

state 3 had meaningful clustering possible. Further investigation was carried out on finding structure 

from 3rd hidden layer of all the patches.    

 

Table 16 - Clustering Approach 

 

 

Above table. 16 shows the result of the clustering approach. All third hidden states vectors where 

clusters using K means. Value of K for each patch was found using K-elbow method. Cluster centre 

of all patches was stored. Later each training and testing data was assigned 5 cluster centre based on 

the cluster centre. The fused cluster centre was then used instead of the training and testing feature. 

The SVM classifier was used for further classification. There was an improved from Net2 result. 
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Table 17 - Learned Structure to SVM 

 

 

Table 18 - Learned Structure to KNN 
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Table 17 and Table 18 represent accuracy when fused 3rd hidden state vectors are given to SVM and 

KNN classifier(K=7). Both improve the overall accuracy of Net 2 MLP (97.11&96.76).  SVM gives 

the maximum accuracy of 97.11 found using the structure learning approach.  

   

TABLE 19. THE OUTPUT PERFORMANCE SCORES FOR MNIST DATASET (PROPOSED STRUCTURE 

LEARNING METHOD- HIGHLIGHTED IN GREY) 

Dataset   Method F1-score 

MNIST   Deep Structured Energy Based Models (Zhai et al., 

2016) [38] 

0.9689 

MNIST   Positive-Generative Adversarial Network (Chiaroni et 

al., 2018) [39]  

0.97 

MNIST   Rank Pruning (Northcutt et al., 2017) [40] 0.97 

MNIST   Direct MLP classifier (Net 1) 0.9477 

MNIST   Direct Naïve Bayes classifier 0.5658 

MNIST   Hidden state clustering (Net 1) + distance from 10 

centroids + SVM 

0.95 

MNIST   Hidden state vector (Net 1) + kNN (k=1) 0.96 

MNIST   Patch-based Hidden state vector (Net 2) + kNN (k=7) 0.9676 

MNIST   Patch-based Hidden state vector (Net 2) + SVM 0.9711 

 

 

Table 19 shows a comparison of the proposed structure learning method to that of already available 

results on MNIST dataset. There is an improvement in the accuracy of the classification of 

Handwritten Numeral Recognition. 

 

 

 

 

 

 

 



 

33 
 

4.4  Part-Learning and Structure Learning CAE implementation Results  

For all Convolutional Autoencoder experiments, configuration mentioned in Table 2 was used.  

Table 20 - Features from original image to SVM Linear 

 

Table 21 - Features from original image to SVM RBF 

 

CAE was trained on MNIST dataset. After training the feature vector (Encoder output) were extracted 

for both training and test data. These feature vector of size 1x128 were them given to SVM for the 

numeral classification. An accuracy of 97.59 was achieved with linear kernel, and accuracy of 98.39 

was achieved with RBF kernel, as shown in Table 20 and Table 21 respectively. 
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Table 22 - Fusing features from patches to SVM Linear 

 

 

Table 23 - Fusing features from patches to SVM RBF 

 

Part learning was introduced, and four images representing top, bottom, left, and right were created 

from original dataset by masking certain half of the image. CAEs were trained with just particular 

parts of images. Feature vectors were extracted all for CAEs and fused together. These fused features 

of 1x512 dimension were given to SVM classifier with linear and RBF kernel. Accuracy of 98.35 and 

98.94% were reported as shown in above Table 22 and 23. 
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Fig. 4.5 Images of Left, Right, Top and Bottom patch of numeral '5' 

 

Table 24 - Concatenating predicted prob. from each patch to SVM Linear 

 

 

Table 25 - Average of  predicted prob. from each patch to SVM Linear 
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Table 26 - Maximum of predicted prob. from each patch to SVM Linear 

 

 

The four CAEs which are trained on different parts of images were all given to SVM and the 

predicted probabilities of each sample was saved. These predicted probabilities were combined to 

create feature which was used to classify handwritten numeral.  Probabilities were combined by 

concatenating, average and maximum value and given to SVM with linear kernel. Accuracies of 

98.07, 97.71 and 96.99 was reported. Using SVM with RBF kernel for concatenated probabilities 

gave an accuracy of 98.65 which is shown in below table. 

 

Table 27 - Concatenating predicted prob. from each patch to SVM RBF 
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Table 28 - Concatenating predicted prob. from each patch to SVM RBF and from fused features to 

SVM RBF 

 
 

The predicted probabilities four CAEs concatenated with predicted probabilities of fused features of 

all patches to SVM to SVM with RBF Kernel gave an accuracy of 99%.  Same feature vector was 

given to MLP (architecture 50*512*512*10) and it gave an accuracy of 99%. 

 

Table 29 - Concatenating predicted prob. from each patch to SVM RBF and from original image 

features to SVM RBF 

 
 

The predicted probabilities four CAEs concatenated with predicted probabilities of  features extracted 

from original image to SVM to SVM with RBF Kernel gave an accuracy of 98.88%. 
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Table 30 - Concatenating predicted prob. from each patch to SVM RBF, from fused features and from 

original image features to SVM RBF 

 

The predicted probabilities of four CAEs concatenated with predicted probabilities of fused features 

of all patches and predicted probabilities of  features extracted from original image to SVM with RBF 

Kernel gave an accuracy of 99%.   
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4.4.1 Ablation Study 

 

Feature vector created by concatenating predicted probabilities of each from patch and  predicted 

probabilities of fused features from each patch gave the maximum accuracy of 99%. Further study 

was carried out to find out what affect does diff. components in this feature vector have. This was 

done by systematically removing certain components from the feature vector and then checking its 

performance.  

Table 31 - Concatenating predicted prob. from each patch(excluding top patch) to SVM RBF and 

from fused features to SVM RBF 

 

Table 32 - Concatenating predicted prob. from each patch(excluding bottom patch) to SVM RBF and 

from fused features to SVM RBF 
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Table 33 - Concatenating predicted prob. from each patch(excluding right patch) to SVM RBF and 

from fused features to SVM RBF 

 

Table 34 - Concatenating predicted prob. from each patch(excluding left patch) to SVM RBF and 

from fused features to SVM RBF 

 
 

Above four tables show the result of  removing just one patch features from the feature vector. 

Removing just top patch features, removing just bottom patch features, removing right top patch 

features and removing just  left patch features are shown in Tables 31-34. In each case, the accuracy 

report was 98.97. 
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Table 35 - Concatenating predicted prob. from left and right patch to SVM RBF and from fused 

features to SVM RBF 

 

 

Table 36 - Concatenating predicted prob. from top and bottom patch to SVM RBF and from fused 

features to SVM RBF 

 
 

Removing  top and bottom patch features resulted in an accuracy of 98.96 as shown in Table 35, and 

removing left and  right patch features in an accuracy of 98.97, as shown in Table 36. 
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Table 37 - Concatenating predicted prob. from top patch to SVM RBF and from fused features to 

SVM RBF 

 

 

Table 38 - Concatenating predicted prob. from bottom patch to SVM RBF and from fused features to 

SVM RBF 
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Table 39 - Concatenating predicted prob. from right patch to SVM RBF and from fused features to 

SVM RBF 

 

 

Table 40 - Concatenating predicted prob. from left patch to SVM RBF and from fused features to 

SVM RBF 

 
 

Having just predicted probabilities from one patch and  predicted probabilities of fused features 

resulted in an accuracy of 98.96 as shown in Table 37-40(top, bottom, left ,right). And on testing 

classification accuracy on using just top half patch is 91.96, only bottom half patch acc is  89.54, only 

right half patch acc is 92.84, only left half patch acc is 0.9316, using the predicted probabilities of 

fused features the accuracy was 98.96. This indicated that predicted probabilities of fused features is 

the single most import component of the feature vector. 
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4.5  Application  

Extending work to character recognition, the proposed method where applied to 'Devanagari 

handwritten character dataset (DHCD)[45]. The dataset contains 46 Devanagari characters: 36 letters 

and 10 digits. Figure 4.6  shows all 46 different characters present in dataset. The dataset contains in 

total of 92 thousand images. Each 46 of the class have 2 thousand images. 2000 images are divided 

into train and test set at the source itself. 1700 images of each class is used for training and remaining 

300 images from  each class is used for testing. 

 

 

Figure 4.6 Sample of Devanagari handwritten character dataset 

 

Patches were created was shown in Fig 4.7 ( Figure 4.8 is the original image). The Deep CNN was 

used instead of MLP. Extracted features were given to deep neural network and SVM was used as the 

classifier. An accuracy of 98.39% was reported. Such high accuracy clearly indicates the proposed 

method can be extended to different recognition activities. 

 

Figure 4.7 Five patches created from character 'bha' 

 
 

 

Figure 4.8 Character 'bha' 
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CHAPTER  5 

 

 CONCLUSION 

 

A novel learning paradigm for handwritten numeral images is proposed in this work that initialises 

CNNs by learning parts in pre-initialisation phase. Two image parts: top-half and bottom-half are used 

in this model for initialising the weights. The CNNs are further fined-tuned on the remaining images. 

As it can be seen, the accuracy using CNN Pre-Initialization by Minimalistic Part-Learning has 

improved the classification accuracy for handwritten numeral digit recognition. Further, the 

improvement was seen in the proposed method clearly indicate the masking the image as a better 

effect on the classification task rather than the resizing of the image approach. High accuracies, 

comparable to the state-of-the-art, confirms the effectiveness of the proposed model. 

The proposed model can further be applied for different classification tasks. The proposed model may 

be further divided to incorporate more stages. More than two parts of the image can be selected for 

pre-initialisation phase. Parts of an image that may contribute to maximum learning in pre-

initialisation stage can be further researched. 

After examining the accuracy using standard neural network method for MNIST dataset on two 

different architecture Net1 and Net2 , Structural Learning  approach was explored.  The hidden state 

vector as a feature vector method is applied to two different Multi-Layer Perceptron architecture. 

Improvement in accuracy was made in the classification of digits is made by clustering the hidden 

state vector of deep MLP. K-elbow method was used to determine the correct number of cluster. The 

K-elbow method runs the k-means clustering algorithm for a range of k values to determine the 

optimal value of k. Distortion score, which is sum of square distance between the sample and the 

cluster centre of cluster it is assigned, is used to determine goodness of cluster formed for each k 

value. Further improvement is seen in the model by using patch learning along with the efforts to 

learn the interpretable hidden state structure. It was found the in MLP having three hidden states, the 

third state had a meaningful clustering possible, and a structure(vector) could be learned . Giving this 

learned vector directly to k-Nearest Neighbor (kNN) classifier and the Support Vector Machine 

(SVM) with linear kernel yielded high accuracies.  
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Using autoencoder to learn the structure seems to improve the classification. This can be attribute that 

autoencoders are good at learning representation of given data. So the structures learned from CAE 

along with part-learning improves the accuracy,  Future scope of this work lies in the area of learning 

different structures. Learning that targets how to select patch area from images could be explored.  
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