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ABSTRACT 

 

Currently, power system operation and control with AGC are undergoing fundamental 

changes due to rapidly increasing amount of renewable sources, energy storage system, 

restructuring and emerging of new types of power generation, consumption and power 

electronics technologies. Continuous growth in size and complexity, stochastically 

changing power demands, system modeling errors, alterations in electric power system 

structures and variations in the system parameters over the time has turned AGC task 

into a challenging one. Infrastructure of the intelligent power system should effectively 

support the provision of auxiliary services such as an AGC system from various sources 

through intelligent schemes. Literature survey shows that performance of AGC of 

interconnected power system with diverse sources gets improved by changing in 

controller structure, using intelligent optimization techniques for controller parameters, 

adding storage system and by considering different participation of diverse sources in 

multi area power systems. Hence, proposing and implementing new controller 

approaches using high performance heuristic optimization algorithms to real world 

problems are always welcomed. Performance of many controllers depends on proper 

selection of certain algorithms and specific control parameters. Hence, the goal of the 

present study is to propose different types of new supplementary controller to achieve 

better dynamic performances in multi-area with diverse source power systems,  namely 

two area power system with and  without non-linearity and three area power system with 

optimal and energy storage system. Based on the extensive literature review on the 

control designs of AGC of interconnected power system, it has been felt that new control 

techniques for design of AGC regulators for interconnected power system including 
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renewable sources. The main objective of the proposed research work is to design new 

AGC regulators and develop simple, robust and easy to implement as compared with the 

available control techniques. The problem of nonlinearity in interconnected power 

system with diverse sources has also been addressed with suitable control algorithms.    

The presented work is divided into nine chapters. Chapter 1 deals with the 

introduction of AGC of power system. Widespread review of the taxonomy of 

optimization algorithms is presented in this chapter. Chapter 2 presents a critical review 

of AGC schemes in interconnected multi area power system with diverse sources. 

Chapter 3 stresses on the modelling of diverse sources power systems under 

consideration.  

  The main simulation work starts from Chapter 4. In Chapter 4, the study is firstly 

conducted to propose novel Jaya based AGC of two area interconnected thermal-hydro-

gas power system with varying participation of sources. 

  In Chapter 5, novel Jaya based AI technique is further employed on realistic power 

system by considering non linearities like Governor Dead band (GDB), Generation Rate 

Constraint (GRC) and Boiler dynamics. The study is done on Jaya based AGC of two 

area interconnected thermal-hydro-wind and thermal-hydro-diesel power system with 

and without nonlinearities by considering step load and random perturbation at different 

control areas.  

          In Chapter 6, designing of Optimal AGC regulator for three different three-area 

interconnected multi source power systems has been planned. In each power system, 

optimal AGC regulators have been designed by using different structures of cost 

weighting matrices (Q an R). 
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In Chapter 7, implementation of Superconducting Magnetic Energy Storage 

System (SMES) in operation and control of AGC of three-area multi source power 

systems has been studied. Analysis of PSO tuned Integral controller for AGC of three 

area interconnected multi source power systems with and without SMES by considering 

step load perturbation at different control areas has bee done. Comparative performance 

of different bio-inspired artificial technique has been presented on AGC of three area 

interconnected power system with SMES.  

Chapter 8, presents AGC of three area multi source interconnected power 

systems by including and excluding Battery Energy Storage System (BESS) at step load 

perturbation in different control areas.  

In Chapter 9 - the performance of different control techniques presented for AGC 

of multi area interconnected multi source power system has been summarized and the 

scope of further work in this area has been highlighted. 
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CHAPTER 1 

 

INTRODUCTION 

1.1 General 

Electrical energy plays a vital role in human life. One of the most important functions in 

maintaining the quality of electrical power other than storing electricity is to maintain the 

required operating level of frequency under variable load conditions called load 

frequency control. A balance between energy demand and energy production is needed 

to provide electricity to consumers reliably. These days it has become a very difficult 

task to achieve the required levels of energy due to the increasing demand for electricity 

together with environmental problems. The interconnection of the various generating 

plants through the power system grid stabilizes the variation in frequency to a great extent 

by enhancing the system inertia [1]. Power system consists of interconnected multi area 

diverse power sources which offer power to the consumers at rated voltage and 

frequency. So, interconnected power system enables benefits in terms of both economic 

and environment issues [2]. Further, power system is interconnected with other areas for 

better operation and control, minimization of reserve capacity and reliability in power 

transmission and distribution. Multi areas are interconnected by network of transmission 

lines and each control area represents coherent groups of generators of diverse sources 

which are also associated with local production stations and local load areas. The main 

purpose of power system is to deliver reliable energy to the load centres. Modern power 

system has become highly complex with the uncertainty deterministic system [3]. Also, 

it comprises of multi sources such as conventional fossil fuel plants, hydro plants, 
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pumped storage plants, gas turbine plants, and non-conventional plants such as photo-

voltaic, wind turbine, etc. Dynamism in power system due to load variations and other 

types of transient disturbances cause the frequency variations continuously. However, if 

the frequency variation of the deficit area continues to grow then automatic generation 

control (AGC) needs to be operated to stabilize the frequency and tie line power of the 

interconnected system.  

1.2 Automatic generation control (AGC) 

Automatic Generation Control (AGC) is defined by IEEE as the regulation of the power 

output of electric generators within a prescribed area in response to changes in system 

frequency, tie-line loading or the regulation of these to each other, so as to maintain the 

scheduled system frequency or the established interchange with other areas within 

predetermined limits [4]. General problems associated with power system can be 

defined as peak load coverage, spinning reserve, load frequency control and voltage 

regulation [5,6]. Effect of all these problems depends on the size of input supply system, 

interconnected system and system load variation. First three problems are related to 

active power change and voltage regulation depends on reactive power changes. AGC 

function can be recognized as a control function that attempts to match the generation 

process within a controlled environment to track the need for random loading in primary 

governor control and provide a good arrangement of local frequency after the deviation 

of the loads in secondary control as shown in Fig.1.1. So, the purpose of AGC in a 

control area, is to frequent the power supply from load sharing areas, so as to monitor 

the frequency of the power supply and tie lines to be in prescribed limits as defined in 

[7-9]. 
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Fig.1.1:  Power System Operation and Control 

1.3 Controllers for Power System  

With the uncertainty deterministic system, real power system has grown extremely 

complex. Real power system are interconnected with different power generation sources 

such as thermal plants, hydraulic plants, pumped storage, gas turbines, photovoltaics, 

wind turbines etc. Controllers for power system support in maintaining less variation in 

frequency caused by load variations or other types of transients [10,11]. A large number 

of research papers reported in the literature presented a rich contribution of different 

performance index [19,308] , optimization techniques [20-86] and different type of 

controllers like optimal [12,176,177,178,213,214], fuzzy [13,155,160], sliding mode 

controller [14,15,172,314], neural [16] , hybrid controllers [219] and intelligent 

technique [17,18] based controllers. Brief review of optimal controller and intelligent 

technique based proportional controllers are described in next chapter. Intelligent 



 

4 

 

technique based controller in power system consists of controller, plant and feedback 

system. Error achieved by the difference of required and achieved data is fed to the 

intelligent technique based controller of plant in the system as shown in Fig. 1.2.  

 

Fig.1.2:  Optimization Algorithm based Control scheme for power system. 

Standard controllers such as Proportional (P), Proportional-Integral (PI) or 

Proportional-Integral-Derivative (PID) controller are commonly applied in power 

system and prove to be useful [19]. These days, parameters of controllers are being 

enhanced by the use of newly developed AI techniques and control techniques in AGC 

to control the frequency and tie line power of the productive interconnected power 

system within the allowable limit.  

 

Fig.1.3:  Classification of optimization problem  

However, optimizing the value of parameters of these controllers has always 

been a challenging task for researchers, who are working on various Artificial Intelligent 
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(AI) techniques. The job of optimization algorithm is to find best possible solution for 

constraint/ unconstrained system, linear/ non-linear system, discrete/continuous variable 

and single or multi problems as shown in Fig.1.3. Optimization means finding the best 

solution among many feasible solutions that are available to us in a wider global space 

with reduced computation time. Feasible solutions are those that satisfy all the 

constraints in the optimization problem. By using proper optimization technique, the 

performance of non- linear or linear dynamic systems can be improved. 

1.4 Taxonomy of Optimization Algorithms 

Researchers are devising various Optimization Algorithms with different 

behaviors in various systems. In general, basic Taxonomy of Optimization starts with 

two important groups as Deterministic and Non-Deterministic as shown in Fig.1.4. 

Deterministic methods are mathematical programming methods which provide accurate 

solution for problems in continuous space [20-22]. It requires suitable initial point and 

difficulty increases with increase in problem size. Some of the recognized Deterministic 

are Linear Programming, Nonlinear Programming, Simplex, Hooke-Jeeves Pattern and 

Gradient Descent. Non-Deterministic is also popular known as Stochastic Algorithms. 

It is more computational efficient as compared to deterministic. It searches 

randomization with local search to global search. Stochastic method gives numerous 

solutions at several runs.  Further, stochastic is divided into two different criteria namely 

Heuristic and Meta-Heuristic Algorithm [23-25]. Meta-Heuristic Algorithm solves 

complex problems and gives a better solution than Heuristic Algorithm. Meta-Heuristic 

Algorithm is divided into two important groups as trajectory based and population based 

[26-28]. Trajectory based or neighborhood based algorithms have the feature to evaluate 

only one solution at a time and solution moves through a trajectory in the solution space. 
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Some of the famous trajectory based algorithms are tabu Search [29,30] and hill 

climbing [31] . Most popular nature inspired algorithm is population based algorithm 

which has a set of solution which moves towards the goal all together. Population based 

algorithm are further divided into six groups depending on bio-inspired, physics, 

chemistry, social human behavior, plant and miscellaneous characteristics [32-38]. 

Review of various optimization technique applied to frequency control is presented in 

[35]. Bio-inspired are probabilistic algorithms and divided in two popular groups as 

evolutionary based and swarm based algorithms. Some of the well-known evolutionary 

based meta-heuristic algorithms are genetic algorithm -1970 [39, 45,147,148,155,216], 

differential evolution -1997 [40-42], evolution strategies - 2002 [43], earth worm 

optimization – 2018 [44, 45]. Some of the recognized swarm based algorithms are 

particle swarm optimization – 1995 [46, 47], BAT -2012 [48-50], harris hawks 

optimization-2020 [38], bald eagle search-2019 [51], Bacteria Foraging Optimization- 

2009 [52,173,174], cuckoo search [149,175,297,159], grasshopper algorithm [171], 

grey wolf algorithm [87,88 ,143], firefly algorithm [145,246], ant colony [152] and 

whale optimization [263]. During last two decades, this group has grown largely in size. 

It depends on the collective behavior of species. Species like flying, terrestrial, aquatic 

and microorganism animals studied in swarm based algorithm. Some of familiar physics 

phenomenon based algorithms are artificial electric field algorithm-2019 [53], black 

hole- 2013 [54, 55], sonar inspired -2017 [56] , wind driven algorithm [168] and big 

bang big crunch-2006 [57-59]. Some of the common chemistry phenomenon based 

algorithms are thermal exchange -2017 [60, 61], simulated annealing-1989 [62-64], 

photosynthesis algorithm-1999 [65], integrated radiation- 2007 [66] and water cycle 

algorithm [142]. Some of the social human behavior based algorithms are teacher 
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learning based – 2011 [67,144,330], bus transportation behavior – 2019 [68], volley ball 

premier league- 2017 [69], imperialist competitive algorithm – 2007 [70-72], Jaya -2017 

[215,73-75]. These algorithms are dependent on the ideologies with the competition or 

development of society. 

 

 

Fig.1.4: Taxonomy of Optimization Algorithm 

Some of the Plant based algorithms are tree growth -2019 [76,77], flower 

pollination – 2012 [30, 78, 79], paddy field – 2009 [80], natural forest regenerative -

2012 [81] and sunflower algorithm [232]. This plant type algorithm does not have 

communication between agents.  Some of the miscellaneous algorithms are ying yang 

pair – 2016 [82], social engineering-2017 [83], artificial cooperative search- 2012 
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[84,85], golden sine – 2017 [86], sine cosine algorithm [217]. This category does not 

have some uniformly that’s why it is kept under miscellaneous group. 

1.5 Intelligent Techniques under consideration 

In this study, artificial intelligent algorithm like evolutionary based algorithm (GA, DE), 

swarm based algorithm ( PSO, BAT, BFA) and social human behavior based algorithm 

(TLBO, Jaya) are studied. A brief description of some of the algorithm are explained in 

this section. 

1.5.1 Particle swarm optimization technique -  

Modern meta-heuristic methods are big support to the problems of real power system. 

unlike heuristic methods, population based meta-heuristic algorithm has set of solution 

which moves towards the goal all together. PSO belong to one of the popular group of 

swarm based algorithms. In the literature, researchers studied that power system with 

linear or nonlinear, continuous or discrete performs well with swarm algorithms. 

Kennedy [47] developed visual simulation of bird flock behavior. Flock of birds has the 

nature of socializing and cooperating. They share and learn with there and other 

experiences. Accordingly they adjust their velocity and position. Each particle saves 

recent best fitness value of the objective function. Value of position best (Xpbest), global 

best (Xgbest) helps each individual to adjust individual velocity by considering their and 

other experiences in each iteration of the optimization algorithm by using Eqns. (1.1-

1.3). 

Vn
m+1 = w ∗ Vn

m + c1 ∗ ran1 ∗ (Xpbest n − Xn
m) + c2 ∗ ran2 ∗ (Xgbest n − Xn

m)       (1.1)

  Where, ran is uniformly distributed random numbers in the range of 0 to 1, wmx 

is maximum weight , n is current iteration number and wmn is minimum weight. 
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Fig.1.5: Flowchart of PSO Algorithm. 

w = wmx − [(wmx − wmn) ∗ n]/Iterm           (1.2)    

               

If value of w is large then it facilitates the global search, whereas if the value is small 

then it facilitates a local search. Now the position of particle is updated  

Xn
m+1 = Xn

m + Vn
m+1                     (1.3) 
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1.5.2 Jaya Optimization Technique  

Rao developed Jaya algorithm [215] which is sturdy and fits well to give solution. This 

algorithm is named Jaya as it strives for reaching the best solution. This is a specific 

algorithm with less parameter whereas other algorithm demands specific control 

parameters. The gains of PID controllers for two power system model are optimized 

using Jaya algorithm as described in Fig.2. Jaya begins with an initial population and 

maximum number of iteration just like any other algorithm. In Jaya algorithm, failure is 

tried to be avoided so that success can be obtained. After considering the objective 

function given in Eqn. no.1, population is updated by using following Eqn. 1.4 

  X′k,p,i = Xk,p,i + r1k,i(Xk,best,i − |Xk,p,i|) − r2k,i(Xk,worst,i − |Xk,p,i|)                 (1.4) 

Where Xk,p,i is kth variable value for pth population at ith iteration, r1k,i and r2k,i are random 

variables, 𝑋k,best,i and Xk,worst,i are kth variable value for best and worst population. 

This procedure is repeated till the last iteration and designing of PID controller is 

accomplished with parameter values of PID controller.  
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Fig.1.6: Flowchart of Jaya Algorithm. 

 

1.5.3 Genetic algorithm (GA) John developed GA on the basis of biological 

processes by using the concept of natural selection.  The stochastic algorithm based on 

Darwin’s principle is inherently discrete [216]. GA belongs to a group of evolutionary 

based meta-heuristic algorithm with randomized operators. In genetic, strings of DNA 

are called chrosomes of each cell. Genes set are different in different chromosomes. It 

has high computation cost. It works on three operators namely selection or reproduction, 
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crossover and mutation.  Speed of GA depends on the population size of the problem. 

After calculating fitness value of objective function, select parent strings pair to generate 

new string with crossover. The probability of ith string can be calculated by using Eqn. 

1.5. 

pbα = OFα ∑ OFβ
γ
j=1⁄                           (1.5) 

 

Expected count = γ × 𝑝𝑏𝛼          

Where 𝑝𝑏𝛼 probability of the αth string in population is, 𝑂𝐹𝛼is the fitness value of object 

function, γ is population size. 

Crossover with bigger expected count will be selected more and produce new 

chromosomes by one point, two point or uniform techniques.  Mutation changes one or 

more value in chromosome from its first state. Randomly mutation can be done in fit-

bit, boundary, uniform or non- uniform technique. Till the completion of iteration, 

fitness value of objective function is calculated. Parameter values of controller are 

obtained after completion of iteration. 

 

Fig.1.7: Genetic algorithm 

 

1.5.4 BAT Algorithm – Bat algorithm belongs to most popular group of bio-inspired 

optimization algorithm and developed by Yang [ 48].  Parameters like loudness, pulse 

rate and frequency along with PSO parameters namely position and velocity are 
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explored in BAT algorithm. It works on the echolocation behavior of bats for finding 

food and hunting prey.  

 

Fig.1.8: Flowchart for BAT optimization technique 
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Notorious bat adjusted sound produces sonar frequency differently for both. Micro 

bats use the replica of sonar as echolocation. In a second, they emit ten to twenty sounds 

which last for 10 to 20 ms. Typical range of frequency lie in the range of 20 to 100 kHz. 

The Effect of the ultrasonic sound increases in vicinity of prey. When the echoes of 

sound produced by bat returns back after striking the target, they start adjusting the 

sound.  This approach is used to find the parameter values of controller after minimizing 

the value of objective function in considered power system. In a power system, Position, 

velocity and frequency of bat during optimization is updated according to the following 

Eqns. (1.6-1.8), which are given as:-  

Qi= Qmin + (Qmax −  Qmin) × rand                                                             (1.6) 

 

vi
iter =  vi

iter−1 + (xi
iter −  xbest) × Qi                                                              (1.7) 

 

xi
iter = xi

iter−1 +  vi
iter                                                            (1.8) 

 

Where xi is position, vi is velocity, Qi is frequency of bat population at ith iteration and 

rand is the random number between 0 and 1.   

Fig.1.8 explains the steps for BAT algorithm.  

1.6 Objective Of The Thesis 

The excellent inspiration of the interconnected framework is to get monetary advantages 

of large scale generation at planned topographical areas. The interconnection 

additionally works on the unwavering quality of the general framework through shared 

provision during crises and diminishes the save limit prerequisite of reserves at the 

individual power stations. Gathering of generators in a power system structured a control 

area. Power systems of various control areas today are integrated with neighbouring 
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regions, and the issue of AGC turns into a joint endeavour. An unexpected burden 

misfortune in a standalone or single area system will leads to deviation in rated 

frequency and results in complete power outage. In the event, a similar burden 

disappointment would address a lesser amount of precent misfortune if the similar 

framework were part of pool. These control regions are interconnected through tie lines 

for exchanging power under ordinary working conditions. Structure sizes lessen the 

requirement for saving power among the pool individuals. The deviation in frequency 

and tie line power will be diminished through interconnected tie lines in multi area 

power system. 

Subsequently, control issue in power system is to keep up these deviated values 

in control areas. Stores of articles have seemed in regards to the examination of AGC in 

multi area power system. Different control methodologies have been proposed to 

accomplish better framework dynamic execution. Realistic power system of two area / 

three area has been explored with nonlinearities or energy sources.  AGC controller 

designing has been done every now and then by considering traditional, modern and 

optimization techniques. To deal with certain important issues in future, there is a 

possibility to do the inspections in two / three area power system with diverse sources. 

Literature survey shows that performance of power system depends on the 

controller structure and optimization techniques employed to optimize controller 

parameters. Hence, proposing and implementing new controller approaches using high 

performance heuristic optimization algorithms to real world problems are always 

welcomed. Performance of integral, proportional integral and proportional integral 

derivative controller depends on proper selection of certain algorithm specific control 



 

16 

 

parameters. Critical review of literature shows that very less work is done in the area of 

AGC of interconnected multi area power system with diverse sources. So, latest 

developed human based and swarm based AI techniques like Jaya, PSO, BAT algorithm 

are applied on two /three area interconnected power system with diverse sources and 

nonlinearity.   

One of the revolutionary optimal control concepts for AGC regulator designs of 

interconnected power system which leads to betterment of dynamic stability of the power 

system was initiated by Elgerd [15]. Important aspect in the design of optimal controller 

is the formulation of performance index and the choice of weighting matrices. Very little 

work in literature is related to optimal control of three area interconnected multi source 

power system with different structures of cost weighting matrices. In this study, 

different structures are applied to design AGC regulators for three area interconnected 

power system with diverse sources. 

Keeping in view the foregoing discussion and the motivation, the main objectives of 

the thesis are stated as follows: 

1. To propose Jaya based PID controller for AGC of two area interconnected thermal-

hydro-gas power system with varying participation of sources at step load 

purturbation and random load perturbation. 

2. To suggest Jaya based PID controller for AGC of two area interconnected thermal-

hydro-wind and thermal-hydro-diesel power system with and without nonlinearities 

by considering step load and random perturbation at different control areas. The 

nonlinearities considered are Governor Dead band (GDB), Generation Rate 

Constraint (GRC) and Boiler dynamics. 
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3. To develop optimal AGC of three area interconnected multi source power systems 

with new structures of control cost weighting matrix (R) and state cost weighting 

matrix (Q). 

4. To compare AGC for three area interconnected multi source power systems with 

Superconducting Magnetic Energy Storage System (SMES) by considering step 

load perturbation at different control areas. 

5. To compare AGC for three area interconnected multi source power systems with 

Battery Energy Storage System (BESS) by considering step load perturbation at 

different control areas. 

 

1.7 Outline Of Chapters 

The presented work is divided into nine chapters.  

Chapter-1 presents a brief introduction to the various power system issues and their 

solutions. One of the feasible solutions for active power control is to use an AGC in 

power system. The importance of interconnected multi area power system is conferred. 

Stability in dynamic performances after using different controllers for AGC in 

interconnected multi area power system with diverse sources. Widespread review of the 

taxonomy of optimization algorithms is presented. A brief description of optimization 

algorithms under consideration is presented in chapter-1. Objective and organization of 

thesis is given at the end of this chapter. 

Chapter-2 includes an extensive literature review AGC schemes in interconnected 

multi area diverse source power systems. Exhaustive literature survey on the AGC 

regulator design and control techniques for the interconnected multi area power system 
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is given in this chapter. Moreover, interconnected multi area power system with 

nonlinearities is discussed. Literature survey on the AGC of interconnected multi area 

diverse source power system with energy storage systems has been made.  

Chapter-3 deals with the development of transfer function models of single area 

power system with diverse sources. Mathematical modeling of AGC of single area 

power system is presented. Dynamic models of two area and three area interconnected 

power systems with diverse sources under consideration is shown. The main simulation 

work starts from Chapter 4. 

Chapter 4 - latest human based AI technique is adopted to conduct the study for 

AGC of two area interconnected multi source power system. The novel impact of 

varying participation of diverse power sources in Jaya based AGC of interconnected 

two area power system is presented. Moreover, to check the robustness of system it has 

been perturbed to random varying load. Further, a comparative analysis has been done 

to show a significant impact of varying participation of diverse source on dynamic 

responses. 

Chapter 5- To make the system realistic, nonlinearities and participation factors are 

incorporated in multi-source power system. Design of novel Jaya based PID controller 

for Jaya optimized AGC of two-area multi source power system with and without 

system nonlinearities is endeavored at step load and random varying load. The dynamic 

performances of power system are studied including the nonlinearities like Governor 

Dead band (GDB), Generation Rate Constraint (GRC) and boiler dynamics. 

  Chapter 6 – presents the designing of Optimal AGC regulator for three different 

three-area interconnected multi source power systems. In each power system, optimal 
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AGC regulators have been designed by using different structures of cost weighting 

matrices (Q an R) and then performance of all three types of regulators has been 

compared in each of the power systems. Eigenvalue study of optimal AGC regulators 

has been done. The uncertainty of available resources and desire to achieve minimal 

frequency and tie line power deviation developed the need of energy storage system in 

power system. Effect of energy storage devices on AGC of three area power system has 

been studied in chapter 7 and chapter 8. 

Chapter 7 - presents the implementation of Superconducting Magnetic Energy 

Storage System (SMES) in operation and control of AGC of three-area multi source 

power systems. SMES has the capability of rapid response with high energy efficiency 

as it converts directly from one form to another and take less time for discharging and 

charging. This chapter gives deep analysis of PSO tuned Integral controller for AGC of 

three area interconnected multi source power systems by including and excluding SMES 

at step load perturbation in different control areas. Comparative performance of 

different bio-inspired artificial technique has been accomplished on AGC of three area 

interconnected power system with multi sources.  

Chapter 8 – Battery energy storage systems (BESS) provide fast active power 

compensation and manage sudden demand of power requirement in load, thus 

effectively dampening the frequency oscillations due to large disturbances in load. 

Chapter 8 presents AGC of three area multi source interconnected power systems by 

including and excluding Battery Energy Storage System (BESS) at step load 

perturbation in different control areas.  
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Chapter 9 - summarizes the performance of different control techniques 

presented for AGC of multi area interconnected multi source power system and 

highlights the main conclusions of the proposed work. The scope of future work in this 

area is also listed at the end of this chapter. 
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CHAPTER 2 

 

LITERATURE SURVEY 

 

2.1 Introduction 

This chapter emphasizes a brief review of literature pertaining to the AGC of 

interconnected multi area power system with diverse sources over a period of past eight 

decades.  

The review of literature has been organized in five categories. 

 AGC design and implementation  

 AGC of interconnected multi area multi sources power system  

 AGC of interconnected multi area multi sources with nonlinearities.  

 Optimal AGC of interconnected multi area power systems.  

 AGC for interconnected multi area power system with Superconducting Magnetic Energy 

Storage System (SMES)  

 AGC for interconnected multi area multi source power system with Battery Energy 

Storage  Systems (BESS) 

Transfer of continuous electric power supply within an acceptable quality from the 

source to consumers is the main purpose of power system. With increase in demand and 

technology development, researchers face challenges to control real and reactive power 

under physical constraints of diverse generation sources. The generation sources consist 

of conventional fossil fuel plants such as thermal, hydro plant, pumped storage, gas 
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turbine plant, diesel plant and non-conventional plants such as Photo-Voltaic, bio-gas, 

wind plant etc. After considering uncertainty or non-linearity in power system, 

complexity increases.The basic important works on frequency control and tie line power 

control in interconnected power system has been discussed [89-91]. 

2.2 Brief review of AGC schemes                                              

        Intelligent AGC issues and several control strategies have been developed for 

simultaneous minimization of system frequency deviation and tie-line power deviation 

to match total generation and load demand, which is required for successful operation 

of two area/ three area interconnected multi source power system at realistic situation. 

Moreover, with the advancement in energy sources, intelligent AGC of interconnected 

multi area multi source power systems have also been well studied with energy storage 

system in this problem. Currently, power system operation and control with AGC are 

undergoing changes due to rapidly increasing amount of renewable sources, energy 

storage system, restructuring and emerging of new types of control strategies, power 

generation, consumption, and power electronic technologies. A different issue on 

multilevel frequency control has been explored [92]. Some aspects of economic load 

dispatch in a power system have been solved [93, 94,312,313]. Infrastructure of the 

future intelligent power system should effectively support the services to AGC through 

intelligent schemes [95]. Cyber security is the important issue wherever intelligent 

control comes in power system [96, 315]. Some researchers discussed various 

challenging issues like regulation, optimization and stabilization of interconnected 

power system control [97-100]. Few studies show solution of voltage control in 

interconnected system by using FACTS controller [101]. Discussion on planning of 
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distributed generation has been conducted [102]. Some of the issues related to frequency 

and tie line power are solved by considering multi area power system with diverse 

source altogether with intelligent controllers and various control methods is well 

reviewed in [103-109]. The power system control analysis depends on simulation of 

system dynamic behavior. Initially, researchers studied the effect of changing frequency 

bias parameter in frequency control [110-113,129-131]. 

2.3 AGC schemes in interconnected power systems 

Most of the studies focussed on AGC of single or two area thermal or hydro thermal 

power systems [114-145]. With the demand of renewable sources in existing power 

system, there is a need to add novelty in design of AGC regulator to achieve better 

dynamic performances in multi area with diverse source power systems.  

The preliminary studies on single area power system have been conducted on 

thermal, hydro, gas, wind or diesel generation sources [114-127]. Adaptive controller 

for single area thermal power system has been designed in [114,115]. Further, a delay 

dependent criterion for frequency control of thermal power system has been analyzed in 

[116-118].  Further, different control techniques for single area hydro power system 

have been described [119-121]. Novel technique of reducing dumped load size for 

frequency control of small hydro single area power system [119] has been discussed. 

Generally, AGC studies show that the control area of interconnected or isolated power 

system consists of single type of thermal or combination of hydro and thermal systems. 

Wind-diesel model for isolated electric power system has been introduced in [122]. 

Further, AGC of wind-diesel-micro hydro isolated power system has been presented in 

[123]. Some researchers have investigated different controllers by considering thermal-
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hydro-gas as a control area. Single area with AGC of thermal-hydro-gas power system 

has been described in [124,125,126,127,285]. The linearized mathematical model of 

wind turbine generators and its effect on frequency response when integrated with 

thermal-hydro-gas single area power system has been described in [127].  

          Since three decades, researchers are utilizing the concept of interconnected tie-

line power system with more than one area [131,132,135,139,151,153,159]. AGC of 

two-area interconnected power system with thermal source has been considered by 

[89,128,131,132,133]. AC and AC/DC interconnected power system with reheat 

thermal sources has been explored by [133-135]. Further for hydro and thermal as 

energy sources, various control techniques have been proposed by [136,137]. PID 

controller for two-area hydro-hydro power system has been designed [138-140]. Nichols 

chart proves to be effective method for improving the stability and the dynamics of the 

system [138]. Different type of two area power system with all thermal, all hydro and 

mixed thermal hydro sources has been analyzed by [140]. AGC of power system with 

multi sources as thermal, hydro and gas sources has been analyzed [141,142].  [141] 

presented Bacterial Foraging Algorithm (BFA) tuned AGC and modelling of power 

system with thermal, hydro and gas energy sources. Frequency control of two area 

power system at random load has been inspected [142]. AGC of power system with 

renewable sources create challenges. Grey wolf optimization based AGC of two area 

interconnected power system with thermal, hydro and wind sources has been studied in 

[143]. Further, PSO and Iteration Particle Swam Optimization (IPSO) based AGC of 

thermal-hydro-wind and thermal-hydro-diesel interconnected power system has been 

explored [144]. [145] presented Firefly algorithm (FA) tuned PI controller for PV grid 

and thermal in two area interconnected power system.  
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         The three area thermal power system has been shown in [146,147,148,150,175]. 

Study on three unequal area of reheat thermal system has been done [175]. The 

combination of thermal and hydro sources in three area power system has been 

considered for frequency control [149]. Multi sources as thermal, gas, distributed 

generation-electric vehicle has been considered in AGC of three area power system by 

[117,263,229]. The frequency control of four area thermal power system has been 

considered by [135,152,153,177]. To study the effect of multi area, analysis of AGC of 

four, three, two and one area thermal power systems has been done [152]. State 

estimation of four area thermal power system has been considered by [154]. 

Combination of thermal and hydro in four area power system has been described in 

[155]. Frequency control of four area power system with thermal and wind source has 

been presented in [151].  

 

2.4 AGC of interconnected power system with nonlinearities 

        Realistic power system consists of nonlinearities like Governor Dead band (GDB), 

Generation Rate Constraint (GRC) and boiler dynamics. The influence of GRC in one 

area of thermal power system has been proposed [114,115]. GRC in multi area thermal 

power system is studied [311]. Further, impact of GRC in multi-source power system 

with thermal hydro and gas sources has been explored [125]. Effect of one of the non-

linearity like GDB in thermal-thermal interconnected power system has been studied 

[7,126,156,157,158]. The two area power system incorporating GRC has been further 

explored [111,161,162,163,166,330]. Stability and dynamics of Hydro-hydro two-area 

power system takes more time than thermal system. Hydro-hydro power system with 
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nonlinearity like GDB has been inspected [95]. Combination of thermal and hydro 

sources in two area power system with nonlinearity has been presented in [127,137, 

164,165, 167,169,210]. Amalgamation of renewable sources and nonlinearities in 

realistic power system makes the modern power system challenging. Wind integrated 

two area multi source power systems with nonlinearities has been observed 

[127,143,151,170]. Effect of wind integrated system to modified Jaya tuned AGC of 

thermal-hydro with nonlinearities has been studied [127]. The effect of different loads 

on firefly algorithm optimized AGC of two area reheat thermal, hydro and gas 

interconnected power system including non-linearity, time delay, SMES and unified 

power flow controller (UPFC) has been analyzed [246]. Nonlinearities like boiler 

dynamics and GDB on reheat thermal-hydro-wind and reheat thermal-hydro-diesel 

interconnected power system has been investigated [171]. Power system including non-

linearities with thermal-hydro-nuclear and thermal-hydro-gas has been studied by [172].  

AGC of thermal-hydro-dish stirling solar thermal system and thermal-hydro-nuclear 

with GRC as nonlinearity has been investigated [170]. The effect of GRC on frequency 

control of three area thermal power system has been explored [108,150,173,175]. The 

decentralized frequency control of four area power system with nonlinearity has been 

considered in [154]. 

         A large interconnected power system may be viewed as an interconnection of 

several lower order systems. Few types of multi-level control schemes in an 

interconnected power system have been suggested by [92,146].  Eigen value technique 

analysis is performed on power system [207, 239].  

2.5 Optimal AGC schemes in interconnected power system 
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One of the revolutionary optimal control concepts of AGC regulator designs for 

interconnected power system which leads to betterment of dynamic stability of the multi-

variable power system has been initiated by [90]. Various optimal control schemes are 

applied in power system [200,203]. H infinity concept of optimal design on several 

systems has been applied [210-213]. Application of optimal H – infinity criterion for 

rotating inverse pendulum has been deliberated [212]. In a modern optimal control 

theory, state variable model helps the multi-variable power system for easy 

computation. 

 Initially, optimal control for dual area interconnected non-reheat thermal power 

systems has been examined. It has been studied that the greater stability margins can be 

achieved with regulators designed using optimal control strategies as compared to that 

obtained with conventional/ classical control techniques for multi variable system 

[179,181,194,195]. Various application of riccati equation in optimal control system to 

develop a secure system is designed [196,197,200,201,204,205,208]. Optimal LQR 

controller for single-area power system by considering different parameters has been 

studied [202]. Further, design of LQR for power system with time delay system has been 

considered [197,200]. Linear quadratic regulator (LQR) for two area thermal power 

system has been designed by [205]. Various application of LQR in multi machine is 

explored [190,198,199]. Recently, procedure for Genetic Algorithm based LQR 

controller for improving fuel cell voltage regulation has been proposed [185]. 

Participating neural network with LQR design for frequency control of AC / DC 

interconnected power system has been used by [188,189]. Moreover, optimal control 

shows successful results in renewable source power system [208, 209]. Also, LQR 

works well with UPFC and RFB for hydro power system [209]. Important aspect in the 
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design of optimal AGC regulator is the availability of all state variables, minimization of 

performance index and the choice of weighting matrices [180, 204]. A procedure for 

finding the structure of weighting matrices by the use of pole placement with optimal 

regulator has been suggested in [182,183]. Various techniques for designing of structures 

of control cost weighting matrix for two-area thermal interconnected power system has 

been formulated by [186,187,189]. A new criterion for selection of the weight matrices 

Q and R is proposed which will lead to the desired natural frequency and damping ratio 

of the closed-loop system. 

Selection of weighting matrices using fractional order integral performance index has 

been explained in [184]. Very less work related to optimal control of three-area 

interconnected multi source power system with different structures of cost weighting 

matrices has been found in literature. Structures based on scaling method for power 

system has been proposed by [190,191]. By using the concept of controllability, 

different structures of weighting matrices has been designed in [193,206].  

 

2.6 AGC with energy storage system 

Energy sources require battery management system (BMS) to screen and keep up 

with protected, ideal activity of every battery pack [218]. Batteries are dynamic in 

nature, continually working external the balance state during cycling and gets debase. 

This degradation can be sped up by expanded temperature or overcharging. BMS 

controls to fulfil power need and diminish the reason of degradation [220-223]. BMS 

have the information on condition of charge and condition of wellbeing in battery during 

demand response. Energy sources are classified in terms of mechanical, chemical and 
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electromechanical energy sources [224-230]. Various energy storage systems are used 

in AGC of power system [232-235]. The appropriateness and helpfulness of recurrence 

stabilizers in the types of superconducting attractive energy storing (SMES), battery 

energy storage system (BESS), capacitive energy storing (CES), thyristor control series 

capacitor (TCSC), static coordinated series compensator (SSSC) and thyristor control 

stage shifter (TCPS) is widely concentrated in [231,248,301] and result shows critical 

improvement in power framework steadiness. 

Recent advancement in distributed generations, DC systems, superconducting 

technologies and power electronics spurred technical and economic growth of high 

temperature SMES in the demanding power system. The problems faced by power 

systems with other energy sources like low discharge rate, increased power flow reversal 

time and more maintenance requirement has led to the growth of SMES [236]. It has 

better performances in terms of rapid response, high efficiency and control as compared 

to hydro pumped or chemical storage [236,237]. SMES of small rating offer protection 

to critical or fluctuating loads or used as storage [261]. However, SMES of large rating 

with power system increases voltage stability, offer load leveling, and provides load 

frequency control [238]. Also, brief review of SMES configuration with six pulse bridge 

converter, voltage source converter and current source converter is considered by [238]. 

The usage of an IGBT convertor rather than thyristor convertor with the SMES for AGC 

of power system is presented in [243]. A Superconducting Magnetic Energy Storage 

(SMES) which is capable of controlling active and reactive power simultaneously has 

been expected as one of the most effective and significant stabilizer of frequency 

oscillations. The design of SMES by considering thermal stability, initial current and 

power conditioning system is discussed in [240]. Study on single area power system 
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with SMES for load frequency control in thermal power system is considered in [241]. 

Moreover, the frequency control for thermal-hydro and wind-diesel power systems is 

presented in [ 239,242] respectively. Photo voltaic power system with SMES of voltage 

source converter is considered in [244]. The influence of SMES in AGC of two area 

power systems is revealed in [245-259]. The preliminary studies on frequency control 

problem for two area thermal power system is carried by [140, 245-248]. Further, effect 

of SMES is studied with incorporation of non linearities like GRC, GDB or boiler 

dynamics in thermal power systems [249-253]. The influences of SMES in each area of 

dual reheat thermal power system including GRC and GDB is analyzed by [252,254]. 

Frequency control of two area reheat-thermal power system with nonlinearities like 

GRC and boiler dynamics are effective in damping oscillations by incorporating SMES 

[253]. SMES with fuzzy logic controller for two area thermal power system is 

considered in [253]. The frequency control of two area thermal-hydro power system 

with SMES is considered in [255-259]. Effective use of SMES for sudden load changes 

includes two area hydro-hydro interconnected power systems has been explained in 

[140].  Further, influence of SMES in AGC of multi source including thermal-hydro-

gas power system in [260].  

Moreover, frequency challenges with SMES in three area power systems are 

considered in [262-264]. Combination of various sources like thermal-thermal, 

thermal-hydro and thermal-gas are considered in three area power system with SMES 

[262]. AGC of three area power system with thermal-gas including non-linearity, 

electric vehicle, distributed generation and SMES is studied in [263,264]. AGC of 

four-area power system with SMES by using neural technique is presented by [264]. 

Moreover, SMES helps in improving the power issues in wind farms [265,266]. 
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Literature review shows that less attention has been devoted to the AGC of 

interconnected three area multi source power systems with SMES. 

     Literature survey exhibits that very less work have been witnessed about the AGC of 

interconnected three area thermal-hydro-gas power system with SMES. However, no 

literature is available to show the effect of SMES in three area thermal-hydro-gas power 

system on load perturbation in different control areas. Moreover, such comparative study 

is not witnessed within multi area multi sources of thermal-hydro-gas making it further 

important to practice investigations on the same. 

For large scale applications of renewable power source, there is a need of 

advanced energy storage devices for storage energy [267,269,270]. Battery energy 

storage system (BESS) is composed only of static elements. So, it has a very fast 

dynamic response as compared to other generators or storing devices. BESS covers a 

wide spectrum of application ranging from short term power applications to long term 

energy management in various fields. Study reveals that there are various battery 

technologies, which include Li-ion, lead acid, fuel cell, redox flow etc 

[276,269,271,281]. Among them lead acid battery is considered a promising energy 

storage solution, which is suitable for generating utilities including spinning reserve, 

frequency control, load leveling, modular construction and deferral of investments in 

new generation and transmission equipment [268,293,302,303]. Nowadays, it is present 

as an outstanding advantage for frequency control of fossil fuel power system and photo 

voltaic system and in Electric Vehicle applications [279,280]. The preliminary article 

on BESS as a form of Renewable Energy integration has been registered in 1982. 

Various types of battery technology, modeling, issues, and challenges of existing 

technology are described in various review articles [261,273,274,275,277,300]. The 



 

32 

 

review article is based on a battery system where five types of batteries such as lead 

acid, flooded type, sodium sulphur, redox-flow and lithium-ion are compared following 

their application, construction, and cost for the grid. The production of electrical energy 

in BESS varies with state of charge, storing capacity, rate of charge or discharge, 

environmental temperature and self-life [304]. BESS performs well with an efficient 

Battery Management System which is responsible for safe operation and consider all 

the aforementioned conditions depending on load profile [272,281,296,299].  Various 

researchers have highlighted BESS in Electric Vehicle technology, their challenges and 

issues [293]. The stability studies of power system are usually expressed in two axis 

frame. So, the quantities of BESS are configured in d-q axis which can be linked with 

other devices in same frame [277]. It has been clearly analyzed that the BESS system is 

not only limited to replacing fuel-efficient appliances but also is used as backup power 

and power or frequency where one technology is not enough to allow a future grid. 

Review of intelligent approach highlights the importance of BESS study in AGC of 

power system. BESS helps in improving supply reliability and performance of the AGC 

of power system during peak load periods. 

In this section, a group of articles handiest on AGC of diverse area multi-source 

power system with BESS has been discussed. BESS with island system or microgrid 

system are described in [278,279,282,298]. PV with BESS improves power system 

quality [305-308]. DC microgrid with PV, wind and different energy storage like BESS, 

fuel cell are considered in [297,299].  Frequency control of isolated or single area power 

system with BESS is studied in [280,283,284,285,287,288]. Single area with thermal 

power system with BESS is simulated in [286]. Effect of BESS in reheat thermal power 

system with non-linearity (GRC) has been explored [274]. Combination of Thermal, 
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hydro and gas sources as diverse sources of practically single area power system 

incorporating redox flow batteries is well described in [285]. In the past, studies have 

reintroduced the application of BESS in AGC of two area interconnected power system. 

A two area power system consisting of thermal or combination with other sources is 

studied in [286,289,290,292,294,295]. Moreover, thermal sources with nonlinearity like 

GRC and GDB are explored in [274]. Effect of BESS in two area power system, where, 

reheat thermal source as one area and hydro sources as second area is studied in [291]. 

Effect of BESS is studied in thermal-wind two area power system [294]. Amalgamation 

of various sources like thermal, hydro and nuclear sources with GDB and time delay 

has been investigated [295]. Effect of BESS in microgrid with hydro, photo voltaic and 

wind unit is considered in [296]. With the advancement in renewable sources, BESS is 

well applied in individual solar units or combination with other units 

[278,279,280,282,296,298]. Frequency control of thermal and hydro unit in three area 

interconnected power system with BESS is studied in [291]. To our knowledge, very 

less work for AGC of three area multi source interconnected power system with BESS 

has been seen. 

2.7 Conclusion 

Based on the extensive literature review on the control designs of AGC of 

interconnected multi area power system, it has been felt that new control techniques are 

required for design of AGC regulators for interconnected multi area power system 

including renewable sources. The main objectives of the proposed research work are to 

achieve better dynamic performances in multi-area with diverse source power systems,  

namely two area power system with and  without non-linearity and three area power 

system with optimal and energy storage system.  New AGC regulators are designed and 
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developed which are simple, robust and easy to implement as compared to available 

control techniques. The problem of nonlinearity in interconnected power system with 

diverse sources has also been addressed with suitable controller.  
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CHAPTER 3 

DEVELOPMENT OF MATHEMATICAL MODELS FOR AGC OF 

POWER SYSTEMS 

 

3.1 Introduction 

     Modern power system comprises of various power generation sources such as 

fossil fuel plants, hydraulic plant, gas turbine, and non-conventional energy sources etc. 

The dynamism in power system due to load variation or other type of transients cause the 

frequency variation continuously. The interconnection of the various generative plants 

through the power system grid stabilizes the frequency variation to a great extent by enhancing 

the system inertia. Further, the power system is divided into various control areas for better 

operation and control. In present power demand, the application of diverse source in 

interconnected multi area power system provides a good design of AGC system. In this chapter, 

mathematical modeling of thermal, hydro and gas power system as a single control area is 

carried out. In each system, the dynamic model is expressed in terms of state variable form. 

Transfer function model for the reheat turbine, speed governor, load and tie line power deviation 

for thermal, hydro and gas power system are expressed in this chapter. The transfer function 

block diagrams of two area interconnected thermal-hydro-gas power system, two-area 

interconnected power system including nonlinearities, optimal control of three area 

interconnected multi source power systems,  three area interconnected multi source power 

system with SMES and three area interconnected multi source power systems with BESS are 

shown in Fig. 3.8-3.19. The study of dynamic response at load disturbances using linearized 

models of various multi area power systems has been widely accepted [316-329]. Lot of research 
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has been reported on the modeling of thermal, hydro and gas dynamics for AGC studies of 

power system [ 319-324]. Also, modeling of diesel and wind plant is presented [325-329]. 

 

3.2 Mathematical modeling of power system 

The power system consists of a large number of generators interconnected by network 

of transmission lines which provide power to the consumers at rated voltage and 

frequency. The prime movers convert these sources of energy into mechanical energy 

that is, in turn, converted to electrical energy by synchronous generators. In this study, 

various sources like thermal, hydro, gas, diesel, wind are explored in different 

combinations  in two area or three area power systems. Mathematical modelling of 

various sources like thermal, reheat thermal, hydro, gas, diesel, wind are well explained 

by many researchers [320-330]. The prime mover governing system offer a method 

through which turbine can be started and operate to meet power demand. The load 

damping constant (Dn) in p.u. MW/Hz, rated frequency (Fn) in Hz, rated power of power 

system (Prn) in MW, power system gain constant (KPn) in Hz/p.u. MW, load (Pd) in MW, 

power system time constant (TPn) in s, inertia constant (Hn) in s and area frequency 

response characteristic (βn) are defined in Eqns. (3.1-3.4) [2]: 

Dn = 
∂Pdn

∂Fn
 ×  

1

Prn
   p.u. MW/Hz              (3.1) 

KPn = 
1

Dn
  Hz/p.u. MW            (3.2) 

TPn = 
2Hn

FnDn
 s              (3.3) 

βn = Dn +  
1

Rn
 p.u. MW/Hz               (3.4) 

Where, n is control area of power system. 
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3.2.1 Modeling of thermal power system 

The main resource of electrical power is thermal power derived from fossil fuels. 

The stored energy of steam is transformed to mechanical energy and then to electrical 

energy by the generator. Steam turbines may be categorized as non-reheat or reheat 

turbines. The mathematical model for single area thermal power system is defined in 

Eqn. (3.5-3.7). The transfer function block diagram for thermal power system including 

steam turbine and governing system is shown in Fig. 3.1 [390-321]. It is a mechanical 

speed governor system.  

 

Fig. 3.1: Transfer function block diagram of single area thermal power system. 

 

∆Xt(s) = 
1

(1+sTg)
 (∆Pc(s) − 

∆F(s)

R
 )                   (3.5) 

 Time constant of speed governor is Tg , thermal turbine is Tt, reheat-thermal 

turbine is Tr and power system is TP . Steam turbine power deviation is expressed in 

Eqn. (3.6) [141]. 

∆PGt(s) = 
(1+sKrTr)

(1+sTt)(1+sTr)
 ∆Xt(s)                   (3.6) 
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Where, Kr is reheat coefficient due to high pressure steam and KP is power system 

gain. Frequency deviation of single area thermal power system in response of change 

in speed governor (PC) and load demand (Pd) is developed in Eqn. (3.7).  

∆F(s) =  (∆PGt(s) − ∆Pd(s)) 
KP

(1+sTP)
               (3.7) 

 

3.2.2 Modeling of hydro power system 

Hydro units differ from thermal units in that the relatively large inertia of water used as 

a source of energy causes a considerable greater time lag in the response of changes of 

prime mover torque to changes in gate position, and also an initial tendency for the torque 

to change in a direction opposite to that finally produced [322,323]. The speed governor 

characteristics of the hydro units are widely different from that of turbo governor due to 

the effects of water inertia. The mathematical model for single area hydro power system 

is defined in Eqn. (3.8-3.10). The transfer function block diagram for power system with 

hydro turbine and governing system is shown in Fig. 3.2 [141, 321]. 

 ∆Xh(s) = 
(1+sTR)

(1+sTRH)(1+sTGH)
 (∆Pc(s) − 

∆F(s)

R
 )                                 (3.8) 

 

Fig. 3.2: Transfer function block diagram of single area hydro power system. 
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 Time constant of hydro speed governor is TRH, dashpot is TR, turbine is TW , 

main servo is TGH and power system is TP . Hydro turbine power deviation is expressed 

in Eqn. (3.9). 

∆PGh(s) = 
(1−sTWs)

(1+0.5sTWs)
 ∆Xh(s)         (3.9) 

 Frequency deviation of single area hydro power system in response of change 

in speed governor (PC) and load demand (Pd) is developed in Eqn. (3.10).  

∆F(s) = (∆PGh(s) − ∆Pd(s))
KP

(1+sTP)
       (3.10) 

 

3.2.3 Modeling of gas power system 

  Interconnected power system generally contains thermal and hydro power 

generation. In an interconnected power system, gas turbine is getting popular as air is 

used as the source. Gas power system comprises of compressor, combustion chamber 

and turbine. The transfer function block diagram for gas power system with gas turbine 

and governing system is shown in Fig. 3.3 [324].  

 

Fig. 3.3: Transfer function block diagram of single area gas power system. 

  The transfer function for gas turbine governing system is expressed in 

Eqn.3.11 [141]. 
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 ∆Xg(s) = 
(1+sX)

(1+sY)
 (∆Pc(s) − 

∆F(s)

R
 )               (3.11) 

 Time constant of speed governor as lead and lag are (X) and (Y), fuel and 

combustion reaction are TF and TCR, and combustion discharge volume is TCD. Changes 

of power in valve, fuel and combustor system are expressed in Eqn. (3.12, 3.13). 

∆PVp(s) = 
a

(c+sb)
 ∆Xg(s)              (3.12) 

∆PFC(s) = 
(1−sTCR)

(1+sTF)
 ∆PVp(s)         (3.13) 

 

Gas turbine power deviation is expressed in Eqn. (3.14). 

∆PGg(s) =
1

(1+sTCD)
∆PFC(s)                 (3.14) 

Frequency deviation of single area gas power system in response of change in 

speed governor (PC) and load demand (Pd) is developed in Eqn. (3.15).   

∆F(s) = (∆PGg(s) − ∆Pd(s)) 
KP

(1+sTP)
      (3.15)  

 

3.2.4 Modeling of interconnected tie-line 

Nowadays, power system is divided into various areas for better operation and control. 

During a transient event, the two areas exchange the power supply through tie-lines as 

shown in Fig. 3.4 [1,6]. 
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Fig. 3.4: Two-area interconnected system 

 

 

Fig. 3.5: Electrical equivalent of two area interconnected system 

 

       Electrical equivalent of two area interconnected system circuit is shown in Fig. 3.5.  

In two area interconnected system, tie-line power is calculated by considering each area 

voltage as expressed in Eqn. (3.16) 

Ptie12 = (E1 E2 / XT ) Sin (δ1 - δ2 )                 (3.16)  

Where, XT = X1 + Xtie + X2 

ΔPtie12 = T12 Δ δ12                                  (3.17)  

Where,    Δ δ12= Δ δ1 - Δ δ2,  

                                  Synchronizing torque coefficient can be given as,  

T12 = (E1 E2 / XT) Cos (δ10 - δ20 )                (3.18) 

Where, δ1 = δ10 and δ2 = δ20  at initial operating point. 



 

42 

 

     Transfer Function of two area interconnected tie-lines in a system is shown in Fig. 

3.6. Deviation in tie-line power is expressed in terms of deviation in frequency of two 

areas in an interconnected system as shown in Eqn. (3.19, 3.20). 

ΔPtie12 = 2 π T12 ∫ (ΔF1 − ΔF2 ) dt                (3.19) 

ΔPtie12 = 
2ΠT12

s
     (ΔF1 − ΔF2 )                  (3.20) 

 

 

Fig. 3.6: Transfer function of two area interconnected system 

 

During transient period, sudden change of load causes each area generation to 

react according to its power characteristic which effects steady state frequency of each 

area of and tie-line power in primary control. In secondary control, system frequency 

and tie-line power are tried to restore at scheduled value by considering area control 

error (ACE). The control signal made up of tie-line flow deviation added to frequency 

deviation weighted by a bias factor (b) would accomplish the desired objective of 

secondary control is shown in Eqn.3.21. 

 

ACE = ΔPtie12 + b ΔF , in MW                             (3.21) 

 

The different intelligent controller with ACE regulates the speed changer and 

helps in achieving the preferred output in power system as shown in Fig.3.7.  
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Fig. 3.7: Intelligent controller with area control error 

 

 

3.3 Power system models under investigation  

 Simulation of interconnected multi area multi source power system is conducted 

by using different intelligent controllers namely GA, DE, BAT, PSO, BFO, TLBO and 

JAYA.  

1. AGC of two area interconnected reheat thermal-hydro-gas power systems.  

 In this two area interconnected diverse source power system, each area consist of 

thermal, hydro and gas sources as shown in Fig.3.8.  

 
Fig. 3.8: Transfer function model of power system under study. 
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The power system performance is studied by using different intelligent controller at 1% 

slp and random load perturbation. 

2. Jaya based AGC of two area interconnected multi source Power System 

incorporating non-linearity 

         In this power system, first area consist of thermal, hydro, wind  and second area 

consist of thermal, hydro, diesel energy sources as shown in Fig.3.9. The power 

system performance is studied by including boiler dynamics, governor deadband and 

Generation Rate Constraint in an interconnected power system at different loads. 

 

Fig. 3.9: Two area interconnected power system including nonlinearities 

 

3. Optimal Automatic generation control of three area interconnected multi source power 

systems by considering new structures of matrix Q and R. Different cases of Optimal 

AGC of three area interconnected multi source power system. 
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           In this study, Optimal AGC of three power systems is considered. The power 

system performance is studied by considering various case study of developing cost 

weighting matrices at 1% slp. 

a) Non-reheat thermal, hydro and gas power system 

First power system has non-reheat thermal as first, hydro as second and gas as third 

control area as shown in Fig.3.10. The power system performance is studied by 

considering various case study of developing cost weighting matrices at 1% slp. 

 

 

Fig. 3.10: Three area controlled non-reheat thermal-hydro-gas power system model 

 

 

b) Non-reheat thermal power system 

Second power system has non-reheat thermal as control area as shown in 

Fig.3.11. The power system performance is studied by considering various case study 
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of developing cost weighting matrices at 1% slp. 

 

Fig. 3.11: Three area controlled non-reheat thermal power system model 

 

 

c) Non-reheat thermal, hydro and Non-reheat thermal power system 

     

 

Fig. 3.12: Three area controlled non-reheat thermal-hydro- non-reheat thermal power system model 
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In this study, power system has non-reheat thermal as first, hydro as second and non-

reheat thermal as third control area as shown in Fig.3.12. The power system performance 

is studied by considering various case study of developing cost weighting matrices at 

1% slp. 

 

4. AGC Of Interconnected Multi Area Multi Source Power System With SMES 

 

a) Non-reheat thermal-hydro-gas power system model with SMES 

   First power system with SMES has non-reheat thermal as first, hydro as second 

and gas as third control area as shown in Fig.3.13. The performance of power system 

with SMES is studied by considering load at 1% slp. 

 

 

Fig. 3.13: Three area controlled non-reheat thermal-hydro-gas power system model with SMES 
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b) Three area controlled non-reheat thermal power system model 

 Second power system with SMES has non-reheat thermal source as both control 

area as shown in Fig.3.14. The performance of power system with SMES is studied 

by considering load at 1% slp. 

 

 

Fig. 3.14: Three area controlled non-reheat thermal power system model with SMES 

 

 

 

c) Non-reheat thermal-hydro-non-reheat thermal power system model with SMES 

  First power system with SMES has non-reheat thermal as first, hydro as second 

and non-reheat thermal as third control area as shown in Fig.3.15. The performance of 

power system with SMES is studied by considering load at 1% slp. 
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Fig. 3.15: Three area controlled non-reheat thermal-hydro- thermal power system model with 

SMES 

 

5. AGC Of Interconnected Multi Area Multi Source Power System With BESS 

a) Reheat thermal, hydro and gas power system 

 

 

 
Fig. 3.16: Three area controlled reheat thermal-gas-hydro power system model with BESS 
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First power system with BESS has reheat thermal as first, hydro as second and 

gas as third control area as shown in Fig.3.16. The performance of power system with 

BESS is studied by considering load at 1% slp. 

 

b) Non-reheat thermal, hydro and gas power system 

Second power system with BESS has non-reheat thermal as first, hydro as 

second and gas as third control area as shown in Fig.3.17. The performance of power 

system with BESS is studied by considering load at 1% slp. 

 

 

 
Fig. 3.17: Three area controlled non-reheat thermal-hydro-gas power system model with BESS 

 

c) Non-reheat thermal interconnected power system 

Third power system with BESS has non-reheat thermal source as both control 

area as shown in Fig.3.18. The performance of power system with SMES is studied by 

considering load at 1% slp. 
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Fig. 3.18: Three area controlled non-reheat thermal power system model with BESS 

 

 

d) Non-reheat thermal, hydro and non-reheat thermal power system 

Fourth power system with BESS has non-reheat thermal as first, hydro as second 

and non-reheat thermal as third control area as shown in Fig.3.19. The performance of 

power system with BESS is studied by considering load at 1% slp. 

 
Fig. 3.19: Three area controlled non-reheat thermal-hydro- non-reheat thermal power system 

model with BESS 
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3.4 Conclusion 

In this third chapter, modeling of single area thermal, single area hydro, and single area 

gas power system including governing systems, interconnected AC tie-line, and other 

used components is done. The transfer function model of two-area and three-area 

interconnected multi source power system with various controllers, nonlinearities or 

energy sources is also developed. 
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CHAPTER  4 

 

JAYA BASED AGC OF  TWO-AREA INTERCONNECTED 

DIVERSE SOURCE POWER SYSTEM WITH VARYING 

PARTICIPATION 

                                                       

4.1 Introduction   

In today’s modern power system, AGC is actively operated in interconnected power 

system with diverse sources. Since last decades various sources like thermal, hydro and 

gas are considered as one of the reliable interconnected powers system. However, hydro 

power system diminished dynamic responses of power system at load disturbances. To 

operate power system successfully, the role of AGC in renewable sources like hydro 

power system requires amendment. This behavior of hydro power system is quiet 

suppressed by using different artificial techniques or by using energy storage system. 

Since, energy storage system increases the cost of the plant when applied in 

interconnected power system.  So, there is a need to explore artificial techniques for the 

unstable effect of hydro sources in an interconnected power system with diverse sources. 

A new Artificial Intelligence (AI) technique known as Jaya algorithm is used to design 

Proportional-Integral-Derivative (PID) controllers for AGC of two area interconnected 

diverse source power system. The superiority of proposed Jaya based AGC has been 

demonstrated by contrasting its dynamic response, performance index value and 

performance parameters in terms of settling time, peak time and first peak undershoot 

value with BAT and recently published Bacterial Forging Optimization (BFO) 

technique. The robustness analysis of the proposed controller in terms of system 

dynamic responses with random load disturbances in control area-1 has been done. The 
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study is further extended to analyze the effect of varying participation of diverse sources. 

In this chapter the novel impact of varying participation of diverse power sources in 

Jaya based AGC strategy for interconnected two area power system is presented. 

Further, a comparative analysis has been done to show a significant impact of varying 

participation of diverse source on dynamic response in terms of frequency deviation and 

tie line power deviation, settling time, first peak undershoot and performance index 

value of the system at 1% slp in one of the area. It has been shown that the sluggishness 

of dynamic response due to the use of hydro source can be significantly improved by 

decreasing the participation of hydro source and increasing the participation of thermal 

and gas source in an interconnected power system. 

4.2 Power system under investigation 

In this chapter, novel human based nature inspired artificial intelligence (AI) 

technique - Jaya is used to design PID controllers for AGC of interconnected two control 

areas diverse source power system. First of all, comparison of proposed Jaya based AGC 

has been shown by comparing its dynamic response, performance index value and 

performance parameters in terms of ST, FPu and FPt with bio-inspired AI technique like 

BAT and recently published Bacterial Forging Optimization (BFO) technique. 

Modeling of individual power system is explained in Chapter 3. The transfer function 

model of two area interconnected power system having diverse sources is indicated in 

Fig. 4.1. Each control area of considered power system model comprises of a 

combination of reheat thermal, hydro and gas power source. Each control area are of 

same capacity of 2000MW is studied. The nominal parameters of the reheat thermal, 

hydro and gas power sources are specified in Appendix B.  
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Fig. 4.1:  Transfer function block diagram of power system under study. 

TABLE 4. 1 Different cases of two area diverse source power system 

S.No. 

Participation of diverse 

sources for scheduled 

generation in Area-1 

Participation of diverse 

sources for scheduled 

generation in Area-2 

Kt1 Kh1 Kg1 Kt2 Kh2 Kg2 

1 0.33 0.33 0.33 0.33 0.33 0.33 

2 0.5 0.25 0.25 0.5 0.25 0.25 

3 0.6 0.1 0.3 0.6 0.1 0.3 

4 0.25 0.5 0.25 0.25 0.5 0.25 

5 0.6 0.3 0.1 0.6 0.3 0.1 

Further, the approach of varying participation of energy sources in AGC of 

interconnected power system with diverse sources is simulated and scrutinized. Five 
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different cases of two area interconnected diverse sources power system are categorized 

on the basis of varying participation of energy sources is shown in Table 4.1. Initialy 

comparative performance parameters of different AI optimized generation control 

strategy for considered power system at 1% slp in area-1 is presented in Table 4.2. 

Further for various cases of two area diverse source power system with varying 

participation, designing of PID controller is accomplished by using proposed Jaya 

optimization technique.  

 

4.3 Optimization problem 

  The main problem formation is to minimize the objective function for 

considered power system having specific performance index (Jn) for two control area. 

Area control error (ACE) of the control area is considered as a base for the formulation 

of the objective function in AGC of interconnected diverse source power system. For 

considered power system, the integral square error criterion is formulated for 

performance index design of PID controller  by using social human behavior based 

nature inspiresd optimization algorithm and swarm based bio inspired optimization 

algorithms. 

The performance index is given by Eqn. (4.1) 

Jn =  ∫ ACEn
2T

0
dt                                 (4.1) 

Where, n = 1 to 2 , ACE is the combination of frequency and tie-line power deviations.  

Minimizing Jn is subject to the constraints of PID controller as given in Eqn. (4.2-4.4) 

Kpn
min ≤ Kpn ≤ Kpn

max                   (4.2) 
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KIn
min ≤ KIn ≤ KIn

max                    (4.3) 

KDn
min ≤ KDn ≤ KDn

max                   (4.4) 

Where, Kpn, KIn and KDn are the proportional, integral and derivative parameters, min 

and max stand for the minimum and maximum values of the respective PID controller 

for each area. 

Consequently, in each power system model PID controller has been designed 

with six parameters which are optimized by AI techniques are presented in Table 4.2. 

Social human behavior based nature inspired like Jaya optimization technique and swarm 

based bio inspired optimization technique like BAT and BFO are applied to optimize 

PID controller.  

4.4       Simulation results and discussions 

4.4.1 Different AI techniques at 1% slp and random load perturbation in control 

area-1        

  Effect of different artificial techniques for designing of PID controller for AGC 

of interconnected two area diverse source power system at 1% slp in area-1 is simulated. 

Social human behavior based nature inspiresd AI technique like Jaya is compared with 

swarm based bio inspired AI technique like BAT and recently published BFO for the 

same system [141]. Each control area of equal rating comprises of reheat thermal, hydro 

and gas power sources as depicted in Fig.4.1. The comparison of frequency and tie line 

power deviation of interconnected power system at 1% slp in area-1 is shown in Fig. 4.2 

(a-c). Critical scruitning of Fig. 4.2 (a-c) clears that dynamic responses of nature 

inspiresd AI technique like Jaya tuned PID controller for AGC of interconnected reheat 

thermal, hydro and gas power system gives better responses than bio inspired AI 
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technique like BAT and BFO based power system. Performance of dynamic responses 

are numerically evaluated in terms of settling time (ST), first peak undershoot (FPu), 

first peak time (FPt), performance index value (PIv) and percentage improvement of ST 

as indicated in Table. Even though parameters of PID incase of Jaya is more than BAT 

and BFO but PIv for Jaya based AGC of interconnected power system (PIv = 0.51×10-

5) is comparatively better than BAT tuned AGC power system (PIv = 2.6×10-5). Critical 

inspection of performance parameters given in Table 4.2, shows that the settling time of 

frequency deviation in area-1 gets improved with Jaya based AGC approach to around 

6.25s as compared to BAT and BFO technique which has settling time around 8.24 s 

and 8.21 s. In case of frequency deviation in area-1, it is quite clear that the FPu is (-

0.0063Hz) for the proposed optimized AI technique which is quite less as compared to 

BAT and BFO optimized technique where FPu is (-0.001 Hz) and (-0.0084 Hz) from 

steady state values. Similar inclination can be seen for frequency deviation of area-2 and 

tie-line power deviation between area-1 and area-2. It has been clearly seen that Jaya 

based AGC strategy at 1% slp in area-1 gives better performance parameters in terms of 

ST, FPu and FPt. This is justified by comparing values of Jaya approach with BAT and 

BFO approach in terms of percentage improvement in ST as 24.15% and 23.8% in 

frequency deviation of area-1, 33.1% and 18.25% in frequency deviation of area-2 and 

10.55% and 22.81% in tie-line power deviation between area-1 and area-2. Moreover, 

the system has been perturbed to random load disturbances in area-1 as shown in 

Fig.4.3(a). Comparison of dynamic responses of Jaya based AGC concepts with BAT 

based AGC concepts at random load disturbances in area-1 are shown in Fig. 4.3(b-d).         

At random load disturbances, Jaya technique gives PIv as 0.0003772 and BAT technique 

gives PIv as 0.0003821 with simulation time of 150 s. This comparison strengthens the 
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fact that Jaya based AGC strategy proves to be robustness for two area interconnected 

diverse source power system.  

4.4.2 Different participation of diverse sources at 1% slp in control area-1 and 

control area-2        

  Jaya based AGC of two area interconnected power system has been applied to 

study and analyze the dynamic performances of numerous cases with varying 

participation of diverse sources. Different cases of Jaya based AGC of two area 

interconnected reheat thermal-hydro-gas power systems with different participation of 

energy sources are illustrated in Table 4.1. Comparison of dynamic responses for five 

cases at 1% slp in area-1 and area-2 has been demonstrated in Fig. 4.4 (a-c) and Fig. 4.5 

(a-c) respectively.  

 
(a) 
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(b) 

 

(c) 

Fig. 4.2: Comparison of dynamic responses of power system with various AI techniques (a) ∆F1 

versus   time (b) ∆F2 versus time (c) ∆P12 versus time, at 1% slp  in the control area-1. 
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(b) 

 

(c) 

 

(d) 

Fig. 4.3: Two area interconnected power system at random load disturbance in area-1 (a) Change in 

load disturbance, (b) ∆F1 versus time (c) ∆F2 versus time (d) ∆P12 versus time. 
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  The investigation of Table 4.3 and Table 4.4 clearly reveals that Jaya based AGC 

approach for varying participation of diverse sources have a significant impact on value 

of ST, FPu and PIv of the system. It is well studied by researchers that dynamic 

performances degrades more in hydro sources, this is due to the presence of water inertia 

of hydro source in power system. 

TABLE 4. 2 Comparative performance parameters of different AI optimized generation control 

strategy for considered power system at 1% slp in area-1  

 

 JAYA BAT BFO 

ST (s) ∆F1 6.25 8.24 8.21 

∆F2 7.70 11.51 9.42 

∆P12 13.13 14.68 17.01 

FPu (Hz)  × 

10-3 

∆F1 6.3 10 8.4 

∆F2 3 5.7 3.4 

∆P12 0.7 1.8 0.9 

PT (s) ∆F1 0.16 0.28 0.37 

∆F2 0.84 0.69 1.27 

∆P12 0.36 0.61 1.03 

Controller 

parameters of 

Area – 1 

P 9.88 4.34 5.06 

I 9.78 3.46 4.26 

D 9.09 3.84 3.58 

Controller 

parameters of 

Area – 2 

P 7.18 4.99 1.86 

I 4.48 3.49 0.86 

D 1.32 5.40 1.59 

% Improvement in 

ST 

∆F1 24.15 23.8 

∆F2 33.1 18.25 

∆P12 10.55 22.81 
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It is more evident in case-4 that dynamic response of power system is degraded 

as there is more participation of hydro source in regard to other sources in power system. 

This effect of degraded dynamic response can be improved by analyzing the proposed 

approach of varying participation of diverse source in Jaya based AGC of 

interconnected power system. PIv in case-4 is 0.000069 which is significantly improved 

in case-1 to 0.000026, case-2 to 0.0000084, case-3 to 0.0000059 and case-5 to 

0.0000051.This is accomplished by decreasing the participation of hydro source and 

increasing the participation of other sources as in other cases. Further, by increasing the 

participation of thermal source in the power system, better dynamic performance and 

improvement in value of ST, FPu and PIv has been analyzed as depicted in case-2, case-

3 and case-5. Inspection of dynamic responses reveals that the load disturbances have 

local dominance, FPu value of power system experienced more deviation in the area of 

disturbance as compared to other area.  

 

 

(a) 
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(b) 

 

(c) 

Fig. 4.4: Dynamic responses of power system with varying participation of diverse sources (a) ∆F1 

versus time (b) ∆F2 versus time (c) ∆P12 versus time, at 1% slp  in the control area-1. 

 

(a) 
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 (b) 

 

(c) 

Fig. 4.5: Dynamic responses of power system with varying participation of diverse sources (a) ∆F1 

versus time (b) ∆F2 versus time (c) ∆P12 versus time, at 1% slp  in the control area-2. 

 

In case-1, the value of FPu is (-0.0119) for frequency deviation in area-1 greater 

than (-0.0078) for frequency deviation in area-2 at 1% slp in area-1 and the value of FPu 

is (-0.0078) for frequency deviation in area-1 smaller than (-0.0120) for frequency 

deviation in area-2 at 1% slp in area-2. Similar trend can be seen for other cases. It has 

been observed that in case-2, the value of ST for frequency deviation in area-1 (7.21s) 

is smaller than frequency deviation in area-2 (12.95s) at 1% slp in area-1 and the value 

of ST for frequency deviation in area-1 (12.18s) is greater than frequency deviation in 
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area-2 (6.28s) at 1% slp in area-2. Critical examination of dynamic responses reveals 

that the load disturbances have dominance on other area also. As, ST value of power 

system experienced more deviation in second area with respect to disturbance in first 

area. 

 

TABLE 4. 3 Comparative performance parameters of different cases incorporating varying 

participation of diverse sources at 1% slp 

 

 ST (s) FPu 

×10-2 (Hz) (-) 

 Area 1 Area 2 Area 1 Area 2 

Case ∆F1 ∆F2 ∆P12 ∆F1 ∆F2 ∆P12 ∆F1 ∆F2 ∆P12 ∆F1 ∆F2 ∆P12 

Case 

1 

7.43 9.05 8.60 9.23 7.63 8.36 1.19 0.78 0.22 0.78 1.20 0.22 

Case 

2 

7.21 12.95 7.70 12.18 6.28 10.77 0.78 0.33 0.10 0.33 0.78 0.10 

Case 

3 

6.43 7.85 13.73 8.13 6.87 13.69 0.64 0.30 0.07 0.30 0.71 0.09 

Case 

4 

7.62 9.27 7.98 7.83 8.31 17.04 1.61 1.33 0.34 1.5 1.73 0.39 

Case 

5 

6.25 7.70 13.13 7.71 6.58 13.12 0.63 0.30 0.07 0.25 0.63 0.07 

 

 

TABLE 4. 4 Comparative PIv of different cases incorporating varying participation of diverse 

sources at 1% slp 

 

ISE PIv  ×10-5 

 Case 1  Case 2 Case 3 Case 4 Case 5 

Area 1 2.68 0.84 0.59 6.9 0.51 

Area 2 2.73 0.84 0.81 8.3 0.51 
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4.5   Conclusion 

This chapter demonstrates the effectiveness of novel Jaya based AGC of 

interconnected two area power system with diverse sources. The proposed human based 

nature-inspired Jaya based AGC approach is compared with other bio-inspired AI 

techniques like BAT and BFO techniques for the same system at 1% slp in control area-

1. The beauty of this algorithm is that unlike other AI techniques, it requires only the 

common control parameters and does not require any algorithm specific control 

parameters which help in simulation to establish better dynamic response which further 

minimizes the frequency deviation and tie line power deviation in a shorter interval with 

lower values of first peak undershoot. The robustness analysis of Jaya based AGC of 

interconnected two area diverse source power system with random load disturbances in 

control area-1 also proves the supremacy of the proposed approach over other AI 

techniques.  

Additionally, novel impact of varying participation of diverse power sources in 

Jaya based AGC strategy for interconnected two area power system has been 

implemented to design the PID controller of AGC strategy. The comparative analysis 

of varying participation of diverse source shows significant improvement in dynamic 

response in terms of frequency deviation and tie line power deviation, settling time, first 

peak undershoot and performance index value of the system in case of more 

participation of thermal source as compared to other two sources. Degraded values of 

performance index and peak absolute has been exhibited during more or equal 

participation of hydro power source as compared to combine participation of thermal 

and gas power sources. This effect of degraded dynamic response has been significantly 

improved by decreasing the participation of hydro power source as compared to 
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combine participation of thermal and gas power sources. Therefore, it may be concluded 

that the comparative study of implementation of varying participation of diverse sources 

may successfully be considered while designing AGC of interconnected diverse source 

power system. 
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CHAPTER  5 

    

JAYA BASED AGC OF TWO AREA INTERCONNECTED 

THERMAL-HYDRO-WIND AND THERMAL-HYDRO-DIESEL  

POWER SYSTEM WITH/ WITHOUT NONLINEARITIES 

5.1    Introduction   

The development and implementation of renewable sources has increased 

significantly during the last three decades. Among the renewable sources, wind source 

produces electricity economically. On the contrast, wind source is available in less 

populated area with a weak grid and it is unpredictable. Therefore, for secure operation 

of power system, wind sources require proper schemes for frequency control. However, 

undesirable behavior of renewable sources likes hydro and wind is regularly amended 

by researchers through incorporating different artificial techniques, energy sources, 

varying participation of sources etc. Regular increase in energy demand made the 

researchers to work towards the realistic hybrid interconnected multi source power 

system. To make the system realistic, researchers studied nonlinearities and 

participation factors incorporation in power system. A significant impact of varying 

participation of diverse source along with AI techniques has been seen in previous 

chapter. Nonlinearities namely boiler dynamics is due to turbine and boiler control act 

once after observing deviations in steam flow and pressure. Other nonlinearities like 

Speed Governor Dead Band (GDB) in other words as total magnitude of speed change 

while there is no change in valve position. GDB nonlinearity generally occurs for two 

seconds oscillation occurs due to backlash non-linearity. Another nonlinearity 

Generation Rate Constraint (GRC) is defined as specified maximum rate for changed 
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power generation. By proper selection of AI technique based controller for AGC of 

interconnected multi area multi source power system gives the opportunity to works 

well with nonlinearities also. So, a comparative analysis of AGC of interconnected 

power system with/without nonlinearities has been done between social human behavior 

based AI techniques with bio-inspired evolutionary based AI techniques incorporating 

varying participation of diverse sources.  In power system with/without nonlinearities, 

participation of thermal sources is supposed to be more than hydro, wind and diesel 

sources. Equal participation of wind and diesel sources are supposed in power system 

with nonlinearities. The dynamic performances of power system is studied including the 

nonlinearities like Governor Dead Band (GDB), Generation Rate Constraint (GRC) and 

boiler dynamics at 1% slp and randomly varying load. The robustness of the proposed 

Jaya based AGC of two area interconnected power system with and without considering 

nonlinearities is presented under randomly varying load disturbance. 

5.2   Power system under investigation  

Investigations are performed on two models of power system consists of thermal-

hydro-wind sources as first area, and thermal-hydro-diesel sources as second area as 

shown in Fig. 5.1. First power system model comprises of nonlinearities and different 

participation factors of each source and second power system model contain 

participation factors of each source but without nonlinearities. Social human behavior 

based new AI technique called Jaya technique is proposed to design PID controller for 

AGC of two area interconnected power systems including and excluding nonlinearities. 

Nonlinearities namely boiler dynamics in thermal source, GRC in thermal and hydro 

sources, GDB in thermal and hydro sources are incorporated in power system and 

named as power system model-1 as shown in Fig.5.2. Turbine and boiler control act 
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once after observing deviations in steam flow and pressure. Boiler dynamics description 

and nonlinearities values are well explained by some researchers [122,330]. GDB 

nonlinearity for two seconds oscillations occurs due to backlash non-linearity. Value of 

Backlash non-linearity as 0.02% (hydro sources) and 0.05% (thermal sources) is taken 

into account in the present work. For thermal units, a GRC for 3% per minute is 

considered in the present study. 270% per minute (raising) and 360% per minute 

(lowering) generation is the GRC value taken into account for hydro sources. Modeling 

for power system with nonlinearities are considered from [330]. Value of part (0.575) 

and parh (0.3) are supposed as the participation factor for reheat thermal and hydro 

sources. Participation factor of parw (0.125) is supposed for both wind and diesel 

sources. Specifications of power system without nonlinearities are acquired from [144] 

and are named as power system model-2, part (0.5747), parh (0.2873), parw (0.138) and 

parw (0.138) are supposed as the participation factor for reheat thermal, hydro, wind 

and diesel sources. Modeling of power system model-2 is given in [144]. Appendix B 

describes parameter values of power system including or excluding nonlinearities.  

5.3  Optimization problem 

PID controller with AGC is a popular and well accepted controller in literature. It 

helps in attaining faster response and stability for interconnected power system. In 

designing PID controller, frequency and tie-line power deviation are used as the base 

for the objective function. Amongst various performance criteria defined in AGC 

studies [331], integral of time multiplied of absolute error (ITAE), integral of squared 

error (ISE) and integral of absolute error (IAE), ITAE proves to be better performance 

criteria. So, ITAE defined via. Eqn. (5.1) is used as the performance index to tune PID 

controller.  
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ITAE = ∫ (|∆F1| + |∆F2| + |∆P12|)
T

0
. t dt                 (5.1) 

Where ∆F1 and ∆F2 is frequency deviation of area-1 and area-2, ∆P12 is tie line power 

deviation of both areas, T is simulation time range.  

Fig.5.1: Two area interconnected power system with multi sources

Differential equation of PID controller of ith area is shown in Eqn. (5.2). 

Ui = KPiACEi + KIi ∫ ACEidt + KDi 
dACEi

dt
                          (5.2) 

 

Where ACEi is the area control error including frequency and tie line power deviation 

for area-i. Value of  i is 1 for area-1 and 2 for area-2. Ui is the control input for ith area. 

Proportional (KPi), Integral (KIi) and Derivative (KDi) are the PID controller parameter 

for ith area in power system of both models.  

PID controller for power system including or excluding nonlinearities is tuned by 

novel Jaya techniques. This procedure is repeated till the last iteration and designing of 

PID controller is accomplished with parameter values of PID controller. For novel Jaya 

tuned PID controller, parameters (k = 6), population (p = 25), termination criteria (i = 
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50) are considered. Controller provides six parameters each for two area power system 

with or without nonlinearities as given in Table 5.1. 

Fig.5.2: Transfer function block diagram of two-area interconnected power system with nonlinearities 

 

5.4  Simulation results and discussions 

5.4.1 Step load perturbation of 1% in control area-1 and control area-2 with 

nonlinearities  

Two-Area interconnected power systems basically composed of four 

different sources namely reheat thermal, hydro, wind and diesel sources. Six 

parameters of proposed social human behavior based AI technique based PID 

controllers for power system incorporating nonlinearities are shown in Table 

5.1. Using novel Jaya based PID parameter values, the two power system 

models are simulated and set against other bio-inspired based AI techniques like 

DE, IPSO, BFA and social human behavior based TLBO algorithm. 
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Comparative analysis in terms of performance values and percentage 

improvement in terms of ST is demonstrated in Table 5.2. Performance index 

(PIv) for Jaya-PID (0.06) is comparatively 95% better than DE-PID (1.32), 

92.84% better than TLBO-PID (0.92) and 85.47% better than TLBO-PIDD 

(0.45) and hence proves that the proposed Jaya technique is far better than the 

other optimization techniques. 

TABLE 5. 1 Parameters for power system with and without nonlinearities 

 

 

 

 

 

 

 

 

  Also, there is vast percentage improvement in settling time for Jaya in 

comparison of DE-PID as 67.68%, TLBO-PID as 65.09% and TLBO-PIDD as 60.59%. 

So, novel Jaya Algorithm is used as the formulation for the choice of PID controller for 

power system including or excluding nonlinearities. Dynamic performance of the power 

system model-1 under 1% slp in control area-1 and area-2 is depicted in Fig.5.3 (a-c) 

and Fig. 5.4 (a-c) respectively.  

 

PID Controller power system model-1 

(With nonlinearities) 

power system model-2 

(Without nonlinearities) 

area - 1 

KP1 5 5 

KI1 5 5 

KD1 4.0946 2.06 

area - 2 

KP2 3.6012 0.56 

KI2 3.7251 3.39 

KD2 5 0.01 
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TABLE 5. 2 Comparative analysis of performance value and percentage improvement of 

         power system including nonlinearities at 1% slp on area-1 

 ST (s) % Improvement in terms of ST 

Techniques 

 
∆𝑭𝟏 ∆𝑭𝟐 ∆𝑷𝟏𝟐 ITAE ∆𝑭𝟏 ∆𝑭𝟐 ∆𝑷𝟏𝟐 ITAE 

DE (PID) 19.68 21.93 25.89 1.32 67.68 47.33 63.07 95 

TLBO (PID) 18.22 18.88 16.28 0.92 65.09 38.82 41.27 92.84 

TLBO (PIDD) 16.14 16.79 12.77 0.45 60.59 31.20 25.13 85.47 

JAYA (PID) 6.36 11.55 9.56 0.06  

 

 

 

TABLE 5. 3 Performance parameters values of Jaya based AGC of two area power system 

                         including nonlinearities 

 

ST 

(s) 

FPu 

× (-)0.01 (Hz) 

area-1 area-2 area-1 area-2 

∆𝑭𝟏 ∆𝑭𝟐 ∆𝑷𝟏𝟐 ∆𝑭𝟏 ∆𝑭𝟐 ∆𝑷𝟏𝟐 ∆𝑭𝟏 ∆𝑭𝟐 ∆𝑷𝟏𝟐 ∆𝑭𝟏 ∆𝑭𝟐 ∆𝑷𝟏𝟐 

6.36 11.55 9.56 3.55 2.83 6.23 1.74 0.95 0.43 0.09 0.22 0.02 

 

 

Performance parameter values with respect to ST and FPu and PIv of Jaya based 

AGC of two area interconnected power system with nonlinearities are shown in Table 

5.3. Frequency and tie line power deviation shows better results in terms of ST and FPu  

when load is applied in area-2 as comparison to the numerical evaluation of responses 

when  load is applied in area-1. Similarly PIv for Jaya based AGC of two power system 

including nonlinearities gives better values in case of area-2 (ITAE – 0.0018) as 

compared to area-1 (ITAE – 0.066). 
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5.4.2 Random load in control area-1 and control area-2 with nonlinearities  
 

Robustness of two area interconnected power system has been explored by 

applying randomly varying load in one of the control areas. Randomly varying load is 

applied for simulation time of 30 seconds as displayed in Fig.5.5. The dynamic response 

of power system with nonlinearities under randomly varying load in area-1 and area-2 

is shown in Fig.5.6 (a-c) and Fig.5.7 (a-c).   
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(c) 

Fig.5.3: Dynamic response of two area interconnected power system with nonlinearities at 1% slp in 

control area-1 a) Frequency deviation of area-1 b) Frequency deviation of area-2 c) Tie line 

power deviation, Vs Time. 

 

 

It is evident that once again designed Jaya tuned PID controller gives satisfactory 

dynamic responses. It has been noticed that magnitude of frequency deviation of area-1 

and area-2 and tie line power deviation of power system model-1 show reduced FPu 

value in case of random load applied in area-2 with respect to area-1. 
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(b) 

 
(c) 

Fig.5.4: Dynamic Response of two area interconnected power system with nonlinearities at 1% slp in 

control area-2 a) Frequency deviation of area-1 b) Frequency deviation of area-2 c) Tie line 

power deviation, Vs Time. 

 

Moreover, the proposed Jaya based PID controller is capable to diminish the 

influence of perturbation and attain satisfactory dynamic responses of frequency and 

tie-line power deviation at randomly load in area-1 and area-2. Finally, it is understood 

that the offered approach is a robust for two area interconnected multi source power 

system including non-linearities. Hence, proposed technique of Jaya Technique is used 

as the formulation for the choice of PID controller of power system model-2. 

0 5 10 15 20 25 30
-3

-2

-1

0

1
x 10

-3

Time (s)


 F

2
 (

H
z
)

 

 

JAYA

0 5 10 15 20 25 30
-2

-1

0

1
x 10

-4

Time (s)


 P

1
2
 (

p
.u

. 
M

W
)

 

 

JAYA



 

79 

 

5.4.3 Step load perturbation of 1% in control area-1 and control area-2 without 

nonlinearities 

 

Six parameters of proposed social human behavior based AI technique based 

PID controllers for power system model-2 without nonlinearities are given in Table 5.1. 

Using novel Jaya based PID parameter values, two area interconnected multi source 

power system without nonlinearities are simulated and set against other bio-inspired 

based AI techniques like bio inspired IPSO, PSO and BFA and social human behavior 

based TLBO algorithm. Dynamic responses of power system model-2 under 1% slp in 

area-1 and area-2 are illustrated in Fig.5.8 (a-c) and Fig.5.9 (a-c). On comparing 

dynamic responses, it is affirmed that the performance of power system model-2 with 

novel Jaya Algorithm is far better than the considered IPSO, PSO and BFA optimization 

techniques with same PID controller. 

 

 

Fig.5.5: Random load for power system model-1 
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(a) 

 

(b) 

 

(c)         

Fig.5.6: Dynamic Response of two area interconnected power system with nonlinearities at random load 

in control area-1 a) Frequency deviation of area-1 b) Frequency deviation of area-2 c) Tie line 

power deviation, Vs Time. 
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(a) 

 

(b) 

 

 

(c ) 

Fig.5.7: Dynamic Response of two area interconnected power system with nonlinearities at random load 

in control area-2 a) Frequency deviation of area-1 b) Frequency deviation of area-2 c) Tie line 

power deviation, Vs Time. 
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Moreover, performance parameters values of power system without 

nonlinearities at 1% slp in area-1 and area-2 are shown in Table 5.4. It shows improved 

performance parameter values in terms of ST and FPu when load is applied in area-2 as 

compared to area-1. Similarly reduced PIv is received for power system model at load 

in area-2 (thermal-hydro-wind) (ITAE – 0.003) as compared to area-1 (thermal-hydro-

diesel) (ITAE – 0.0358). It shows that the dynamic responses of power system without 

nonlinearities develops more FPu and ST values when the load is considered in the area 

which has wind source as one of the multi-source. For proposed novel jaya based power 

system without nonlinearities under 1% slp in area-1, PIv for novel Jaya (ITAE – 

0.0358) is compared with latest study [144] with IPSO (ITAE – 0.2036), BFA (ITAE – 

0.2624) and PSO (ITAE - 0.2309) as different AI techniques. Hence, proves that novel 

Jaya technique gives better PIv and is used as the formulation for the choice of PID 

controller of power system without nonlinearities. 

5.4.4 Random load in control area-1 and control area-2 without nonlinearities  

Jaya based AGC two area interconnected multi source power system without 

nonlinearities is furthermore simulated at random load which is shown in Fig. 5.10. 

 

TABLE 5. 4 Comparative performance analysis of  power system without nonlinearities under 

1% step load perturbation 

 

ST 

(s) 

FPu 

× (-)0.01 (Hz) 

area-1 area-2 area-1 area-2 

∆𝑭𝟏 ∆𝑭𝟐 ∆𝑷𝟏𝟐 ∆𝑭𝟏 ∆𝑭𝟐 ∆𝑷𝟏𝟐 ∆𝑭𝟏 ∆𝑭𝟐 ∆𝑷𝟏𝟐 ∆𝑭𝟏 ∆𝑭𝟐 ∆𝑷𝟏𝟐 

5.07 11.67 10.74 6.67 6.95 6.52 1.1 0.4 0.19 0.04 0.06 0.01 
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(a) 

 

 

(b) 

 

(c) 

Fig.5.8: Dynamic Response of two area interconnected power system without nonlinearities at 1% slp in 

control area-1 a) Frequency deviation of Area-1 (∆𝐹1) b) Frequency deviation of Area-2 (∆𝐹2) 

c) Tie line power deviation (∆𝑃𝑡𝑖𝑒), Vs Time.  
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(a) 

 
(b) 

 

(c) 

 
Fig.5.9: Dynamic Response of two area interconnected power system power system without 

nonlinearities at 1% slp in control area-2 a) Frequency deviation of area-1 b) Frequency 

deviation of area-2 c) Tie line power deviation, Vs Time  
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To check the robustness of power system without nonlinearities, random load is 

concerned for simulation time of 30 seconds as exhibited in Fig.5.10. The dynamic 

response of two area multi source power system without nonlinearities under random 

load in area-1 and area-2 is shown in Fig.5.11 (a-c) and Fig.5.12 (a-c).  Critical 

inspection of dynamic response clearly indicates that Jaya based AGC of interconnected 

power system without nonlinearities gives satisfactory responses at random load in both 

areas. It has been noticed that magnitude of frequency deviation of both areas and tie 

line power deviation of power system model-1 show reduced magnitude of deviation in 

case of random load applied in area-2 with respect to area-1. Also, the novel Jaya based 

PID controller is able to minimize the effect of disturbances and achieve acceptable 

dynamic responses of frequency and tie-line power deviation in the presence of random 

load. Hence, it is understood that the offered approach is a robust for two area 

interconnected multi source power system without non-linearities.  

 

Fig.5.10: Random load for power system model-2 
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(a) 

 
 

(b) 

 
(c) 

Fig.5.11: Dynamic Response of two area interconnected power system without nonlinearities at random 

load in control area-1 a) Frequency deviation of area-1 b) Frequency deviation of area-2 c) Tie 

line power deviation,Vs Time. 
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(a) 

 

(b) 

 

(c) 

Fig.5.12: Dynamic Response of two area interconnected power system without nonlinearities at random 

load in control area-2 a) Frequency deviation of area-1 b) Frequency deviation of area-2 c) Tie 

line power deviation,Vs Time. 
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5.5   Conclusion 

In this chapter, an attempt is made to design novel Jaya based PID controller for 

AGC of two area interconnected multi source power systems with/without 

nonlinearities. Effect of slp and random load in different areas of AGC of interconnected 

diverse sources power system with/without nonlinearities has been shown. Diverse 

sources have reheat-thermal, hydro, diesel and wind sources in control area. 

Nonlinearities that are GRC in thermal and hydro sources, GDB in thermal and hydro 

sources and boiler dynamics in thermal source are amalgamated in two area 

interconnected power system. The effectiveness of social human behavior based AI 

techniques with bio-inspired evolutionary based AI techniques incorporating varying 

participation of diverse sources is demonstrated by comparing the dynamic responses 

and performance parameter value in terms of settling time. Substantial enhancement in 

percentage illustrates the efficacy of novel Jaya based approach in two area 

interconnected power system with nonlinearities at 1% slp in area-1 and area-2. Also, 

proposed approach works well with two area interconnected power system without 

nonlinearities at 1% slp in area-1 and area-2. It is revealed that better dynamic responses 

is offered by social human behavior based AI techniques as compared to bio-inspired 

evolutionary based AI techniques like IPSO, PSO and BFA for power system without 

nonlinearities. Significant improvement in numerical values of dynamic responses of 

power system including and excluding nonlinearities has been witnessed when the load 

is considered in the area-2 (thermal-hydro-diesel) which has diesel source as one of the 

multi-source as compared to other area-1(thermal-hydro-wind) which has wind source 

as one of the multi-source. So, the effect of changing sources on system performances 

has also been inspected with proposed controller. Moreover, robustness of the Jaya 
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algorithm is validated at random load conditions in two area interconnected multi 

sources power system with/ without nonlinearities. Hence, the novelty of the proposed 

technique is legitimized.  
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CHAPTER 6 

 

OPTIMAL AGC OF THREE AREA INTERCONNECTED MULTI 

SOURCE POWER SYSTEMS 

 

 

6.1 Introduction 

The normal operation of an interconnected multi-area power system requires that 

each area maintains the load and generation balance. AGC tries to achieve this balance 

by maintaining the system frequency and the tie-line flows at their scheduled values. 

The AGC action is guided by the area control error (ACE), which is a function of system 

frequency and tie line flows. In AGC problem, frequency and tie line power should be 

kept as near scheduled value as possible which is difficult to achieve due to fluctuating 

nature of load. In a large interconnected power system, the generation usually comprises 

of a suitable mix of thermal, hydro, gas, wind and nuclear units. However these options 

are restricted by associated technical and operational features. A realistic situation may 

arise where area regulated by hydro generation is interconnected to another area 

regulated by thermal generation. Hydro units differ from thermal units in that the 

relatively large inertia of water used as a source of energy causes a considerable greater 

time lag in the response of changes of prime mover torque to changes in gate position, 

and also an initial tendency for the torque to change in a direction opposite to that finally 

produced. The speed governor characteristics of the hydro units are widely different 

from that of turbo governor due to the effects of water inertia. A literature survey shows 

that most of the earlier works in the area of optimal AGC pertain to optimal and 

suboptimal AGC related to Linear quadratic regulator and there has been less attention 
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on the designing of optimal AGC regulators by using structures of cost weighting 

matrices on interconnected thermal-hydro-gas power system. In the present chapter, 

optimal AGC of three area interconnected power system has been studied. Optimal AGC 

regulator has been designed to ascertain zero steady state frequency deviation under all 

operating conditions. For the same three areas an integral controller has been designed 

and the performance of the two types of controller has also been compared. The 

simulation results indicate that better control performance in terms of overshoot and 

settling time can be obtained by optimal AGC regulator.  

6.2 Optimal control theory  

Modern control theory helps in achieving the main objectives of AGC by effective design 

strategy. Design of optimal AGC regulator is explored for three area interconnected multi 

source power system with suitable structures of weighting matrices. Linear quadratic 

regulator (LQR) owns the top spot for Optimal AGC regulator design. The choice of 

weighting matrices propels the improvement in dynamic performance and stability of 

system. The linearized state space representation of power system can be given by 

following differential Eqn.(6.1,6.2) 

 
𝑑𝑥

𝑑𝑡
 =  Ax + BU +  ΓPd                               (6.1)   

Y = Cx                             (6.2) 

where x, U, Pd and Y are the state, control, disturbance and output vectors respectively. 

A, B, 𝛤 and C are real constant matrices of compatible dimensions with respective 

vectors.  
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In matlab, optimal AGC regulators is obtained by using the approach of LQR by the 

following function 

K = lqr (A, B, Q, R)                          (6.3) 

In the optimal control scheme the control inputs are generated by means of feedback 

from all the states with feedback constants to be determined in accordance with an 

optimal criterion. To design an optimal regulator for considering system, there is a need 

to unearth control vector as linear control law which can be given as:- 

U =  − K x                                                                 (6.4) 

Where, optimal feedback matrix K is defined as  

           K= R-1BP                              (6.5) 

In modern control terminology Pci is referred as control inputs U created by linear 

combinations of all states of the system. The state feedback law U minimizes the 

performance index J. By minimizing quadratic performance index, J as:- 

J = ½∫(xTQx+UTRU]dt                                                   (6.6) 

Where, Q is real, symmetric and positive definite state cost weighting matrix and R is 

real, symmetric and positive definite control cost weighting matrix.  

Different structures of Q and R are considered to explore the system stability as given 

in Table 6.2. 

Where, P is the steady solutions of matrix riccati equation. 

ATP+PA-PBR-1BTP+Q = 0                       (6.7) 
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Optimal feedback gains are obtained by solving the riccati equations. Stability of the 

system is assessed by eigenvalues of closed loop system which shows that system is more 

stable if it has higher values of negative real parts. 

 

6.3   System investigated  

 

The Optimal AGC strategy is investigated on three different three-area interconnected 

multi source power systems as defined in Table 6.1. First case of three-area 

interconnected power system comprises of non-reheat thermal, hydro and gas power 

sources as control areas. Second case of power system is non-reheat thermal 

interconnected power system. Third case of three-area interconnected power system 

consists of non-reheat thermal as first and third area and hydro as second control area.  

 

TABLE 6. 1 Different cases of three area multi source power system 

Cases Types of Power system 

1.  Non-reheat thermal, hydro and gas power system 

2.  Non-reheat thermal power system only 

3.  Non-reheat thermal, hydro and Non-reheat thermal power system 
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Fig. 6.1: Transfer function block diagram of three area non-reheat thermal-hydro-gas power system. 

 

 

 

 

Fig. 6.2: Transfer function block diagram of three area non-reheat thermal power system. 
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Fig. 6.3: Transfer function block diagram of three area non-reheat thermal hydro non-reheat thermal 

power system. 

 

Each control area in optimal AGC of three-area interconnected power system is of 

equal capacity in each case. Parameter values of non reheat thermal, hydro and gas 

sources in interconnected power system are given in Appendix B. Fig.6.1 shows the 

Transfer Function block diagram of a three area non-reheat thermal-hydro-gas 

interconnected power system model. For the system analysis, 1% step load perturbation 

(slp) has been considered in each area. The system could undergo intolerable dynamic 

frequency changes with changes in load. 

 

6.3.1 Dynamic model in state space model of system  

Optimal AGC regulator is designed for three power systems by using Eqn. (6.1-6.7). 

Linear state space model for three power systems is obtained by defining the vectors x, 

U and Pd as follows: 

For case-1 of non reheat thermal-hydro-gas power system 
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State vector 

[x]T= [∆F1 ∆PG1 ∆XE1 ∆F2 ∆PG2 ∆Xh ∆XRH ∆F3 ∆PG3 ∆PFC ∆PV ∆Xg ∆Ptie12 ∆Ptie13 

∆Ptie23 ∫ACE1 ∫ACE2 ∫ACE3]                                       (6.8) 

Control vector 

[U]T=[∆Pc1 ∆Pc2 ∆Pc3 ]                                                 (6.9) 

Disturbance vector 

[∆Pd]
T=[∆Pd1 ∆Pd2 ∆Pd3 ]                              (6.10) 

In first case of power system, system state vector comprises of eighteen state variables. 

Order of A matrix is 18×18, B matrix is 18×3, Γ matrix is 18×3 and C matrix is 3×18. 

These matrices are further defined differently for different cases. System state matrix 

(A), control matrix (B) and disturbance matrix (Γ) of state space representation can be 

derived using differential equations by considering state vector as defined in Eqn. 6.8. 

The differential equations for case-1 are defined as follows:  

 

x1
. =  −

1

Tp1
x1 +  

Kp1

Tp1
x2  −

Kp1

Tp1
x13 −

Kp1

Tp1
x14 −

Kp1

Tp1
∆Pd 1                                 (6.11)  

x2
. =  −

1

Tt
x2 +  

1

Tt
x3                                       (6.12) 

x3
. =  

1

Tg
U1 −  

1

R1Tg
x1 −

1

Tg
x3                                           (6.13) 

 x4
. =  −

1

Tp2
x4 +  

Kp2

Tp2
x5 +

Kp2

Tp2
x13  −

Kp2

Tp2
x15−

Kp2

Tp2
∆Pd 2                                 (6.14) 
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x5
. =  −

2TR

R2TGHTRH
x4 + 

2

TW
x5 +

2(TGH+TW)

TGHTW
x6  −

2(TRH−TR)

TGHTRH
x7 −

2TR

TGHTRH
U2          (6.15) 

x6
. =  −

TR

R2TGHTRH
x4 −  

1

TGH
x6 +

(TRH− TR)

TGHTRH
x7 +

TR

TGHTRH
U2                      (6.16) 

x7
. =  

1

TRH
U2 −  

1

R2TRH
x4 −

1

TRH
x7                               (6.17) 

 x8
. =  −

1

Tp3
x8 +  

Kp3

Tp3
x9 +

Kp3

Tp3
x14 +

Kp3

Tp3
x15 −  

Kp3

Tp3
∆Pd 3                   (6.18) 

x9
. =  −

1

TCD
x9 +  

1

TCD
x10                                                      (6.19) 

x10
. =  −

XTCR

bYR3TF
x8 − 

1

TF
x10 +

Y+ TCR

YTF
x11 −

TCR(b−cX)

bYTF
x12 +

X

bY
 U3                   (6.20) 

x11
. =  −

X

bYR3
x8 −  

1

Y
x11 +

b− cX

Yb
x12 +

X

bY
U3                           (6.21) 

x12
. =  −

c

b
x12 +  

1

b
U3 −

1

bR3
x8                                   (6.22) 

x13
. =  0.15x1 − 0.15x4                              (6.23) 

x14
. =  0.15x1 − 0.15x8                               (6.24) 

x15
. =  0.15x4 − 0.15x8                       (6.25) 

x16
. =  b1x1 + x13 + x14 

                               (6.26) 

x17
. =  b2x4 − x13 + x15

                (6.27) 

x18
. =  b3x8 − x14 − x15

                             (6.28) 

State space model for case-2 - non reheat thermal power system are:- 

State vector 
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[x]T= [∆F1 ∆PG1 ∆XE1 ∆F2 ∆PG2 ∆XE2  ∆F3 ∆PG3 ∆XE3 ∆Ptie12 ∆Ptie13 ∆Ptie23 ∫ACE1 

∫ACE2 ∫ACE3]                                                  (6.29) 

Control vector 

[U]T=[∆Pc1 ∆Pc2 ∆Pc3 ]                                              (6.30) 

Disturbance vector 

[∆Pd]
T=[∆Pd1 ∆Pd2 ∆Pd3 ]                                (6.31) 

In second case of power system, system state vector are equipped with fifteen state 

variables. Order of A matrix is 15×15, B matrix is 15×3, Γ matrix is 15×3 and C matrix 

is 3×15. System state matrix (A), control matrix (B) and disturbance matrix (Γ) of state 

space representation of case-2 can be derived using differential equations by considering 

state vector as defined in Eqn. 6.29. 

The differential equations are defined as follows:  

x1
. =  −

1

Tp1
x1 +  

Kp1

Tp1
x2  −

Kp1

Tp1
x10 −

Kp1

Tp1
x11 −

Kp1

Tp1
∆Pd 1

                            (6.32) 

x2
. =  −

1

Tt1
x2 +  

1

Tt1
x3                                             (6.33) 

x3
. =  

1

Tg1
U1 − 

1

R1Tg1
x1 −

1

Tg1
x3                                               (6.34) 

x4
. =  −

1

Tp2
x4 +  

Kp2

Tp2
x5 +

Kp2

Tp2
x10  −

Kp2

Tp2
x12−

Kp2

Tp2
∆Pd 2                                (6.35) 

𝑥5
. =  −

1

𝑇𝑡2
𝑥5 +  

1

𝑇𝑡2
𝑥6                                             (6.36) 

x6
. =  

1

Tg2
U2 −  

1

R2Tg2
x4 −

1

Tg2
x6                                                         (6.37) 
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 x7
. =  −

1

Tp3
x8 +  

Kp3

Tp3
x9 +

Kp3

Tp3
x11  −

Kp2

Tp2
x12−

Kp2

Tp2
∆Pd 3                                (6.38) 

x8
. =  −

1

Tt3
x8 +  

1

Tt3
x9                                           (6.39) 

x9
. =  

1

Tg3
U3 −  

1

R3Tg3
x7 −

1

Tg3
x9                                          (6.40) 

  x10
. =  0.15x1 − 0.15x4                          (6.41) 

x11
. =  0.15x1 − 0.15x7                                              (6.42) 

x12
. =  0.15x4 − 0.15x7                       (6.43) 

x13
. =  b1x1 + x10 + x11 

                              (6.44) 

x14
. =  b2x4 − x10 + x12

                (6.45) 

x15
. =  b3x8 − x11 − x12

                    (6.46) 

 

State space model for case-3 of non reheat thermal hydro – non reheat thermal power 

system are:- 

State vector 

[x]T= [∆F1 ∆PG1 ∆XE ∆F2 ∆PG2 ∆Xh ∆XRH ∆F3 ∆PG3 ∆XE3 ∆Ptie12 ∆Ptie13 ∆Ptie23 ∫ACE1 

∫ACE2 ∫ACE3]                                                  (6.47) 

Control vector 

[U]T= [∆Pc1 ∆Pc2 ∆Pc3 ]                                                (6.48) 
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Disturbance vector 

[∆Pd]
T= [∆Pd1 ∆Pd2 ∆Pd3 ]                          (6.49) 

    In third case of power system, system state vector comprises of sixteen state variables. 

Order of A matrix is 16×16, B matrix is 16×3, Γ matrix is 16×3 and C matrix is 3×16. 

        System state matrix (A), control matrix (B) and disturbance matrix (Γ) of state space 

representation of case-3 can be derived using differential equations by considering state 

vector as defined in Eqn. (6.47). 

The differential equations are defined as follows:  

x1
. =  −

1

Tp1
x1 +  

Kp1

Tp1
x2  −

Kp1

Tp1
x11 −

Kp1

Tp1
x12 −

Kp1

Tp1
∆Pd 1                                    (6.50)    

x2
. =  −

1

Tt1
x2 +  

1

Tt1
x3                                      (6.51) 

x3
. =  

1

Tg1
U1 − 

1

R1Tg1
x1 −

1

Tg1
x3                                             (6.52) 

x4
. =  −

1

Tp2
x4 +  

Kp2

Tp2
x5 +

Kp2

Tp2
x11  −

Kp2

Tp2
x12−

Kp2

Tp2
∆Pd 2                                 (6.53) 

x5
. =  −

2TR

R2TGHTRH
x4 + 

2

TW
x5 +

2(TGH+TW)

TGHTW
x6  −

2(TRH−TR)

TGHTRH
x7 −

2TR

TGHTRH
U2          (6.54) 

x6
. =  −

TR

R2TGHTRH
x4 −  

1

TGH
x6 +

(TRH− TR)

TGHTRH
x7 +

TR

TGHTRH
U2                      (6.55) 

x7
. =  

1

TRH
U2 −  

1

R2TRH
x4 −

1

TRH
x7                              (6.56) 

x8
. =  −

1

Tp3
x8 +  

Kp3

Tp3
x9 +

Kp3

Tp3
x12 +

Kp3

Tp3
x13 −  

Kp3

Tp3
∆Pd 3                   (6.57) 

x9
. =  −

1

Tt3
x9 + 

1

Tt3
x10                                            (6.58) 
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x10
. =  

1

Tg3
U3 − 

1

R3Tg3
x8 −

1

Tg3
x10                                               (6.59) 

x11
. =  0.15x1 − 0.15x4                         (6.60) 

x12
. =  0.15x1 − 0.15x8                               (6.61) 

x13
. =  0.15x4 − 0.15x8                      (6.62) 

x14
. =  b1x1 + x11 + x12 

                             (6.63) 

x15
. =  b2x4 − x11 + x13

                (6.64) 

x16
. =  b3x8 − x12 − x13

                (6.65) 

Different approaches are applied to develop different structures of control cost 

weighting matrix (R) and state cost weighting matrix (Q) in the next section. Eventually, 

these structures of cost weighting matrices are used to design optimal AGC regulator and 

help us to explore the dynamic performance and stability of three area interconnected 

multi source power system at 1% slp in each area. 

6.4 Optimal AGC regulator design by considering various case study of 

developing cost weighting matrices. 

The control inputs underlying the optimal scheme are formed by means of full 

state feedback from all the states in the considered power systems. Designing of optimal 

AGC regulator for three-area interconnected multi source power systems is 

accomplished by considering various case study of developing structures of weighting 

matrices Q and R as defined in Table 6.2. Formation and selection of various structures 

of cost weighting matrices requires organize and sagacious way for designing optimal 
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AGC regulator which influence dynamic performance of interconnected multi source 

power systems. In this chapter, various methods are developed for weighting matrices 

selection, which would result in suitable cost function for the considered power systems.  

TABLE 6. 2 Optimal AGC regulators design using different structures of weighting matrices  

Case 

study 

Various structures of cost weighting matrices 

1 Cost weighting matrices  based on the  minimum 

performance index  of system - Qm, R1 

2 Cost weighting matrices  by giving equal 

importance to each state variable - Q1, R1 

3 Cost weighting matrices based on scaling method - 

Qs, Rs 

 

The structure of cost weighting matrices and formulation of performance index 

for the power system under consideration for various cases are as follows: 

Case study 1 – Cost weighting matrices based on the minimum performance index 

of system - Qm, R1- Matrix of control cost weighting matrix (R) is an identity matrix of 

order 3× 3. State cost weighting matrix for optimal AGC of interconnected three area 

multi source power system are based on the minimum performance index of system 

assumed by Fosha [90]. This performance index is designed on the basis of the excursion 

of ACE, ∫ACE and control vectors about the steady values minimization and can be 

specified as:-  
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J =  1
2⁄  ∫[ ACE1

2 + ACE2
2 + ACE3

2 +  ∫ ACE1
2

dt + ∫ ACE2
2

dt +  ∫ ACE3
2

dt +

k(U1
2 +  U2

2 +  U3
2)] dt                                                                                                      (6.66) 

For case-1 of power system (non reheat thermal-hydro-gas) 

The state cost weighting matrix and control cost weighting matrix are of order 

18×18 and 3×3 respectively. Matrix of state cost weighting matrix is given in Appendix 

A.  

For case-2 of power system (non reheat thermal) 

The control cost weighting matrix is a unit matrix of order 3×3. The state cost 

weighting matrix is of order 15×15 and given in Appendix A. 

For case-3 of power system (non reheat thermal-hydro- non reheat thermal) 

The control cost weighting matrix is a unit matrix of order 3×3. The state cost 

weighting matrix is of order 16×16 and given in Appendix A. 

 Dynamic performances of the system by considering cost weighting matrices 

based on  the minimum performance index of system are simulated and compared in the 

next section. 

Case study 2 – Cost weighting matrices by giving equal importance to each variable 

as one- Q1, R1- Optimal AGC regulator of three areas interconnected power systems is 

designed by considering cost weighting matrices by giving equal importance to each 

variable as one at 1% slp in each area. Control cost weighting matrix is of unit matrix of 

order 3×3 for all the three cases. For case-1, case-2 and case-3, structures of state cost 

weighting matrix are of unit matrix of order 18×18, 15×15 and 16×16 respectively. 
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Case study 3 – Cost weighting matrices based on scaling method - Qs, Rs. Optimal               

AGC regulator of three areas interconnected power systems is designed by considering 

the scaling method on cost weighting matrices at 1% slp in each area. Initially, control 

cost weighting matrix is of unit matrix of order 3×3 for all the three cases. New weighting 

matrices after scaling [190,191] are given as:- 

 Rs =  0.05 × R1                       (6.67) 

Qs(i, i) =  Q(i, i) 0.05
(n−i)

n⁄
                                  

(6.68) 

Where i = 1 to n 

In this case study, new control cost weighting matrix for all the three cases is 

procured by multiplying unit matrix of order 3×3 with the weight as 0.05 by using 

equation no. 6.67.  

For case-1, case-2 and case-3, order of state cost weighting matrix are of 18×18, 

15×15 and 16×16 respectively. Structure of state cost weighting matrix is developed by 

considering value of n is 18, 15 and 16 in equation no. 6.68 for case-1, case-2 and case-

3 respectively as shown in Appendix A. 

Optimal AGC regulator for three area interconnected power systems at 1% slp in each 

area with scaled structured as Qs and Rs matrices is designed and its dynamic 

performances and stability are analysed and compared in next section.  

6.5 Simulation results and discussions 

6.5.1 Non reheat thermal hydro-gas power system at 1% step load perturbation 
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  Optimal AGC of three areas interconnected non-reheat thermal-hydro-gas power 

system under the wake of 1% slp in each area is simulated. It is assumed that three areas 

are of identical capacity. Design of optimal AGC regulators is accomplished by using 

various structures of cost weighting matrices as defined in Table 6.2. Optimal feedback 

gain matrix, eigen values and dynamic response characteristics of considered system with 

various case studies are computed to examine the stability of power system. To validate 

the effectiveness of optimal AGC regulator with structures of control and state cost 

weighting matrices, dynamic response of system for frequency and tie line power 

deviation is procured with 1% slp in each area as shown in Fig. 6.4 (a-f). From inspection 

of response plots, it is palpable that dynamic responses of frequency and tie-line deviation 

for all the three case study tend to settle down at zero steady state value for 1% slp in 

each area. The comparison of plots shows that system response offered by optimal AGC 

regulators which are designed with structures of cost weighting matrices based on scaling 

method in case study 3 are less affected by 1% slp in each area as compared to optimal 

AGC regulators which are designed by using structures of cost weighting matrices 

described in case study 1 and case study 2. An analysis of optimal feedback gain matrix 

in Table 6.3 reveals that the design of weighting matrices in case study 1 shows a decrease 

in feedback gains as compared to other case studies of optimal AGC of three area 

interconnected non-reheat thermal-hydro-gas power system. Eigenvalues of closed loop 

system in Table 6.4 show that none of the eigenvalues lie in the right half of s plane for 

all the three case studies. So, the system is said to be stable for all the three case studies. 

It is observed that the Optimal AGC of case study 1 has five complex eigenvalues in 

comparison to four in case study 2 and three in case study 3. Also, considerable 

improvement has been seen in negative real parts of eigen value for case study 3 (-
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65.1302) as compared to case study 2 (-30.6810) and case study 1 (-19.8883). Critical 

inspection of eigen values reveals that the optimal AGC in case study 3 has better 

stability, hence better stability margin as compared with other cases considered. 

Numerical values of dynamic responses in terms of system characterstics are depicted 

in Table 6.5.  

         System characteristics reveals the magnitudes of settling time (ST), first peak 

undershoot (FPu), peak time (PT) and rise time (RT) for optimal AGC for three area non-

reheat thermal-hydro-gas interconnected power system. These system characterstics 

values are attained for frequency deviation in each area.     
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(e) 

 

(f) 

Fig. 6.4: Dynamic response of non-reheat thermal-hydro-gas interconnected power system at 1% slp in 

each area (a) Frequency deviation of area-1 (b) Frequency deviation of area-2 (c) Frequency 

deviation of area-3 (d) Tie line Power deviation between area-1 and area-2  (e) Tie line power 

deviation between area-2 and area-3 (f) Tie line power deviation between area-1 and area-3, Vs 

Time. 

 

  Critical examination of Table 6.5 reveals that ST, FPu, PT and RT values for 

frequency deviation of each control area for optimal AGC regulators with the structure 

of cost weighting matrices in case study 3 are reduced appreciably as compared to 

optimal AGC regulators with the structure of cost weighting matrices in other two case 

studies.   
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TABLE 6. 3 Optimal feedback gain matrix K for non reheat thermal-hydro-gas power system 

C
a

se
 s

tu
d

y
 1

 

[0.4949   0.7363   0.1781  0.1352   0.8044   2.6257  -0.2163   0.1255   0.1325    

0.1292   0.1908   -0.0977   1.6937   0.1640  -1.5297   0.9141   0.4055  -0.0062 

 0.0614   0.0797   0.0187   0.0588   0.7323   3.1035   4.7940   0.1466   0.1533   

 0.1321   0.1266   -0.0607  1.8618    0.1021  -1.7597  -0.3889  0.8720  -0.2972 

 0.0999   0.1010   0.0215   0.0120   0.3769   1.7589   0.0294   0.5843   0.7370   

0.7806   1.3270   -0.6898  1.1647    1.1084  -0.0564  -0.1151  0.2741  0.9548] 

C
a

se
 s

tu
d

y
 2

 

[1.0213  1.6314   0.6935   0.1749    1.1441   3.8094 -0.2344   0.2175   0.2105   

 0.1904   0.3100  -0.1676   1.8648   -0.3462  -2.2110   0.8987  0.4385  -0.0020 

 0.1823   0.1765  0.0281   -0.2521   0.8028   5.0693   4.9430  0.3730    0.3502  

 0.2589    0.1383 -0.0627   3.4862    0.1694  -3.3168  -0.4231 0.8661   -0.2661 

 0.1806   0.1439  0.0214    0.0317   0.4140   1.9733   0.1180   0.9444   1.3672  

  1.5091   2.3999  -0.7568  1.4076   2.7906    1.3829   -0.1150  0.2400 0.9639] 

C
a

se
 s

tu
d

y
 3

 

[1.8293  2.4464  0.9854   1.0795    3.4166    8.6215  -0.1519   0.3425  0.3998   

 0.4289   0.7479  -0.4224   5.2087   1.4202   -3.7885   3.2203   2.1465  -0.3220 

 0.2844  0.2444  0.0333    0.5702   4.5728   16.7538   6.4459   0.8338   0.6773  

0.4020   0.0050    0.0161  10.6738  -0.4229 -11.0967 -1.9849 3.4067   -0.9051 

 0.2925  0.1952  0.0242    0.4388   1.0091    2.7507    0.0759   2.7450   3.4895  

 3.6196  5.7300   -0.9634   1.7152   6.3571    4.6419   -0.1739  0.8642 4.3677] 

 

TABLE 6. 4 Eigen values for non reheat thermal-hydro-gas power system 

 

 

 

 

 

 

 

 

 

Case study 1 Case study 

2 

Case study 3 

-19.8883 -30.6810 -65.1302 

-13.2852 -17.8405 -20.3748 

-6.7344 -6.0398 -5.3812 

-1.5207 ± 3.0644i -2.6881 ± 2.5485i 

 

-2.5529 ± 2.3556i 

 

-0.6595 ± 2.1500i -1.0595 ± 1.6369i -0.7748 ± 1.7673i 

 

-0.5221 ± 1.4361i -0.6451 ± 1.6033i -1.2632 ± 1.4262i 

 

-0.6724 + 0.1622i -3.2395 -3.9696 

-0.6724 -0.1622i -0.3975 -3.0262 

-0.1400 +  0.0910i -0.4469 -1.5070 

-0.1400 - 0.0910i -0.8467 -0.2151 

-3.0686 -1.1717 -0.4151 

-2.8172 -3.0474 -0.7356 

-1.1474 -0.1401 +0.0881i -1.1392 

-0.7474 -0.1401 -0.0881i -1.0856 
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  Moreover, system response characteristics offered by the design of weighting matrices 

based on scaling method are appreciable better when compared to other case studies.  

Therefore, it is concluded that the design of cost weighting matrices in case study 3, 

optimal AGC regulator design using scaling method for cost weighting matrices proposes 

improvement in system stability and dynamic performances as compared to other 

considered structures in case study 1 and case study 2. However, dynamic stability of 

system achieved by designing optimal AGC regulators with structures in case study 2 is 

comparatively better than offered by designing optimal AGC regulators with structures 

in case study 1 

TABLE 6. 5 System response characteristics for non reheat thermal-hydro-gas power system 

S. No. System state variable Case study FPu (Hz) 

(-) 

PT (s) RT (s)×10-4 ST  (s) 

1 ∆F1 (Hz) 1 0.0078 0.70 2.809 12.65 
2 0.0045 0.65 8023 16.23 
3 0.0029 0.55 0.165 8.49 

2 ∆F2 (Hz) 1 0.0124 2.35 79 7.77 
2 0.0084 2.35 78 10.64 
3 0.0039 1.95 0.0692 8.21 

3 ∆F3  (Hz) 1 0.0073 1.20 47722 12.68 
2 0.0045 1.25 299398 15.97 
3 0.0021 1.20 299 8.73 

 

6.5.2 Non reheat thermal power system at 1% step load perturbation  

With various design of optimal AGC regulator as given in previous section, 

comparative analysis is now made to explore the optimal AGC of three area 

interconnected thermal power system performance under a 1% slp in each area. Design 

of optimal AGC regulators for three areas interconnected non-reheat thermal power 

system is accomplished by using various structures of cost weighting matrices as defined 

in Table 6.2. Performance of optimal AGC of three area interconnected thermal power 
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system has been schematized in-terms of optimal feedback gain, dynamic responses, 

eigen values, dynamic response and system response characteristics. To validate the 

effectiveness of optimal AGC regulator with structures of control and state cost 

weighting matrices, dynamic response of system for frequency and tie line power 

deviation is procured with 1% slp in each area as shown in Fig. 6.5(a-f). Critical 

examination of dynamic response plots reveals that dynamic responses of frequency and 

tie-line deviation for all the three case studies tend to settle down at zero steady state 

value for 1% slp in each area with less than 15 seconds of settling time. Comparison of 

magnitude of frequency deviation and tie-line deviation for all the three case studies 

clearly reveal that less time is taken to damp out oscillations with the optimal AGC 

regulator which are designed using case study 3 over the optimal AGC regulator which 

are designed using case study 1 and case study 2. The comparison of plots shows that 

system response offered by optimal AGC regulators which are designed with structures 

of cost weighting matrices based on scaling method in case study 3 are less affected by 

1% slp in each area as compared to optimal AGC regulators which are designed by using 

structures of cost weighting matrices described in case study 1 and case study 2. An 

analysis of optimal feedback gain matrix in Table 6.6 reveals that the design of weighting 

matrices in case study 3 shows an increase in feedback gains as compared to other case 

studies of optimal AGC of three area interconnected non-reheat thermal power system. 

Eigenvalues of closed loop system in Table 6.7 show that none of the eigenvalues lie in 

the right half of s plane for all the three case studies. So, the system is said to be stable 

for all the three case studies. It is observed that the Optimal AGC of case study 1 and 

case study 2 have five complex eigenvalues in comparison to three in case study 3. Also, 

considerable improvement has been seen in negative real parts of eigen value for case 
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study 3 (-28.2831) as compared to case study 2 (-17.8415) and case study 1 (-13.2923). 

Critical inspection of eigen values reveals that the optimal AGC in case study 3 has better 

stability, hence better stability margin as compared with other cases considered. 

Numerical values of dynamic responses in terms of system characterstics are depicted 

in Table 6.8. System characteristics reveals the magnitudes of settling time (ST), first 

peak undershoot (FPu), peak time (PT) and rise time (RT) for optimal AGC for three 

area non-reheat thermal interconnected power system. These system characterstics 

values are attained for frequency deviation in each area. For the 1% step load 

perturbation in three areas, Table 4.8 shows that the system characteristics settling time 

value for case study 1 is 6.48 seconds, 6.10 seconds and 6.31 seconds and for case study 

2 is 10.98 seconds, 10.98 seconds and 10.98 seconds in the area1, area2 and area3 

respectively is diminished to 2.81 seconds, 3.13 seconds and 3.63 seconds in the area1, 

area2 and area3 respectively when optimal AGC regulators are designed using the 

scaling method for the structures of cost weighting matrices  
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(e) 

 

(f) 

Fig. 6.5: Dynamic response of non-reheat thermal power system at 1% slp in each area (a) Frequency 

deviation of area-1 (b) Frequency deviation of area-2 (c) Frequency deviation of area-3 (d) Tie 

line power deviation between area-1 and area-2  (e) Tie line power deviation between area-2 and 

area-3 (f) Tie line power deviation between area-1 and area-3, Vs Time. 

 

Critical examination of Table 6.8 reveals that ST, FPu, PT and RT values for 

frequency deviation of each control area for optimal AGC regulators with the structure 

of cost weighting matrices in case study 3 are reduced appreciably as compared to 

optimal AGC regulators with the structure of cost weighting matrices in other two case 

studies. Therefore, it is concluded that the design of cost weighting matrices in case study 

0 5 10 15 20 25 30
-6

-4

-2

0

2
x 10

-4

Time (s)


 P

2
3
 (

p
.u

. 
M

W
)

 

 

Optimal AGC regulator design using Qm,R1

Optimal AGC regulator design using Q1,R1

Optimal AGC regulator design using Qs,Rs

0 5 10 15 20 25 30
-6

-4

-2

0

2
x 10

-4

Time (s)


 P

1
3
 (

p
.u

. 
M

W
)

 

 

Optimal AGC regulator design using Qm, R1

Optimal AGC regulator design using Q1, R1

Optimal AGC regulator design using Qs, Rs



 

115 
 

3, optimal AGC regulator design using scaling method for cost weighting matrices 

proposes improvement in system stability and dynamic performances as compared to 

other considered structures in case study 1 and case study 2. However, the magnitudes 

of settling time, rise time and peak time for Optimal AGC in case study 1 are reduced 

appreciably as compared to case study 2. 

6.5.3 Non reheat thermal-hydro-non reheat thermal power system at 1% step 

load perturbation  

Optimal AGC regulators of three areas interconnected thermal hydro thermal power 

system under the wake of 1% slp in each area are designed by considering various 

structures of cost weighting matrices which are defined in Table 6.2.  

TABLE 6. 6 Optimal feedback gain matrix K for non-reheat thermal power system 

C
a

se
 s

tu
d

y
 1

 

[-0.3820  -0.6005  -0.1488 0.0380  0.0371   0.0073 -0.0012 0.0291     0.0089     

-0.0142    0.1880 0.2022  -0.9951     0.0427  -0.0891 

 0.0062     0.0262     0.0073   -0.4004   -0.6282   -0.1539   0.0469   0.0370     

0.0063    -0.0736  -0.2050 -0.1314  -0.0500  -0.9954  0.0818  

0.0562     0.0482    0.0089   -0.0098    0.0178    0.0063    -0.3909   -0.6161    

-0.1512  0.3221  0.1319  -0.1902  0.0851  -0.0858  -0.9927] 

C
a

se
 s

tu
d

y
 2

 

[ -0.8538   -1.4884   -0.6691    0.0102    0.0161    0.0026    0.0102  0.0161    

0.0026 0.7732    0.7732    0.0000   -1.0000    0.0000    0.0000 

 0.0102    0.0161    0.0026   -0.8538   -1.4884   -0.6691  0.0102   0.0161    

0.0026     -0.7732    0.0000    0.7732    0.0000   -1.0000    0.0000 

0.0102    0.0161    0.0026    0.0102    0.0161    0.0026   -0.8538   -1.4884    

-0.6691    0.0000   -0.7732   -0.7732    0.0000   -0.0000   -1.0000 ] 

C
a

se
 s

tu
d

y
 3

 

[0.9339    1.4354    1.2376    -0.0222    -0.0122    0.0012  -0.0375  -0.0102   

0.0047  -0.6291   -0.5332   0.0959  -3.6596   0.0410   0.0924  

-0.0202    -0.0336  -0.0056     1.0354    1.5719    1.4042    -0.0476  -0.0323  

0.0000   0.8355    0.1651  -0.6704  -0.0363  -4.0493   0.0479 

-0.0320  -0.0559   -0.0101     -0.0441   -0.0563   -0.0079    1.1541   1.7250   

1.5878   0.0703    0.9785   0.9082  -0.0760  -0.0425  -4.4709 ] 
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It is assumed that three areas in optimal AGC of three area interconnected thermal 

hydro thermal power system are of identical capacity. Optimal feedback gain matrices, 

eigen values, dynamic responses and system response characteristics for various case 

studies are computed to examine performance and dynamic stability of system. 

TABLE 6. 7 Eigen values for non-reheat thermal power system 

 

TABLE 6. 8 System response characteristics for non-reheat thermal power system 

S. 

No. 

System state 

variable 
Case Study 

FPu (Hz) 

(-) 
PT (s) RT (s)×10-4 ST (s) 

1 ∆F1 (Hz) 

1 0.0131 0.90 0.0006 6.48 

2 0.0074 0.95 0.8942 10.98 

3 0.0041 0.85 0.0194×10-4 2.81 

2 ∆F2 (Hz) 

1 0.0131 0.95 0.0004 6.10 

2 0.0074 0.95 0.8942 10.98 

3 0.0038 0.85 0.0006×10-4 3.13 

3 ∆F3  (Hz) 

1 0.0131 0.95 3148 6.31 

2 0.0074 0.95 0.8942 10.98 

3 0.0035 0.85 0.0070 3.63 

 

  For various case study, comparison of dynamic responses of optimal AGC of 

power system which are obtained by using different structures of cost weighting matrices 

is shown in Fig. 6.6 (a-f). Inspection of plots reveals that dynamic responses of frequency 

Case study 1 Case study 2 Case study 3 

-13.2923 -17.8415 -28.2831 

-13.2853 -17.8387 -33.4356 

-13.2818 -17.8387 -30.7102 

-1.5374 ± 3.2723i -2.9581 ± 2.5082i -1.9172 ± 1.0322i 

-1.3663 ± 3.0858i -2.5181 ± 2.6312i -1.3821 ± 1.9345i 

-1.7840 ± 2.8660i -2.5181 ± 2.6312i -1.3677 +1.9192i 

-1.0259 + 0.3080i -0.3920 -1.3677 -1.9192i 

-1.0259 - 0.3080i -0.6853 + 0.0333i -3.7437 

-0.6354 + 0.1122i -0.6853 - 0.0333i -3.2220 

-0.6354 - 0.1124i -0.6853 + 0.0333i -0.7914 

-0.6924 -0.6853 - 0.0333i -0.7959 
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and tie-line deviation for all the three case studies tend to settle down at zero steady state 

value for 1% slp in each area. Comparison of magnitude of frequency deviation and tie-

line deviation for all the three case studies clearly reveal that less time is taken to damp 

out oscillations with the optimal AGC regulator which are designed using case study 3 

over the optimal AGC regulator which are designed using case study 1 and case study 2. 

Even if second area of power system is hydro power system, better system response is 

offered by optimal AGC regulators which are designed with structures of cost weighting 

matrices based on scaling method in case study 3 as compared to optimal AGC regulators 

which are designed by using structures of cost weighting matrices described in case study 

1 and case study 2. An analysis of optimal feedback gain matrix in Table 6.9 reveals that 

the design of weighting matrices in case-1 shows a decrease in feedback gains as 

compared to case study 2 and case study 3. System is stable for all the three case studies 

as none of the eigenvalues have positive real parts as shown in Table 6.10. It is apparent 

that Optimal AGC has negative real parts of eigen value for case study 3 (-34.1656) as 

compared to case study 2 (-17.8384) and case study 1 (-13.2886). It reveals that Optimal 

AGC regulator for thermal-hydro-thermal power system gives better stability in case 

study 1, hence better stability margin as compared with other case studies. It is evident 

from the Table 6.11 that system response characteristics value in terms of magnitudes of 

ST, FPu, PT and RT for Optimal AGC in case study 3 is reduced appreciably as compared 

to other cases. With the design of optimal AGC regulator based on scaling method of 

cost weighting matrices, settling time value of frequency deviation in each area is of 8.27 

seconds, 7.8 seconds and 8.73 seconds in case study 1 and 10.29 seconds, 8.79 seconds 

and 8.92 seconds in case study 2 of area1, area2 and area3 respectively is diminished to 

6.6 seconds, 4.98 seconds and 5.67 seconds in the area1, area2 and area3 respectively. 



 

118 
 

Though, system response characteristics offered by the design of weighting matrices 

based on case study 1 are appreciable better when compared to case study 2. Therefore, 

it is concluded that the design of optimal AGC regulators based on cost weighting 

matrices in case study 3 proposes improvement in system stability and dynamic 

performances as compared to other considered designs.  
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(c) 
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(f) 

Fig. 6.6: Dynamic response of non-reheat thermal power system at 1% slp in each area (a) Frequency 

deviation of area-1 (b) Frequency deviation of area-2 (c) Frequency deviation of area-3 (d) Tie 

line power deviation between area-1 and area-2  (e) Tie line power deviation between area-2 and 

area-3 (f) Tie line power deviation between area-1 and area-3, Vs Time. 

 

    

TABLE 6. 9 Optimal feedback gain matrix K for non-reheat thermal hydro non-

reheat thermal power system 

C
a

se
 s

tu
d

y
 1

 

 [ 0.4348   0.6693    0.1641   -0.5792   -0.6520    0.0983    0.9467    0.1002                               

0.1045       0.0242     2.3458     0.4507    -2.6800    -0.0695    0.0600    0.3005 

   0.1250   0.1289    0.0281   -1.3509   -1.1069    1.8170    2.0699    0.1845        

0.0928       0.0106     4.1607    -1.1989    -2.4405    -0.1682   -2.3830    0.5747 

   0.1337   0.1162    0.0242   -1.0716   -3.1894   -6.1724    3.5365    0.8291     

1.0822       0.2554     0.4404    -1.2437    -7.3772    1.6382    7.0585    0.7612] 

C
a

se
 s

tu
d

y
 2

 

[ 1.0304    1.6635    0.6963   -0.4097   -0.1383    1.0796    0.5563    0.0282     

0.0466        0.0093    3.2125    1.3324     -2.4854   -0.7830   -0.5856    0.2910 

  0.1937     0.1725    0.0265   -1.9119    -1.1350    4.0637    2.8906    0.0668   -

0.0605     -0.0160    6.1905  -1.1881    -2.5193   -0.5537   -4.9295    0.5838 

  0.1359    0.0732    0.0093   -0.7907   -3.4658   -8.0987    3.0961    1.4396     

2.0143       0.7502    -0.9810    -1.5155   -8.2119    2.9286   10.3901    0.7580] 

C
a

se
 s

tu
d

y
 3

 

[1.7780    2.4501    1.0111   -0.0594    0.9580    3.4942    -0.0293    0.0197    

0.1776      0.0185    5.0670     3.2241    -1.1908    1.2790   -1.7227    0.2338 

  0.2749    0.2254    0.0295   -2.3077    0.4589   11.1756    4.1802    0.0151      -

0.1721      -0.0181   10.6443  -3.2145    0.8392   -0.7371  -11.9377    2.0709 

  0.3807    0.1801    0.0185   -0.5841   -3.0833   -7.2920    1.6197    3.3265    

4.3556       2.1307   -0.8717    -3.5931  -10.7418    7.1129   13.4417    3.9569] 
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TABLE 6. 10 Eigen values for non-reheat thermal hydro non-reheat thermal power 

system 

 

 

 

 

 

 

 

 

TABLE 6. 11 System response characteristics for non-reheat thermal hydro  non-

reheat thermal power system 

S. 

No. 

System 

state 

variable 

Case 

study 
FPu (Hz) (-) PT (s) RT (s)×10-4 ST  (s) 

1 
∆F1 
(Hz) 

1 0.0082 0.70 57 8.27 

2 0.0049 0.70 36 10.29 

3 0.0032 0.60 13 6.6 

2 
∆F2 
(Hz) 

1 0.0075 2.65 7.63 7.80 

2 0.0054 2.65 4.53 8.79 

3 0.0027 2.10 1.16 4.98 

3 
∆F3  
(Hz) 

1 0.0083 0.85 55 8.73 

2 0.0065 1.15 32 8.92 

3 0.0027 0.85 12 5.67 

 

Case study 1 Case study 2 Case study 3 

-13.2886 -17.8384 -34.1656 

-13.3049 -17.8427 -20.7915 

-1.4032 ± 3.2289i 

 

-3.0827 ± 2.4988i 

 
-3.4864 ± 2.0318i 

-1.9230 ± 2.8161i 

 
-2.4136 ± 2.6859i 

-2.2050 ± 2.5787i 

 

-3.1169 -3.0828 -3.0913 

-0.5832 ±1.6114i 

 
-0.6928 ± 1.5469i 

-0.9183 ± 1.5895i 

 

-0.8158 ± 0.5580i 

 
-0.9891 ± 0.4712i -2.2502 

-1.0200 ± 0.4503i 

 

-0.7158 ± 0.3764i 

 

-1.0001 ± 0.3472i 

 

-0.7808 -0.7455 
-0.9313 ± 0.4322i 

 

-0.0385 -0.0599 -0.1170 
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6.6 Conclusion 

Designing and implementation of optimal AGC regulators has been carried out 

for three optimal AGC of interconnected multi source power systems with various 

structures of cost weighting matrices. First power system consists of non-reheat thermal-

hydro-gas interconnected power system, second power system consists of non-reheat 

thermal interconnected power system and third power system consists of non-reheat 

thermal-hydro- non-reheat thermal interconnected power system. Three different 

structures of cost weighting matrices have been inspected for the design of optimal AGC 

regulators. One of the novel approaches for design of cost weighting matrices is based 

on the scaling method. To validate the effectiveness of optimal AGC regulator with 

structures of control and state cost weighting matrices, dynamic response of system for 

frequency and tie line power deviation is procured with 1% slp in each area. Optimal 

feedback gain matrix, eigen values, dynamic response characteristics and dynamic 

responses are the assessment to examine the stability of power system. The investigation 

carried out reveal that optimal AGC regulator based on structures of control and state 

cost weighting matrices with scaling method offer remarkable improvement in dynamic 

stability as compared to other designed regulators. For all the three power system with 

different sources, appreciable favourable dynamic responses are accomplished with 

optimal AGC regulators based on structures of control and state cost weighting matrices 

by way of scaling method. Investigation of eigen values ensures the stability of power 

system with various structures of cost weighting matrices.  From the dynamic responses 

of optimal AGC of three area interconnected multi source power systems, it is concluded 

that that there is appreciable reduction in settling time, peak time, rise time and first peak 
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undershoot magnitude with implementation of optimal AGC regulators based on scaling 

method.  
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CHAPTER 7 

 

AGC OF THREE AREA INTERCONNECTED MULTI SOURCE 

POWER SYSTEMS WITH SUPERCONDUCTING MAGNETIC 

ENERGY STORAGE 

 

7.1 Introduction 

The uncertainty of available resources and desire to achieve minimal frequency 

and tie line power deviation with renewable sources in an interconnected power system 

developed the need of energy storage system. Energy storage system has the feature to 

provide and absorb power at the time of load disturbances. The ability of charging and 

discharging batteries depends on the type of energy storage system. Short comings of 

battery energy storage system like low discharge rate and high maintenance leads to the 

popularity of Super Conducting Magnetic Energy Storage System (SMES) as one of the 

efficient energy storage system. SMES has the capability of rapid response with high 

energy efficiency. It convert directly from one form to another and take less time for 

discharging and charging. Since the evolution of SMES in 1970, it attains considerable 

attention for application in power system to achieve effective system performance and 

response at load disturbances. Its application includes stability improvement, fast 

spinning reserve, sub synchronous damping, load leveling, active and reactive power 

control. SMES unit converts ac to dc power conversion for superconducting coil. SMES 

unit consists of a coil under cryogenic temperature, star-delta 3 phase transformer and 

power conditioning system.  

The detail SMES unit configuration is shown in Fig.7.1. 
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Fig.7. 1: SMES unit configuration 

Advancement in power electronics and superconducting technologies have pushed 

SMES to be used as one of the promising energy storage system to be power system.  

7.2 Modeling of superconducting magnetic energy storage system 

SMES has high power density, smaller size and reduced weight. Superconducting coil 

is the heart of SMES unit. Designing of coil depends on many factors such as 

energy/mass ratio parameter, forces, fields etc. and these coils are in the form of solenoid 

which is simple and cost effective as compared to toroid. Coil inductance, maximum 

voltage and maximum current value play major role in deciding the rating of maximum 

energy drawn by SMES. Losses in SMES are mainly due to the refrigeration required 

for its maintenance below critical temperature.  Low temperature superconducting coil 

are placed in helium vessel and stores dc magnetic field. Power conditioning system in 

SMES unit consists of 12 pulse bridge converter. In SMES unit operation, charging, 

discharging or dynamic stability at disturbances is stabilized by inductor voltage. During 
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normal operation, power conditioning system provides dc voltage as Eds across the 

inductor. After the inductor current (Ids) reached its rated value, the superconducting coil 

maintains its value by adjusting the inductor voltage and unit is ready to connect in 

power system. The coil gets charge to normal current during charging mode and 

provides high current. Transformer and converter losses are neglected. By controlling 

firing angles (αs) of converter, dc voltage across inductor (Eds) can be varied in wide 

range. The relation of firing angle of converter and inductor voltage can be given as 

follows:- 

Eds =  2Eds0cosαs − 2IdsRDs                                    (7.1) 

Where RDs is equivalent commutating resistance (kΩ).  

Stored energy of inductor (Wsm) at any instant is given as:- 

Wsm = LIds
2 2⁄                      (7.2) 

Area Control Error (ACE) is considered as a control signal in each area of 

interconnected power system. With deviation in control signal, dynamic stability of  

AGC of interconnected power system is more stabilized with SMES unit at load 

disturbances. This deviation in dc voltage is repeatedly controlled by converter. Also, 

value of inductor current deviation is applied as negative feedback signal in SMES unit 

to restore its value after disturbances. The block diagram of SMES unit with negative 

current feedback is displayed in Fig.7.2 . 

So, voltage deviation across inductor can be given as:-  

∆Eds(s) = (1 (1 + sTdcs))⁄ (Ks0ACE(s) − KIds∆Ids(s))                      (7.3) 
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Fig.7. 2: Block diagram representation of SMES unit 

   Also, the general equation of current deviation across inductor can be given as :-  

∆Ids(s) = ∆Eds(s) sL⁄                             (7.4) 

Where ∆Eds and ∆Ids are incremental change in converter voltage (kV) and 

inductor current (kA), Tdcs is converter time delay (s), Kso is the gain of the control loop 

(kV/unit ACE), L is the coil inductance (H), Idso (kA) and Edso (kV) are inductor current 

and voltage value before disturbances, KIds is the gain corresponding to negative current 

feedback (kV/kA).  

Power flow in the superconducting coil at any instant can be given as:- 

PSM =  EdsIds                     (7.5) 

Initial power flow (PSM) into the inductor coil without disturbance is expressed as: 

PSM0 =  Eds0Ids0                              (7.6) 

Power flow deviation in the superconducting coil after disturbances can be given as:- 
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∆PSM = (Eds0 + ∆Eds)(Ids0+∆Ids)                 (7.7) 

So, power flow deviation is expressed as:- 

∆PSM = (∆Eds(Ids0 + ∆Ids)) + Eds0 ∗ (Ids0 + ∆Ids)                   (7.8) 

As in the storage mode Eds0 = 0, so it’s neglected and power flow deviation is 

stated in per unit of rated power as:- 

∆PSM = ∆Eds ∗ (Ids0+∆Ids) Prated⁄                  (7.9) 

In superconducting coil, inductor value is assumed as 2.65H & inductor current 

is assumed as 4.5kA [122, 242, 256]. So, energy stored of inductor is calculated by 

applying equation no. 7.2 and can be given as:- 

Wsm = 2.65 × 4.52 2⁄                            (7.10) 

The considered value of stored energy in inductor is 30MJ or its equivalent to 

8.4 kWh. A small size of SMES (10MW/30 MJ) with high rate of repetitive field 

changes are connected in each area of power system under investigation. 

7.3 Power system under investigation 

The role of AGC is to operate the successful operation of power system.  AGC control 

active power by using governor system. At sudden load changes, AGC of interconnected 

power system with artificial intelligent based controllers reduces its effect. But this 

approach does not give satisfactory result for multi area multi source power system.  

Especially in case of renewable sources likes hydro power system which took 

comparable more time to settle stability in dynamic responses at load disturbances in 

multi area. Different cases of three area multi source power system are categorized in 
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Table 7.1. Each control area of equal rating of 2000MW is considered in AGC of 

interconnected three area multi source power system. Transfer function model of three 

area multi source power system which are studied as given in Fig. (7.3-7.5). Modeling 

of individual control area of power system is already explained in chapter 3.  

State space representation of three area of multi source power system is given as: 

State space model: 

 X. = A x + B U + ΓPD                                   (7.11) 

Y = Cx                                              (7.12) 

Where X., U, PD and Y are the state, control, disturbance and system output 

vectors, respectively. A, B, C and Γ are real constant matrices of compatible dimensions. 

Specific parameters for each control area of multi source power system is given in 

Appendix B. 

Linear state space model for three cases of power system is obtained by defining 

the vectors x, u and p for each and can be given as: 

For case-1 of power system (Non-reheat thermal, hydro and gas power system) 

State vector 

[x]T= [∆F1 ∆PG1 ∆XE1 ∆F2 ∆PG2 ∆Xh ∆XRH ∆F3 ∆PG3 ∆PFC ∆VP ∆Xg ∆Ptie12 ∆Ptie13 

∆Ptie23 ∫ACE1 ∫ACE2 ∫ACE3]                                     (7.13) 

Control vector 

[U]T=[∆Pc1 ∆Pc2 ∆Pc3 ]                                              (7.14) 

Disturbance vector 
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[∆Pd]
T=[∆Pd1 ∆Pd2 ∆Pd3 ]                           (7.15) 

The control signal will be of the form: 

Pci (t) = - ICi   (ACEi) dt                   (7.16) 

ACEi =bi Fi(t) +∑ Ptie ij(t)                (7.17) 

Ptie ij(t) = Tij [Fi(t) - Fj(t)]                               (7.18) 

Where j =1 to 3, j ≠ i                               (7.19) 

 

TABLE 7. 1 Different cases of three area multi source power system with SMES 

Cases Types of Power system 

1.  Non-reheat thermal, hydro and gas power system 

2.  Non-reheat thermal power system only 

3.  Non-reheat thermal, hydro and Non-reheat thermal power system 

 

 

Fig.7. 3: Transfer function block diagram of three area non-reheat thermal-hydro-gas power system 

  model with SMES 
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Fig.7. 4: Transfer function block diagram of three area non-reheat thermal power system model 

 

 

 

Fig.7. 5: Transfer function block diagram of three area non-reheat thermal-hydro- non-reheat thermal 

 power system model 
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7.4 Optimization problem 

Various bio-inspired optimization techniques like PSO and GA is applied to optimize 

IC of AGC of interconnected three area multi source power with or without SMES. 

Integral Controller (IC) is applied in each area of interconnected multi source power 

system with or without SMES. ACE is considered as the control signal and is used to 

formulate objective function of power system. ISE reduces large error and therefore, it 

is considered as the performance index of power system. Performance index value  (PIv) 

of three area power system is expresses in equation no. . 

(PIv) = ∑ ∫ ACEi
2 dt3

i=1                                                                                           (7.20) 

The simulation time of 50s is considered for PIv of all the IC.  

7.5 Simulation results and discussions 

7.5.1 Non-reheat thermal-hydro-gas power system at 1% step load perturbation 

Three area non-reheat thermal, hydro and gas interconnected power system is simulated 

by including and excluding SMES unit at 1% step load perturbation (slp) in each area.  

Parameters of various bio inspired tuned IC for power system with or without SMES 

which are designed to minimize objective function by using Eqn. 7.20 is given in Table 

7.2. It is apparent from Table 7.2 that PSO tuned IC power system with SMES 

(PIv=0.39×10-3) is superior in terms of PIv to GA tuned IC power system with SMES 

(PIv=0.57×10-3)  and PSO tuned IC power system without SMES (PIv=54×10-3). The 

enhancement in dynamic responses of non-reheat thermal, hydro and gas interconnected 

power system with SMES as compared to power system without SMES is evident from 

Fig. 7.3 (a-f) in terms of modes as settling time (ST), first peak undershoot (FPu), first 
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peak time (FPt). This clearly reveals that application of SMES in power system certainly 

helps the power system to achieve AGC objectives. Comparative analysis of usage of 

different bio-inspired artificial techniques like PSO and GA for designing of IC for AGC 

of interconnected multi area multi source power system has been done in Table 7.2. 

Critical examination of analysis shows that PSO tuned IC power system with SMES 

intervene better results in terms of PIv, dynamic responses and its performance measures 

with respect to different modes as ST, FPu and FPt.  

TABLE 7. 2 Comparative analysis of different bio-inspired artificial technique for tuning AGC 

of interconnected thermal-hydro-gas power system including and excluding SMES 

Modes PSO 

Tuned 

AGC 

with 

SMES 

GA 

Tuned 

AGC 

with 

SMES 

PSO 

Tuned 

AGC 

without 

SMES 

S
T

 (
s)

 

∆F1 30 46 71 

∆F2 41.7 44 62 

∆F3 30 46 60 

∆P12 46 46 73 

∆P23 46 58 74 

∆P13 5.9 27 37 

F
P

u
 ×

1
0

-3
 (

H
z)

 

(-
) 

∆F1 5 5.1 37 

∆F2 5.6 5.7 78 

∆F3 5.3 5.3 42 

∆P12 0.7 0.7 10.2 

∆P23 0.7 0.8 9 

∆P13 0.2 0.5 1.9 

F
P

t 
(s

) 

∆F1 0.2 0.2 2.6 

∆F2 0.5 0.6 1.6 

∆F3 0.2 0.2 1.1 

∆P12 1.8 10.3 2.6 

∆P23 2.5 2.5 2.7 

∆P13 1.2 2.7 1.9 

P
Iv

 ×
 

0
.0

0
0
1
 

0.39 0.57 54 

IC
 

p
a

ra
m

et
er

s 
IC

1
 

17 0.9 0.4 

IC
2

 

15.5 12 0.3 

IC
3

 

8.8 11 0.1 
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Comparative performance evaluation shows that PIv for PSO tuned IC power 

system with SMES as 31.5% and 99.2% times better than GA tuned IC power system 

with SMES and PSO tuned IC power system without SMES as shown in Table 7.3. 

Therefore, comparison of percentage improvement of frequency and tie-line deviation 

assists the criterion for judgment of betterment of proposed approach of PSO tuned IC 

power system with SMES than other considered bio-inspired artificial technique.  
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 (c) 

 

(d) 
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(f) 

Fig.7. 6: Dynamic response of non-reheat thermal, hydro and gas power system with and without SMES 

at 1% slp in each area (a) Frequency deviation of area-1 (b) Frequency deviation of area-2 (c) 

Frequency deviation of area-3 (d) Tie line power deviation between area-1 and area-2  (e) Tie 

line power deviation between area-2 and area-3 (f) Tie line power deviation between area-1 and 

area-3 , Vs Time. 

 

TABLE 7. 3 Comparative performance evaluation of thermal-hydro-gas power system at 1% slp 

in each area 

Modes 

PSO 

Tune 

AGC 

without 

SMES 

GA 

Tune 

AGC 

with 

SMES 

PSO 

Tune 

AGC 

with 

SMES 

S
T

 (
s)

 

∆F1 71 46 30 

∆F2 62 44 41.7 

∆F3 60 46 30 

∆P12 73 46 46 

∆P23 74 58 46 

∆P13 37 27 5.9 

%
 I

m
p

ro
v

em
en

t 

in
 t

er
m

s 
o

f 
S

T
 

∆F1 57.7 35 

 

∆F2 33.8 7 

∆F3 50 35 

∆P12 37 0 

∆P23 38 21 

∆P13 84 78 

P
Iv

 

ISE 99.2 31.5 
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Percentage improvement frequency deviation of control area-1 and area-3 for 

PSO tuned IC power system with SMES is 35% and more than 50% better than GA tuned 

IC power system with SMES and PSO tuned IC power system without SMES. To 

manifest the potential of PSO tuned IC of AGC of interconnected multi area multi source 

power system with SMES, the study is further extended to analyze the effect of 1% slp 

in different areas of interconnected multi source power system as shown in Fig. 7.7 (a-f) 

and Table 7.4. 

TABLE 7. 4 Comparative Study of AGC strategy of multi area non-reheat thermal-hydro-gas 

power system incorporating SMES at 1% step load perturbation at different control 

areas  

1% slp at Area1 Area2 Area3 Area all 

S
T

 (
s)

 

∆F1 3.42 47 4.78 30 

∆F2 3.24 42.73 4.72 41.7 

∆F3 3.36 47.1 5.13 30 

∆P12 3.24 47.07 48.1 46 

∆P23 48 47.09 6.43 46 

∆P13 3.3 37 5.87 5.9 

F
P

u
 ×

1
0

-3
 (

H
z)

 (
-)

 ∆F1 4.8 1.7 0.89 5 

∆F2 0.68 5 0.99 5.6 

∆F3 0.65 1.6 4.9 5.3 

∆P12 0.23 0.7 0.01 0.72 

∆P23 0.006 0.69 0.34 0.35 

∆P13 0.23 0.005 0.35 0.27 

F
P

t 
(s

) 

∆F1 0.15 2.09 0.88 0.21 

∆F2 0.65 0.22 0.88 0.51 

∆F3 0.65 1.87 0.21 0.21 

∆P12 0.51 2.23 1.9 1.87 

∆P23 1.69 2.23 0.88 2.55 

∆P13 0.51 3.93 0.88 1.24 

P
Iv

 ×
 0

.0
0

0
1

 

ISE 0.18 3.3 0.34 3.9 
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Dynamic responses in terms of frequency and tie-line deviation for PSO tuned IC 

power system with SMES at 1% slp in different control areas are shown in Fig. 7.7(a-f). 

Critical examination of  Table 7.4 reveals that performance measures with respect to ST, 

FPu and FPt and PIv is remarkably better when 1% slp in area 1 (thermal) or area 3 (gas) 

as  compared to disturbance in area 2 (hydro) and area-all. This is due to the participation 

of hydro sources in multi-source power system which destroys the system response as 

compared to thermal and gas sources. The sluggishness effect of hydro is highly 

suppressed by the application of SMES in AGC strategy as compared to without SMES 

system. During disturbance in hydro sources for case2 and case4, numerical values of 

frequency and tie-line deviation in terms of ST are better in case of slp in all area as 

compared to slp in only hydro source.    
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(b) 
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(e) 

 

(f) 

Fig.7. 7: Dynamic response of non-reheat thermal, hydro and gas power system with SMES at 1% slp in 

different areas (a) Frequency deviation of area-1 (b) Frequency deviation of area-2 (c) Frequency 

deviation of area-3 (d) Tie line power deviation between area-1 and area-2  (e) Tie line power 

deviation between area-2 and area-3 (f) Tie line power deviation between area-1 and area-3 , Vs 

Time. 

 

 

7.5.2 Non-reheat thermal power system at 1% step load perturbation 

Dynamic response of PSO tuned IC of AGC of three area non-reheat thermal 

interconnected power system with SMES is simulated at 1% slp in different area is 

demonstrated in Fig. 7.8(a-f). Three parameters of IC for power system with SMES are 

0 10 20 30 40 50
-1

-0.5

0

0.5

1
x 10

-3

Time (s)


 P

2
3
 (

in
 p

.u
. 
M

W
)

 

 

1% slp in area-1

1% slp in area-2

1% slp in area-3

1% slp in area-all

0 10 20 30 40 50
-4

-2

0

2
x 10

-4

Time (s)


 P

1
3
 (

p
.u

. 
M

W
)

 

 

1% slp in area-1

1% slp in area-2

1% slp in area-3

1% slp in area-all



 

141 
 

designed to minimize objective function as given in Table 7.7. Critical examination of 

Fig.7.8(d) reveals that tie-line power deviation of area 1 and area 2 exhibits less 

oscillation, less FPu and more FPt when 1% slp is considered in area 3.  

TABLE 7. 5 Comparative study of AGC strategy of multi area non-reheat thermal power system 

incorporating SMES at 1% step load perturbation at different control areas  

1% slp at Area1 Area2 Area3 Area all 

S
T

 (
s)

 

∆F1 3.43 4.3 3.5 3.89 

∆F2 3.33 3.47 3.66 3.37 

∆F3 3.33 3.41 2.81 2.43 

∆P12 3.33 3.51 6.09 5.06 

∆P23 5.69 3.45 4.08 4.49 

∆P13 3.33 5.91 4.11 3.8 

F
P

u
 ×

1
0

-3
 (

H
z)

 (
-)

 ∆F1 4.8 0.68 0.74 5 

∆F2 0.63 4.8 0.74 5 

∆F3 0.63 0.65 4.8 5 

∆P12 0.23 0.23 0.0007 0.1 

∆P23 0.0001 0.23 0.27 0.1 

∆P13 0.23 0.002 0.27 0.2 

F
P

t 
(s

) 

∆F1 0.15 0.66 0.66 0.21 

∆F2 0.66 0.15 0.66 0.21 

∆F3 0.66 0.66 0.15 0.21 

∆P12 0.51 0.51 1.81 1.22 

∆P23 2.03 0.66 0.66 1.34 

∆P13 0.51 1.81 0.66 1.22 

P
Iv

 ×
 0

.0
0

0
1

 

ISE 0.18 0.18 0.2 0.5 

 

Similar behavior can be seen in case of tie-line power deviation of area 2 and area 

3 and tie-line power deviation of area 1 and area 3 in Fig. 7.8(e-f). It is apparent from 

Table 7.5 that PIv of power system at 1% slp in all area (PIv=0.5×10-5) is inferior to1% 

slp in any of the control area. It is observed from Fig. 7.8 (a) that value of FPu is more 

and FPt is less in case of frequency deviation of area 1 when 1 % slp in area 1 as 
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compared to other areas. Corresponding trends of frequency deviation of area 2 and 

frequency deviation of area 3 can be seen in Fig. 7.8 (b-c).  
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(c) 

 

(d) 
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(f) 

Fig.7. 8: Dynamic responses of non-reheat thermal power system with SMES at 1% slp in different 

control areas (a) Frequency deviation of area-1 (b) Frequency deviation of area-2 (c) Frequency 

deviation of area-3 (d) Tie line power deviation between area-1 and area-2  (e) Tie line power 

deviation between area-2 and area-3 (f) Tie line power deviation between area-1 and area-3, Vs 

Time. 

 

7.5.3 Non-reheat thermal -hydro-non-reheat thermal power system at 1% step 

load perturbation 

Three area non-reheat thermal, hydro and non-reheat thermal interconnected 

power system including SMES is simulated at 1% slp in different areas. Three parameters 

of IC for power system with SMES are designed to minimize objective function is given 

in Table 7.7. Dynamic responses in terms of frequency and tie-line deviation for PSO 

tuned IC power system with SMES at 1% slp in different control areas are shown in Fig. 

7.9(a-f). Critical examination of  Table 7.6 reveals that performance measures with 

respect to ST, FPu and FPt and PIv is remarkably better when 1% slp in area 1 or area 3  

(thermal) as  compared to disturbance in area 2 (hydro) and area all. This is due to the 

participation of hydro sources in multi-source power system which has the characteristics 

of non-minimum phase. 
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TABLE 7. 6 Compartive study of AGC strategy of multi area non-reheat thermal hydro non-

reheat thermal power system incorporating SMES at 1% step load perturbation at 

different control areas 

 

1% slp at Area1 Area2 Area3 Area all 

S
T

 (
s)

 

∆F1 3.41 47.08 5.76 32.93 

∆F2 3.33 42.83 5.13 32.16 

∆F3 3.38 47.09 4.34 32.87 

∆P12 3.22 47.07 41.41 42.78 

∆P23 39.06 47.07 4.73 42.9 

∆P13 3.31 17.35 5.23 3.95 

F
P

u
 ×

1
0

-3
 (

H
z)

 (
-)

 ∆F1 4.8 1.7 0.84 5 

∆F2 0.68 5 0.91 5.6 

∆F3 0.64 1.7 4.8 5.1 

∆P12 0.23 0.7 0.018 0.72 

∆P23 0.008 0.69 0.31 0.67 

∆P13 0.23 0.002 0.31 0.17 

F
P

t 
(s

) 

∆F1 0.15 2.24 0.86 0.21 

∆F2 0.65 0.21 1.04 0.5 

∆F3 0.65 2.11 0.15 0.21 

∆P12 0.5 2.11 2.11 1.86 

∆P23 1.68 2.24 0.86 2.36 

∆P13 0.5 2.11 0.86 1.23 

P
Iv

 ×
 0

.0
0

0
1

 

ISE 0.18 3.31 0.28 3.81 
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(b) 

 

 

(c) 
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(e) 

 

(f) 

Fig.7. 9: Dynamic responses of non-reheat thermal, hydro and non-reheat thermal power system with 

SMES at 1% slp in different control areas (a) Frequency deviation of area-1 (b) Frequency 

deviation of area-2 (c) Frequency deviation of area-3 (d) Tie line power deviation between area-

1 and area-2  (e) Tie line power deviation between area-2 and area-3 (f) Tie line power deviation 

between area-1 and area-3, Vs Time. 

 

The sluggishness effect of hydro is considerably suppressed when 1% slp is 

applied in all area.  Critical examination of Fig.7.9 (d) reveals that tie-line power 

deviation of area 1 and area 2 exhibits less oscillation, less FPu and more FPt and ST 

when 1% slp is considered in area 3. Similar conduct can be seen in case of tie-line 

power deviation of area 2 and area 3 and tie-line power deviation of area 1 and area 3 

in Fig. 7.9(e-f). It is evident from Table 7.6 that PIv of power system at 1% slp in all 
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area (PIv=3.81×10-5) is inferior to1% slp in any of the control area. It is observed from 

Fig. 7.9 (a) that value of FPu is comparatively more and FPt and ST are  comparatively 

less in case of frequency deviation of area 1 when 1 % slp in area 1 as compared to other 

areas. Corresponding trends of frequency deviation of area 2 and frequency deviation 

of area 3 with respect to area2 and area3 can be seen in Fig. 7.9 (b-c). In interconnected 

power system, it has been notice that effect of 1% slp in all area gives better system 

response in terms of ST and FPu as compared to 1% slp in area 2 (hydro).  

 

7.5.4 Comparison of AGC of three area interconnected multi source power 

system with SMES 

Comparison of dynamic responses in terms of frequency deviation for three cases 

of interconnected multi area multi source power system including SMES at 1% slp in all 

control areas is shown in Fig. 7.10. 

TABLE 7. 7 Parameter values for power system at 1% slp 

 

IC K1C1 KIC2 KIC3 

C
a

se
-1

 Area-1 15.5 0.75 1 

Area-2 12 15.5 8.8 

Area-3 12 1.6 8.3 

Area all 17 15.5 8.8 

C
a

se
-2

 Area-1 15.5 5.5 5 

Area-2 20 14.5 8.8 

Area-3 18.15 15.12 8.8 

Area all 20 13.5 8.8 

C
a

se
-3

 Area-1 15.51 0.12 8.8 

Area-2 20 15.5 8.8 

Area-3 20 0.16 5 

Area all 18.15 18 8.8 



 

149 
 

  

(a) 

 

(b) 

 

(c) 

Fig.7. 10: Comparison of dynamic responses of power systems with SMES under investigation at 1% slp 

in each control area (a) Frequency deviation of area-1 (b) Frequency deviation of area-2 (c) 

Frequency deviation of area-3, Vs Time. 
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. Three parameters of IC for each power system with SMES are designed to 

minimize objective function are given in Table 7.7. It has been detected that FPu and ST 

of dynamic responses for case 2 is quite less as compared to other two cases. the 

sluggishness of responses is due to the effect of hydro sources. 

7.6 Conclusion 

In this Chapter, PSO tuned IC is proposed for AGC of interconnected multi area 

multi source power system with SMES. To portray potential benefits of proposed 

approach to non-reheat thermal, hydro and gas interconnected multi area power system, 

comparative performance of different bio-inspired artificial technique has been done. 

Percentage improvement of frequency and tie-line deviation responses in terms of ST 

and PIv  assists the criterion for judgment of betterment of proposed approach of PSO 

tuned IC power system with SMES than PSO tuned IC without SMES and GA tuned IC 

power system with SMES. This clearly reveals that application of SMES in power system 

certainly helps the power system to achieve AGC objectives. The proposed approach is 

extended to three area non-reheat thermal interconnected power system with SMES and 

three area non-reheat thermal, hydro and non-reheat thermal interconnected power 

system with SMES. Moreover, effect of 1% slp in different control areas is studied in 

three cases of power systems. Significant improvement in the dynamic responses of 

power system has been observed in case of thermal and gas power sources. Degradation 

of system due to the presence of hydro sources in interconnected multi source power 

system is noticeably reduced by considering 1% slp in all area as compared to 1% slp in 

individually areas.  
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CHAPTER 8 

AGC OF THREE AREA INTERCONNECTED MULTI SOURCE  

POWER SYSTEMS WITH BATTERY ENERGY STORAGE 

SYSTEM 

 

8.1 Introduction 

The uncertainty of available resources and desire to achieve minimal frequency 

and tie line power deviation developed the need of energy storage system in power 

system. Features of good energy storage system are to provide and absorb power at the 

time of load disturbances and have ability to charge and discharge in short span. The 

power system comprises of large number of generators interconnected by network of 

transmission lines which provide power to the consumers at rated voltage and frequency. 

Generally, the interconnected power system contains thermal and hydro power 

generation as a research. Deviation in frequency occurs due to real power dispatch 

among generator and load, while the cause of voltage variations is reactive power 

imbalance in the power system. According to the definition of AGC, active power 

balance is achieved by controlling power generation. The characteristics of governors, 

and its effect on tie line power and frequency are considered for electric power system. 

Further, AGC of two area hydro thermal interconnected power system incorporating 

various controllers were elucidated. If a real power mismatch, frequency and tie line 

power exchanges between interconnected power systems are significant variables. A 

single variable called Area control Error (ACE) weighs these variables together. 



 

152 
 

Additionally, the impact of including load generation participation factors for AGC of 

two area multi source power system was analyzed. Some important aspects of multi 

source as thermal, hydro and gas interconnected power system were considered for 

single or maximum two areas. Due to shortage of resources, it is difficult to combine 

multi source in one area. So, in a realistic power system there is a need to consider 

different sources as an individual area which is further interconnected to make a power 

system. BESS creates interest in utilities and transmission system operators. Incremental 

block diagram of a BESS was operated to the two area thermal power system . Previous 

study shows that few studies has been devoted to the AGC of interconnected three area 

thermal- gas-hydro power system with BESS. 

In this chapter effect of BESS on AGC of multi source interconnected power 

generation is analyzed. Hence, it is seen that BESS in multi source generation system 

improves performance of the system and reduces overshoots of dynamic frequency 

deviation under load disturbances. 

8.2 Modelling of battery energy storage system   

BESS is composed of three phase supply, converter, battery and control scheme 

as shown in Fig. 8.1. Role of 12-pulse bridge converter is to convert ac to dc during 

charging mode and dc to ac during discharging mode. The ideal no-load maximum dc 

voltage (Ed0) of the converter is considered as Eqn. (8.1). 

 

Ed0 =  
6√6

π
Etn                                (8.1) 
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Fig.8. 1: A schematic description of a BESS plant 

Where, Etn is the line to neutral r.m.s voltage. The terminal voltage of battery (Ebt) is 

attained from, 

Ebt = Ed0 cos ∝0 − Rc IBESS                  (8.2) 

 Ebt =
3√6

π
Etn(cos ∝10

+ cos ∝20
) −

6

π
Xc0 IBESS                                  (8.3) 

Where, ∝𝑘0
 is firing angle of k converter, IBESS is the dc current flowing into battery, 

Xc0 is commutating resistance. 

The equivalent circuit of BESS consisting of converter and battery is shown in 

Fig.8.2. The expression for d.c. current flowing into the battery can be specified as 

follows:- 

IBESS = 
Ebt−Eb0c−Ebl

rbt+rbs
                                  (8.4) 

Eb0c = 
rbp

1+srbpcbp
 IBESS                  (8.5) 

Ebl = 
rbl

1+srblcbl
 IBESS                  (8.6) 
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Suppose Tbp = rbp cbp and Tbl = rbl cbl and used in incremental BESS model. 

Where, Ebl and Eb0c is overvoltage and open-circuit value of battery, rbt , rbs , rbp and rbl  

are connecting, standard internal, self-discharge and overvoltage resistance and cbc , cbp 

and cbl are overvoltage, battery and overvoltage capacitance. 

Power engaged by BESS with respect to converter circuit analysis is written as, 

 

PBESS = 3
π⁄ √6 EtnIBESS(cos ∝10

+ cos ∝20
)                           (8.7) 

QBESS = 3
π⁄   √6 EtnIBESS(sin ∝10

+ sin ∝20
)                              (8.8) 

In present study of AGC only active power modulation control strategy is represented 

as:- 

∝10
= −∝20

=∝0                                 (8.9) 

Then, 

PBESS = 6
π⁄    √6 EtnIBESScos ∝0                           (8.10) 

By substituting no load dc voltage in equation no. , active power can be written as:- 

PBESS = Ed0IBESScos ∝0                                   (8.11) 

QBESS = 0                                 (8.12) 

Let us assume d.c. voltage without overlap as Ec0 and expression can be given as:- 

 Ec0 = Ed0 cos ∝0                                 (8.13) 

So, active power in AGC is written as:- 



 

155 
 

PBESS = Ec0IBESS                                  (8.14) 

Linearizing the above equation, we get the incremental BESS power as, 

∆PBESS = Ec0°∆IBESS + IBESS°∆Ec0                        (8.15) 

The incremental block diagram of BESS is represented as Fig. 8.3. 

 

Fig.8. 2: Equivalent circuit diagram of BESS 

By adjusting the firing angle for AGC with BESS, d.c. voltage without overlap 

works in constant power mode, which are further separated into voltage deviation and 

responded voltage after system disturbances as follows:- 

∆Ec0=∆Ep + ∆Ed                            (8.16) 

Now,  

∆PBESS = Ec0°∆IBESS + IBESS°∆Ep + IBESS°∆Ed                 (8.17) 

For smooth functioning of AGC with BESS we assume  

Ec0°∆IBESS + IBESS°∆Ep = 0                              (8.18) 

So,  
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∆Ep = −Ec0°(∆IBESS IBESS°⁄ )                                 (8.19) 

By substituting the value of dc voltage without overlap in above equation, we get voltage 

deviation as follows:-  

∆Ep = −Ed0cos ∝ °(∆IBESS IBESS°⁄ )                             (8.20) 

Therefore, we get power deviation as:- 

∆PBESS = IBESS°∆Ed                                   (8.21) 

     Thus to provide a damping effect in AGC of interconnected power systems 

incorporating BESS with input signal to BESS is the deviation of ACE in each area. 

Thus, voltage deviation in each control area of interconnected power system with BESS 

can be given as:- 

∆Ed = (KBESS (1 + s TBESS))⁄  ∆ACE                            (8.22) 

 

 

Fig.8. 3: The incremental block diagram of BESS 
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During peak load period, energy is provided by BESS during discharging mode. 

At discharging mode, BESS operates at (𝛽°=𝜋 −∝0) as an ignition angle for the 

converter.  

 

8.3 Power system under investigation 

BESS provides fast active power compensation and manage sudden demand of 

power requirement in load, thus effectively dampening the frequency oscillations due 

to large disturbances in load. In this chapter effect of BESS in AGC of interconnected 

multi area multi source power system is explored at load disturbances in different areas. 

Its dynamic responses in terms of deviation of frequency and tie-lie power are 

considered for comparative analysis of AGC strategy. In this chapter, effect of load 

disturbances in different areas has been studied for four different cases of power system 

incorporating BESS. These four cases have various sources in three area interconnected 

power system as defined in Table 8.1. Parameter values considered in interconnected 

power system are given in Appendix B. 

TABLE 8. 1 Different cases of three area interconnected multi source power system with BESS 

Cases Types of Power system 

1.  Reheat thermal, gas and hydro power system 

2.  Non-reheat thermal, hydro and gas power system 

3.  Non-reheat thermal interconnected power system 

4.  
Non-reheat thermal, hydro and non-reheat thermal power 

system 



 

158 
 

 

Fig.8. 4: Transfer fuction block diagram of three area reheat thermal-gas-hydro power system with BESS. 

 

 

 

Fig.8. 5: Transfer fuction block diagram of three area non-reheat thermal-hydro-gas power system with 

BESS. 
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Fig.8. 6: Transfer fuction block diagram of three area non-reheat thermal power system  with 

BESS. 

 

8.4 Optimization problem 

       Integral controller is applied in each area of interconnected multi source power 

system with or without BESS. ACE is considered as the control signal and is used to 

formulate objective function of power system. ISE reduces large error and therefore, it 

is considered as the performance index of power system. Performance index value of 

three area power system is expressed in equation no.8.23 . 

PIV = ∑ ∫ ACEi
2 dt3

i=1   (8.23) 

The simulation time of 50s is considered for PIv of all the IC. Bio-inspired optimization 

technique PSO is applied to optimize IC of AGC of interconnected three area multi 

source power with or without BESS.  
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Fig.8. 7: Transfer fuction block diagram of three area non-reheat thermal-hydro-non-reheat thermal power 

system with BESS 

 

 

8.5 Simulation results and discussions  

8.5.1 Reheat thermal-hydro-gas power system at 1% step load perturbation 

AGC of three area interconnected reheat thermal, gas and hydro power system is 

simulated by including and excluding BESS at 1% slp in each area. PSO tuned IC for 

power system with or without BESS are aimed to minimize objective function. 
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(b) 

 

(c ) 

Fig.8. 8: Dynamic response of reheat thermal, hydro and gas power system with BESS at 1% slp in each 

area (a) Frequency deviation of area-1 (b) Frequency deviation of area-2 (c) Frequency deviation 

of area-3, Vs Time. 

 

 

Comparison of frequency deviation of each area in power system including or 

excluding BESS at 1% slp in each area is shown in Fig. 8.4(a-c). It is clear from Fig. 8.4 

(a-c) that dynamic responses of PSO tuned IC of AGC of interconnected thermal, gas 

and hydro power system with BESS is significantly superior than PSO tuned IC power 

system without BESS. Performance of dynamic responses are numerically evaluated in 

terms of five modes as settling time (ST), first peak undershoot (FPu), first peak time 
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(FPt), performance index value (PIv) and percentage improvement of ST as indicated in 

Table 8.2. Critical examination of Table 8.2 unveils that PIv which specifies the cost of 

objective function of power system with BESS (PIv = 0.000457) is comparatively better 

than power system without BESS (PIv = 0.001157). The proposed controller - PSO 

tuned IC for power system with BESS is able to minimize the ST. This is supported by 

the value of percentage improvement in ST as 67% in area-1, 31.02% in area-2 and 

27.31% in area-3.  

TABLE 8. 2 Comparative analysis of AGC of interconnected thermal-hydro-gas                                            

power system including and excluding BESS 

 

System Modes Without BESS With BESS+ACE 

∆F1 ∆F2 ∆F3 ∆F1 ∆F2 ∆F3 

ST (s) 41.44 

 

40.32 

 

43.68 13.59 27.81 31.75 

FPu (Hz) 

(-) 

0.02 

 

0.03 0.02 0.02 

 

0.02 0.01 

FPt (s) 0.62 

 

1.848 

 

1.67 0.59 

 

1.76 1.58 

PIv 0.001157 0.000457 

IC 7.9 -8 15.9 0.41 0.96 0.52 

% Improvement in terms of ST 67 31.02 27.31 

A similar drift can be seen with FPt of power system with BESS. It has been 

noticed that ST of dynamic responses in control area-3 (hydro-31.75s) is more than the 

control area-2 (gas-27.81s) and control area-1 (thermal-13.59s). This is due to the effect 

of non-minimum phase characteristics of hydro source in interconnected power system 

with BESS.  

 

 



 

163 
 

TABLE 8. 3 Comparative Study of AGC strategy of multi area non-reheat thermal-hydro-gas 

power system incorporating BESS at 1% slp at different control areas  

  Area1 Area2 Area3 Area all 

S
T

 (
s)

 

∆F1 2.5 29.76 7.16 17.91 

∆F2 3.73 17.57 7.17 23.51 

∆F3 3.74 29.76 4.93 17.91 

∆P12 3.73 29.76 34.87 44.89 

∆P23 6.48 29.76 7.21 44.46 

∆P13 3.74 33.89 7.18 7.16 
F

P
u

 ×
 (

-)
1

0
-5

 (
H

z)
  ∆F1 66 7.3 3.29 66 

∆F2 1.9 66 3.3 66 

∆F3 1.9 7.3 66 66 

∆P12 0.8 3.1 0.002 3.14 

∆P23 0.0006 3.09 1.39 3.5 

∆P13 0.82 0.0015 1.39 1.49 

F
P

t 
(s

) 

∆F1 0.017 2.08 0.7 0.017 

∆F2 0.37 0.017 0.7 0.017 

∆F3 0.37 2.08 0.017 0.017 

∆P12 0.37 2.08 1.56 2.19 

∆P23 1.22 2.08 0.7 2.28 

∆P13 0.37 6.88 0.7 0.86 

P
Iv

 ×
 1

0
-6

 

ISE 0.0042 0.052 0.008 0.068 

 

8.5.2 Non-reheat thermal-hydro-gas power system at 1% step load perturbation 

AGC of three area interconnected non-reheat thermal, hydro and gas power 

system is simulated by including BESS at 1% slp in different control areas. PSO tuned 

IC for power system with BESS is proposed to minimize objective function by using 

Eqn. 8.23. Comparison of frequency deviation and tie-line power deviation of power 

system including BESS at 1% slp in different area is shown in Fig 8.5 (a-f). Performance 
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measures of dynamic responses are numerically evaluated in terms of settling time (ST), 

first peak undershoot (FPu), first peak time (FPt) and performance index value (PIv) as 

indicated in Table 8.3 . Critical examination of  Table 8.3 reveals that performance 

measures with respect to ST, FPu and FPt and PIv is remarkably better when 1% slp in 

area 1 (thermal) or area 3 (gas) as  compared to disturbance in area 2 (hydro) and area 

all. This is due to the participation of hydro sources in multi-source power system which 

turns down the system response as confronted to thermal and gas sources. The unsteady 

effect of hydro is highly damped by the use of BESS in AGC concepts. 
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(c ) 

 

(d) 

 

(e) 
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(f) 

Fig.8. 9: Dynamic response of non-reheat thermal, hydro and gas interconnected power system with BESS 

at 1% slp in different areas (a) Frequency deviation of area-1 (b) Frequency deviation of area-2 

(c) Frequency deviation of area-3 (d) Tie line power deviation between area-1 and area-2  (e) Tie 

line power deviation between area-2 and area-3 (f) Tie line power deviation between area-1 and 

area-3 , Vs Time. 

 

During perturbation in area-2 and area-all of non-reheat thermal-hydro-gas power 

system with BESS, the numerical values of frequency and tie-line deviation in terms of 

ST are better in case of slp in area-all as compared to slp in only hydro source i.e. area-

2.  It has been observed that PIv of power system at 1% slp in all area (PIv=6.8×10-8) is 

higher than 1% slp in any of the control area. Critical inspection discloses that for 

frequency deviation of area-1 in power system under 1 % slp in area-1 gives FPu value 

greatest, ST value smallest and FPt value smallest in area-1 among the considered cases 

of slp in area-2 and area-3. A similar analysis has been discovered for frequency 

deviation of area-2 and area-3 when power system is under 1 % slp in area-2 and area-

3 respectively. It has been analyzed that when power system is under 1 % slp in area-1, 

tie-line power deviation between area-2 and area-3 are drive to transients although there 

is no contribution from area-2 and area-3 and it gives FPu value less, ST value more and 

FPt value more in area-1 among other tie-line power deviation of the same case. Similar 
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trend can be seen for other two cases of power system with BESS at 1 % slp in area-2 

and area-3.  

TABLE 8. 4 Comparative Study of AGC strategy of multi area non-reheat thermal power system 

incorporating BESS at 1% slp at different control areas  

  Area1 Area2 Area3 Area all 

S
T

 (
s)

 
∆F1 1.72 4.24 3.6 1.66 

∆F2 3.6 3.22 3.61 3.2 

∆F3 3.6 4.24 1.72 2.5 

∆P12 3.6 4.23 8 3.69 

∆P23 12.7 4.23 3.61 4.15 

∆P13 3.6 6.72 3.61 3.52 

F
P

u
 ×

 (
-)

1
0

-5
 (

H
z)

  ∆F1 66 1.69 2.5 66 

∆F2 2.5 66 2.5 66 

∆F3 2.5 1.69 66 66 

∆P12 1.06 0.7 0.00011 1 

∆P23 0.00004 0.7 1.06 0.54 

∆P13 1.06 0.00003 1.06 0.52 

F
P

t 
(s

) 

∆F1 0.017 0.31 0.53 0.017 

∆F2 0.53 0.017 0.53 0.017 

∆F3 0.53 0.31 0.017 0.017 

∆P12 0.53 0.3 0.9 0.82 

∆P23 0.93 0.3 0.53 0.74 

∆P13 0.53 1.54 0.53 0.98 

P
Iv

 ×
 1

0
-6

 

ISE 0.0047 0.0045 0.0047 0.0134 

 

 

8.5.3 Non-reheat thermal power system at 1% step load perturbation 

AGC of three area interconnected non-reheat thermal interconnected power system 

is simulated by including BESS at 1% slp in different control areas. PSO tuned IC for 

power system with BESS is proposed to minimize objective function. Comparison of 

frequency deviation and tie-line power deviation of power system including BESS at 1% 
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slp in different areas is shown in Fig 8.6 (a-f). Performance measures of dynamic 

responses are numerically evaluated in terms of settling time (ST), first peak undershoot 

(FPu), first peak time (FPt) and performance index value (PIv) as indicated in Table 8.4. 

Critical examination of Table 8.4 reveals that value of ST is remarkably better for the 

case of 1% slp in area-all as juxtaposed with other three cases of 1% slp in individual 

area. It has been observed that PIv of power system at 1% slp in all area (PIv=1.3×10-8) 

is higher than 1% slp in any of the control areas. Acute study discloses that for frequency 

deviation of area-1 in power system under 1 % slp in area-1 gives FPu value greatest, 

ST value smallest and FPt value smallest in area-1 among the considered cases of slp in 

area-2 and area-3. A similar trend has been learnt for frequency deviation of area-2 and 

area-3 when power system is under 1 % slp in area-2 and area-3 respectively. It has been 

explored that when power system is under 1 % slp in area-1, tie-line power deviation 

between area-2 and area-3 are drive to transients although there is no contribution from 

area-2 and area-3 and it gives FPu value less, ST value more and FPt value more in area-

1 among other tie-line power deviation of the same case. 
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(b) 

 

(c) 
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(e) 

 

(f) 

Fig.8. 10: Dynamic response of non-reheat thermal interconnected power system with BESS at 1% slp in 

different areas (a) Frequency deviation of area-1 (b) Frequency deviation of area-2 (c) Frequency 

deviation of area-3 (d) Tie line power deviation between area-1 and area-2  (e) Tie line power 

deviation between area-2 and area-3 (f) Tie line power deviation between area-1 and area-3 , Vs 

Time. 

  

 

Similar trend can be seen for other two considered cases of power system with BESS 

at 1 % slp in area-2 and area-3.  
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8.5.4 Non-reheat thermal -hydro- non-reheat thermal power system at 1% step 

load perturbation 

 

AGC of three area interconnected non-reheat thermal, hydro and non-reheat thermal 

power system is simulated by including BESS at 1% slp in different control areas. PSO 

tuned IC for power system with BESS is proposed to minimize objective function. 

Comparison of frequency deviation and tie-line power deviation of power system 

including BESS at 1% slp in different area is shown in Fig 8.7 (a-f). Performance 

measures of dynamic responses are numerically evaluated in terms of settling time (ST), 

first peak undershoot (FPu), first peak time (FPt) and performance index value (PIv) as 

indicated in Table 8.5. Critical examination of  Table 8.5 reveals that performance 

measures with respect to ST, FPu and FPt and PIv is remarkably better when 1% slp in 

area 1 or area 3  (thermal) as  assessed with the case of disturbance in area 2 (hydro) and 

area all. Participation of hydro sources in multi-source power system hindered system 

response due to its self-induced instabilities. This unsteady effect of hydro is highly 

improved by the use of BESS in power system. During perturbation in area-2 and area-

all of non-reheat thermal-hydro-non-reheat thermal power system with BESS, the 

numerical values of frequency and tie-line deviation in terms of ST are better in case of 

slp in area-all as compared to slp in only hydro source i.e. area-2.  It has been observed 

that PIv of power system at 1% slp in all area (PIv=6.1×10-8) is higher than 1% slp in 

any of the control area. Critical inspection discloses that for frequency deviation of area-

1 in power system under 1 % slp in area-1 gives FPu value greatest, ST value smallest 

and FPt value smallest among the considered cases of slp in area-2 and area-3. 
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TABLE 8. 5 Comparative Study of AGC strategy of multi area non-reheat thermal-hydro- non-

reheat thermal power system incorporating BESS at 1% slp at different control 

areas  

  Area1 Area2 Area3 Area all 

S
T

 (
s)

 

∆F1 2.5 35.38 3.58 15.13 

∆F2 3.72 20.34 3.56 20.33 

∆F3 3.74 35.38 1.72 15.13 

∆P12 3.74 35.38 29.04 35.42 

∆P23 35.34 35.38 3.61 35.41 

∆P13 3.74 8.26 3.61 3.29 

F
P

u
 ×

 (
-)

1
0

-5
 (

H
z)

  ∆F1 66 7.23 2.51 66 

∆F2 1.95 66 2.52 66 

∆F3 1.95 7.24 66 66 

∆P12 0.81 3.07 0.0027 3.03 

∆P23 0.001 3.07 1.06 3.05 

∆P13 0.81 0.0006 1.06 0.69 

F
P

t 
(s

) 

∆F1 0.017 2.15 0.53 0.017 

∆F2 0.37 0.017 0.54 0.017 

∆F3 0.37 2.16 0.017 0.017 

∆P12 0.37 2.15 1.35 2.45 

∆P23 1.34 2.15 0.53 2.06 

∆P13 0.37 1.34 0.53 0.92 

P
Iv

 ×
 1

0
-6

 

ISE 0.004 0.052 0.004 0.061 
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(e) 

 

(f) 

Fig.8. 11: Dynamic response of non-reheat thermal, hydro and non-reheat thermal interconnected power  

system with BESS at 1% slp in area-all (a) Frequency deviation of area-1 (b) Frequency 

deviation of area-2 (c) Frequency deviation of area-3 (d) Tie line power deviation between area-1 

and area-2  (e) Tie line power deviation between area-2 and area-3 (f) Tie line power deviation 

between area-1 and area-3 , Vs Time. 

 

A similar analysis has been discovered for frequency deviation of area-2 and area-

3 when power system is under 1 % slp in area-2 and area-3 respectively. It has been 

analyzed that when power system is under 1 % slp in area-1, tie-line power deviation 

between area-2 and area-3 are drive to transients although there is no contribution from 

area-2 and area-3 and it gives FPu value less, ST value more and FPt value more in area-
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1 among other tie-line power deviation of the same case. Similar trend can be seen for 

power system with BESS at 1 % slp in area-3.  

 

8.5.5 Comparison of AGC of three area interconnected multi source power system 

with BESS 

AGC of interconnected power system with sources as non reheat thermal, hydro 

and gas sources are further compounded. Case 2 is named as THG, Case 3 is named as 

TTT and Case 4 is named as THT for comparison. Comparison of dynamic responses in 

terms of frequency deviation for three cases of interconnected multi area multi source 

power system including BESS at 1% slp in all control areas is shown in Fig. 8.8.  
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(b) 

 

(c) 

Fig.8. 12: Dynamic response of AGC of multi area interconnected power system with BESS at 1% slp in 

area-all (a) Frequency deviation of area-1 (b) Frequency deviation of area-2 (c) Frequency 

deviation of area-3, Vs Time. 

 

Three parameters of IC for each power system with SMES are designed to minimize 

objective function is given in Table 8.6. It has been detected that FPu and ST of dynamic 

responses for case 2 is quite less as compared to other two cases. The sluggishness of 

responses in case of hydro sources is significantly improved with the use of BESS.  

 

 

0 5 10 15 20 25 30
-8

-6

-4

-2

0

2
x 10

-4

Time(s)


 F

2
 (

H
z
)

 

 

THG with BESS

TTT with BESS 

THT with BESS

0 5 10 15 20 25 30
-8

-6

-4

-2

0

2
x 10

-4

Time(s)


 F

3
 (

H
z
)

 

 

THG with BESS

TTT with BESS

THT with BESS



 

177 
 

TABLE 8. 6 Optimum parameter values for power systems with BESS at 1% slp in different 

areas  

IC  KIC1 KIC2 KIC3 

THG with BESS 

area-1 6 0.75 3 

area-2 9 3.7 2.9 

area-3 9.4 2.3 3 

area-all 8.9 2 3.1 

TTT  with BESS 

area-1 3 0.9 20 

area-2 9 9 9 

area-3 0.9 60 3 

area-all 3 8.9 0.5 

THT  with BESS 

area-1 6 2 3.7 

area-2 9 2.5 3 

area-3 9 2.5 3.2 

area-all 6 2.5 3 

 

8.6 Conclusion 

Effect of BESS is exhibited in PSO tuned IC for AGC of interconnected multi 

area multi source power system. Initially, reheat thermal, hydro and gas are considered 

as sources in PSO tuned IC for AGC strategy. Frequency deviation responses of each 

area and percentage improvement of frequency deviation responses in terms of ST 

assisted the criterion for judgment of betterment of proposed approach of PSO tuned IC 

power system with BESS than PSO tuned IC power system without BESS. This clearly 

reveals that application of BESS in power system certainly helps the power system to 

achieve AGC objectives in astonishingly quick response time even with reneweable 

sources. The study is further extended to three area non-reheat thermal, hydro and gas 

interconnected power system with BESS, three area non-reheat thermal interconnected 

power system with BESS and three area non-reheat thermal, hydro and non-reheat 

thermal interconnected power system with BESS. Moreover, effect of 1% slp in different 

control areas is analyized. Significant improvement in the dynamic responses of power 
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system has been observed in case of thermal and gas power sources. Degradation of 

system due to the presence of hydro sources in interconnected multi source power system 

at 1% slp in all areas as compared to 1% slp in individually areas is remarkably 

diminished by considering BESS in each area. 
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CHAPTER 9 

CONCLUSIONS 

 

9.1 Overview of the work  

This chapter presents an outline of the commitments made in the current proposal. In this study, 

an endeavor is made to introduce different approaches on AGC of interconnected multi area 

power system with diverse sources. To take care of AGC issue, some new control procedures 

have been proposed in this thesis. To analyze and in this way approve the consequences of the 

proposed regulators, the simulation is directed on different AGC of interconnected multi area 

power systems with different artificial techniques. Also, optimal AGC regulators have been 

designed by using different structures of cost weighting matrices (Q and R) and then 

performance of all three types of regulators has been compared in each power systems. in the 

thesis. The following conclusions of the works done in this thesis are expressed as follows:  

 

A. Jaya based AGC of  two-area interconnected diverse source power system with 

varying participation 

Jaya is employed to optimize PID controller for AGC of two-area multi-source 

power system models at 1% slp and random load disturbances. Each area of diverse 

sources like thermal, hydro and gas are interconnected by tielines. From the system 

results, it is concluded Jaya based PID controller outperforms better responses having 

less numerical values of settling time, first peak undershoot, first peak time , first rise 

time and  performance indices. Jaya based PID controller outsmarts even the 

intelligent control approaches prevalent in the literature. Further, comparative study of 
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varying participation of diverse power sources in Jaya based AGC strategy for 

interconnected two area power system has been done. It has been seen that by 

decreasing the participation of hydro power source as compared to combine 

participation of thermal and gas power sources improves the dynamic responses.  

B. Jaya based AGC of two area interconnected thermal-hydro-wind and thermal-

hydro-diesel  power system with/ without nonlinearities 

Jaya based PID controller is proposed to solve AGC problem of two-area thermal-

hydro-diesel and thermal-hydro-wind interconnected power systems with/without non 

linearity. The efficacy of novel Jaya based approach in two area interconnected power 

system without nonlinearities at 1% slp and random varying load is proved by 

comparing with bio-inspired evolutionary based AI techniques like IPSO, PSO and BFA 

on same system.   

Dyanamic responses and performance values of power sysem at 1% slp and random 

varying load with nonlinearities like GRC in thermal and hydro sources, GDB in thermal 

and hydro sources and boiler dynamics in thermal source are studied. It is observed from 

the system outcomes on MATLAB platform that Jaya tuned PID outperforms TLBO 

tuned PID and various other intelligent algorithms tuned PID/PIDD controller available 

in the recent literature. 

 

C. Optimal AGC of three area interconnected multi source power systems  

Optimal AGC regulators has been designed by considering various structures of cost 

weighting matrices for three area interconnected multi source power systems. Power 

systems have different combination of non reheat thermal, hydro and gas sources. 

Investigation of eigen values, dynamic responses and performance values ensures the 
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stability of power system. The investigation carried out reveal that optimal AGC 

regulator based on structures of control and state cost weighting matrices with scaling 

method offer remarkable improvement in dynamic stability as compared to other 

designed regulators based on minimum performance index and by giving equal 

importance to each variable. 

D. AGC of three area interconnected multi source power systems with 

superconducting magnetic energy storage 

PSO tuned integral controller is designed for AGC of interconnected three area multi 

source power system with SMES. Power systems have different combination of non 

reheat thermal, hydro and gas sources. Comparative analysis portray potential benefits 

of proposed approach when compared with different bio-inspired artificial technique for 

tuning of AGC of interconnected thermal-hydro-gas power system including and 

excluding SMES.  

E. AGC of three area interconnected multi source  power systems with Battery 

energy storage system      

PSO tuned integral controller is designed for AGC of interconnected three area 

multi source power system with BESS. Power systems have different combination of non 

reheat thermal, reheat thermal, hydro and gas sources. Comparative analysis portray 

potential benefits of proposed approach when compared with different bio-inspired 

artificial technique for tuning of AGC of interconnected thermal-hydro-gas power 

system including and excluding BESS. It is observed that proposed PSO tuned IC 

controller with BESS show superior performance in comparison to other AI techniques 

in terms of least values of settling time, first peak undershoot and performance indices. 

Dynamic responses are significantly improved by using this approach. 
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9.2 Scope for the future research  

In the present study it has been tried to propose some good designs of AGC 

controllers for AGC of multi area interconnected multi source power system. The 

proposed controllers have demonstrated very promising results. However, there are 

various areas, which need further research to provide better AGC controller designs for 

various types of power system structures. These areas are stated as follows: 

1. In this study, the design of IC or PID controller is carried out employing GA, JAYA 

and other bio-inspired intelligent techniques but more fruitful results may be 

obtained by using some other new intelligent optimization techniques. Hybrid of 

some AI techniques in conjunction with some new tuning techniques may be 

implemented in future studies on multi source power systems with renewable 

sources. 

2. In the present study, it is assumed that control areas of power system have 

combinations of multi- sources of power generations like thermal and hydro or 

thermal or gas or wind or diesel in each area. However, further studies may be done 

by considering diverse sources like bio diesel, PV etc. in each control area of multi-

area power system. 

3. In the present study, the impact of various energy storing devices like SMES and 

BESS has been studied for solving AGC problem of multi-area multi-source power 

systems. Further, studies may be done by considering CES or different types of 

battery like redox battery in system. 

4. To secure the system we can add cybersecurity in power system. 
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5. In present study, only AC tie lines are considered between multi areas. DC tie line 

or both AC/DC tie lines can be implemented in power systems. 
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APPENDIX A. State Cost Weighting Matrices: 

Different approaches are applied to develop different structures of state cost weighting 

matrix (Q) as Qm, Ql and Qs for different power systems. 

Nominal parameter of three area Non-reheat thermal hydro-gas power system 
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Nominal parameter of three area Non-reheat thermal power system 
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Nominal parameter of three area Non-reheat thermal-hydro-non reheat thermal 

power system 
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APPENDIX B -  Power System Data 

Chapter4 

Nominal parameter of two-area interconnected diverse source power system with 

varying participation [141]  

β1= β2 = 0.425p.u.Mw/Hz, KP = 120, TP= 20s, Ptie12= 200MW,Tt1 = Tt2= 0.3s, Tg1= Tg2= 

0.08s,Kr1= Kr1=0.3, Tr1= Tr1=10s, Kt1= Kt2 = 0.6, TRH1 = TRH2 = 41.6s, TR1= TR2=5s, TGH1 

= TGH2 = 0.51s, TW1 = TW2 =1s, Kh1= Kh2 = 0.3, X1= X2=0.6, Y1= Y2=1, b1 = b2 =0.05,c1 

= c2 =1, TF1 = TF2 = 0.23s, TCR1 = TCR2 = 0.01s, TCD1 = TCD2 =0.2s , Kg1= Kg2 = 0.1 

Chapter 5 

Typical values of two area interconnected thermal-hydro-wind and thermal-

hydro-diesel power system with nonlinearities [330]  

Pr1=Pr2=2000MW,F1
0=F2

0=60Hz,Kps1=Kps1=120Hz/puMW,B1=B2= 0.425puMW/Hz, 

R1=R2=R3=R4=R5=R6=2.4Hz/puMW, Tg1=Tg2=0.08s, Tr1=Tr2 =10s, Kr1= Kr2=0.33s, 

Tt1=Tt1=0.3s, Tgh1=Tgh2=48.7s, Trh1= Trh1=10s, Trs1=Trs1=0.513s, Tw1=Tw2=1s, 

a12=-1, T12=0.0866pu, Tp1=6, Kp1=1.25s, Kp2=1.4, Tp2 = 0.041, Kdiesel=16.5, K3=0.92. 

Typical values of two area interconnected thermal-hydro-wind and thermal-

hydro-diesel power system with nonlinearities [144] 

Pr1=Pr2=2000MW,F1
0=F2

0=60Hz,Kps1=Kps1=120Hz/puMW,B1=B2= 0.425puMW/Hz, 

R1=R2=R3=R4=R5=R6=2.4Hz/puMW, Tg1=Tg2=0.08s, Tr1=Tr2 =10s, Kr1= Kr2=0.33s, 

Tt1=Tt1=0.3s, Tgh1= Tgh2=0.2s, Trh1= Trh1=28.75s, Trs1=Trs1=5s, Tw1= Tw2=1.1s, 

a12=-1, T12=0.0545pu, Tp1= 0.6, Kp1 =1.25, Kp2=1.3, Tp2 = 0.041, Kdiesel = 16.5. 

Chapter 6 

Typical values of three area interconnected power system with thermal source, 

hydro sourceand gas source [141]  

Pr1=Pr2=Pr3=2000MW,F1
0=F2

0=F3
0=60Hz,R1=R2=R3=2.4Hz/p.u.MW,B1=B2=B3=0.42

p.u.MW/Hz,Kp1=Kp2=Kp3=120,Tp1=Tp2=Tp3=20s,Ptie=200MW,Tt=0.3s,Tg=0.08s,2ΠT1

=0.15p.u.MW,2ΠT23=0.15p.u.MW,2ΠT31=0.15p.u.MW,TRH1=41.6s,TRS=5s,TGH=0.51

s,TW=1s, X=0.6,Y=1, b=0.05,c=1,TF=0.23s,TCR=0.01s,TCD =0.2s. 

Chapter 7 

Typical values of three area interconnected power system with thermal source, 

hydro source, gas source and SMES [122,141, 242, 256]. 
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Pr1=Pr2=Pr3=2000MW,F1
0=F2

0=F3
0=60Hz,R1=R2=R3=2.4Hz/p.u.MW,B1=B2=B3=0.42

p.u.MW/Hz,Kp1=Kp2=Kp3=120,Tp1=Tp2=Tp3=20s,Ptie=200MW,Tt=0.3s,Tg=0.08s,2ΠT12

=0.15p.u.MW,2ΠT23=0.15p.u.MW,2ΠT31=0.15p.u.MW,TRH=41.6s,TRS=5s,TGH=0.51s,

TW=1s,X=0.6,Y=1,b=0.05,c=1,TF=0.23s,TCR=0.01s,TCD=0.2s,SMES=30MJ,L=2.65H,

Tdcs=0.03s,Kso=100kV/unitACE,KIds=0.2kV/kA,Idso=4.5kA,Idsmin=4kA,Idsmax=4.9kA. 

 

Chapter 8 

Typical values of three area interconnected power system with reheat thermal,non 

reheat thermal source, hydro source, gas source and BESS [141,156,283] 

Pr1=Pr2=Pr3=2000MW,F1
0=F2

0=F3
0=60Hz,R1=R2=R3=2.4Hz/p.u.MW,B1=B2=B3=0.42

p.u.MW/Hz,Kp1=Kp2=Kp3=120,Tp1=Tp2=Tp3=20s,Ptie=200MW,Tt=0.3s,Tg=0.08s,2ΠT12

=0.15p.u.MW,2ΠT23=0.15p.u.MW,2ΠT31=0.15p.u.MW,TRH=48.7s,TRS=5s,TGH=0.51s,

TW=1s,X=0.6,Y=1,b=0.05,c=1,TF=0.23s,TCR=0.01s,TCD=0.2s,Kr=0.5,Tr=10s,α°=15,β°

=25,BESS=10MW/40MWh,Battery-voltage=1755-2925Vdc,KBESS=100kV/puMW, 

cbp=52597F,rbp=0.013ohm,Xc0=0.0274ohm,I0
BESS=4.426kA, TBESS=0.026s. 
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