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Abstract 

Scientists have been working over years to assemble and accumulate data from biological 

sources to find solutions for many principal questions. Since a tremendous amount of data 

has been collected over the past and still increasing at an exponential rate, hence it now 

becomes unachievable for a human being alone to handle or analyze this data. Most of the 

data collection and maintenance is now done in digitalized format and hence requires an 

organization to have better data management and analysis to convert the vast data resource 

into insights to achieve their objectives. The continuous explosion of information both from 

biomedical and healthcare sources calls for urgent solutions. Healthcare data needs to be 

closely combined with biomedical research data to make it more effective in providing 

personalized medicine and better treatment procedures. Therefore, big data analytics would 

help in integrating large data sets for proper management, decision-making, and cost-

effectiveness in any medical/healthcare organization. The scope of the thesis is to highlight 

the need for big data analytics in healthcare, explain data processing pipeline, and machine 

learning used to analyze big data.  
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Chapter 1  

Introduction 

Data assimilation and its subsequent analysis are integral parts of the better functioning of 

every organization. There have been several advances in the field of medical science and 

computation which led to a noticeable merging of the healthcare and the life science sectors 

that eventually enhance the relationships between the patients, their doctors, and 

biopharmaceutical companies.  

To keep up with the increasing pace of the dynamically growing field of medicine, 

organizations all over the world are researching and proposing many different healthcare 

information system models to provide the best services and care to their patients. These are 

machine learning models, majorly dependent on data produced by electronic health records 

as well as the complex omics and biomedical data. 

Due to the increase in new data sets, it is necessary to evaluate the qualitative standards of 

the unstructured data and use data mining techniques to derive proper insights out of it 

which could help physicians and researchers to understand how to use the data for 

improving healthcare services. Big data analytics has now started to be used in clinical 

practices leading to offering personalized and precision healthcare to the people. 

Drug discovery is a process which is designated approach to find out a molecule for 

detailed evaluation as a potential drug candidate [1] for curing and treating a disease. It is a 

time involving process and requires enormous amounts of money to be invested by the 

pharmaceutical companies [2] [3].  The possible drug candidates undergo a series of 
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examination procedures to be qualified for further development and clinical trials. It takes 

about 12-15 years for a novel drug candidate to reach the market after undergoing all the 

required procedures [4]. Every drug target research involved thousands of compounds out 

of which eventually one qualifies approval. It is very necessary to understand the 

fundamental process in the drug discovery pipeline in order to comprehend the difficulties 

of achieving a single medication to the patients [5].  

Availability of health and biomedical big data does provide several unexpected 

opportunities but also brings along challenges concerning data analysis and data mining [6]. 

The techniques like ML and DL benefit from the enormous amount of data available on the 

public biological database platforms like ChEMBL [10] and PubChem [9].  The 

technologies are mainly used to differentiate the molecules having slightly similar 

properties while predicting their biological activities and establishing correlations between 

them.  

From the view of scientific discovery, using this extensive amount of information for drug 

discovery would not only increase the horizon of knowledge but also would help predict 

numerous hypotheses to make the disease prediction much more reliable. It would 

eventually decrease the time spent over browsing the existing literature leading to the 

process becoming faster [7] 

Considering the new health challenges in the population, there is always a need of newer 

drugs in the market. Discovery of a drug involves a various processes involving target 

identification and validation, hit identification, lead generation and optimization and 



3 
 

eventually the identification of a candidate for further development. All these processed 

require time and efforts along with the need to meet the validation requirements from the 

regulatory bodies. [8] [9] Here, I present the use of the knowledge of big data and machine 

learning to help in reducing the time and efforts involved in the R&D processes.   
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Chapter 2 

Big Data Analysis for Healthcare 

The word "big data" implies accumulating complex and large data sets, which have 

computational, storage, and communication potential that cannot be met by traditional 

methods or systems [10]. 

The successful completion of the Human Genome Sequencing led to the generation of big 

biomedical data. The evolving high throughput and omic technologies are significantly 

contributing to the increasing volume of biological and biomedical data [11]. Big data 

techniques can be used to design and formulate newer architecture to derive insights from 

massive volumes of varied data involving a high-velocity capture and analysis [12]. The 

change in computing architecture would enable the researchers to handle the heavy 

processing which is required to analyze the huge heap of data in a secured way [13]. To 

make the best use of big data, companies use real-time information for creating newer 

products and services by identifying patterns in the data. This information could be utilized 

to provide effective treatments and cures for life-threatening and even rare diseases [14].  

2.1. Big Data Characteristics 

Big Data is centered on the below mentioned characteristics.  
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2.1.1 Volume 

The volume of data generated in any organization is increasing at an exponential rate. 

Numerous issues related to storage and analysis are associated with increasing data [15] 

[16].  

Due to the lack of proper tools for processing a large amount of data, a large amount of it is 

overlooked, deleted, or delayed from processing [17].  

2.1.2. Velocity 

The speed at which the information is being produced, treated, and transferred is increasing 

at an accelerating rate [15]. The biomedical data can be generated in real-time or in batches 

and  contribute to the rapidity of the manufactured data. With the increased involvement of 

smart medical devices and newer technologies like the Internet of Things, data traffic has 

increased at a pace higher than data consumption and processing [18] [19].  

2.1.3. Variety 

The data received is in a complex structured, semi-structured, or structured form [15] which 

is incompatible due to structural differences. It is varied in the matter of source, data types, 

and information contained. The variety and richness of the data play an indispensable role 

in developing the big data strategy [20]. 

2.1.4. Value 

The sole aim of using BDA on healthcare and biomedical data is to obtain valuable insights 

from it and to provide better deliverables in terms of services. Better analysis leads to 
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smarter and intelligent decisions by creating maximum value from all the total volume of 

the data that is produced in the industry with each passing day [21]. 

2.1.5. Veracity 

Many times the quality of data is at a compromise due to various noise factors associated 

with it causing it to be uncertain and less operational [18]. 

Variability, Validity, Vulnerability, Volatility, and Visualization are equally important 

characteristics. These dimensions are very important for the issues that arise in big data 

analytics [22]. 

2.2. Big Data Processing  

The tools required for the analysis of biomedical and healthcare BDA are different from 

those used for traditional data analytics. The huge amount of data produced demands for 

tools with high complexity, requiring intensive programming skills. The information and 

insights extracted can thereby open new doors of knowledge and transformation in an 

innovative manner [23]. 

The process of BDA for healthcare data can be explained in the following steps. 

2.2.1. Data Acquisition 

The entire healthcare industry is expected to see a change because of the transition in the 

data from normal to big data in regards to size, diversity, and complexity [18]. With the 

advent of technology, there has been a change in data storage practices from traditional 

physical file- based system to more accessible computational record systems [24].  
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There is an increased amount of biomedical data available from the medical history of 

different patients, diagnosis details, prescriptions, medical images, [24] many government-

sponsored projects, repositories, pharma R&D projects, and various research based 

investigations [11]. 

 

Fig 1: Some Common Sources for Healthcare Big Data 

2.2.2 Data Storage 

Even after advancements in both computation and internet services, there is a void in the 

infrastructure which is required in proper storage of the data before and after analysis. The 

storage of data has now become more expensive than it would have cost to produce the 

same amount of data. Cloud computing can be the only storage method that provides the 

desired elasticity for the storage of healthcare Big Data. Different companies provide 

different platforms that can be used as Dropbox for the data for both storage and transfer 

[16] [25] [26].  
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2.2.3. Data Management 

The efficient management of data involves cleaning data, retrieving necessary information 

from unstructured data, and data mining [27]. The cleaning of data involves processing the 

data for noise reduction and managing the missing values. Medical records contain lots of 

unwanted information which is required to be filtered out to avoid discrepancies in data 

[28]. Proper Big Data management would help to increase the dependability towards the 

healthcare procedures which results in real-time information and to make more precise 

predictions depending on the condition of the patient.  

Table 1: Data Management Steps 
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2.2.4 Data Analytics 

There is a need for proper analysis and modification of the generated data to enhance the 

standards of the services provided, also to ensure proper coordination for patients. The 

unprocessed data is redundant and is useless. The analysis should aim in administering 

beneficial decisions by identifying patterns and relationships amongst diverse data sets. 

This is commonly done by using various machine learning algorithms to bring a revolution 

to the current clinical research [22]. The data needs to be clearly labeled to train the 

machine learning algorithms and model building [29]. There are two data mining 

techniques that are used to analyze data based on classification, regression, cluster analysis, 

text mining etc. [30]. 
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Fig 2: Data processing life cycle 

Descriptive: Various events of past are explained in details and data mining is done on that 

entire data to obtain detailed information about the occurrence that had taken place 

sometime in the past. Such analysis can provide information about the beginning of the 

spread of the disease, cause, diagnosis, treatments that were carried out. It would also 

provide insights about the kind and combination of the drugs that were prescribed as well 

as the lifestyle changes that were recommended [18]. It is a form of unsupervised learning.  
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Diagnostic: The events of the descriptive analytics are used to identify the different causes 

of those events on order to find the reasons for the disease outbreaks. It helps to jump onto 

conclusions about why certain diseases are dormant over the others and in what conditions 

they could become active again. Computational techniques like data extraction, data mining 

and data correlation are used to derive insights from the past data [18]. 

It accesses the association between the different prognostic factors and healthcare outcomes 

[31].  

Predictive: Using data mining, statistical modeling, ML and AI techniques on the existing 

data, future events can be predicted. Such an analytical method is called Predictive 

Analysis. It helps to analyze the prevailing health conditions and could help preventing 

adverse health conditions [10], thus pose the potential to minimize health risk. Big data 

technologies are used to discover useful patterns from the data that would help in prediction 

leading to cost reduction [32].  

Prescriptive: It includes the ability to suggest the best decisions or options based on the 

prescriptive analysis output. The prescriptive analytics based algorithms have enabled the 

health professionals and doctors to be able to provide patients with timely prescriptions and 

to treat various complications. Prescriptive model lifecycle involves model building, model 

solving and model adapting [33]. It is the complement to predictive analytics. Problem 

solving in prescriptive analytics categorized in 4 distinct categories - Blind Search, Local 

Search, Search based on Population and Multi-objective Optimization [34].  
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2.2.5. Data Visualization  

Visualization of data has an integral contribution in providing the results of the extensive 

analysis that has been performed on the data. It concludes all the steps starting from the 

collection, cleaning to analyzing of data. Proper visualization of data is essential for a better 

understanding of medical professionals. Data can be presented in form of charts, 

dashboards, maps, tables, diagrams, etc [35]. 

Various tools that can be used to analyze the data include – R language, Graphviz, Google 

Charts, Tableau, iCharts, SAS Visual Analytics, etc. [16]. 

2.3. Big Data in Biological Science 

Bioscience and medicine have generated massive amounts of data, much of which is freely 

available for analysis. Researchers with access to such information can investigate and 

comprehend the mechanisms which might cause diseased states, and also the potential to 

diagnose and treat them. Publicly supported organisations and institutions have been 

established to function as data contributors to make such resources more accessible to the 

scientific community. The European Bioinformatics Institute (EMBL-EBI) and the 

National Center for Biotechnology Information (NCBI) are two examples. 

The completion of the Human Genome Sequencing resulted in the collection of great 

amount of biomedical data. When multiple resources are combined and presented together, 

there is a considerably better potential to study and analyse data. The ultimate aim of any 

data-driven method in the biomedical science is to gain insights that help enhance global 

human health. 
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Applications for Big Data in drug discovery research and development range from clinical 

study design to understanding how to target biological systems to influence disease 

processes. While there is a lot of promise in using Big Data to improve clinical results and 

patient care, failure to consider privacy and data protection issues can lead to violations of 

the law and a loss of public trust in the institutions. 
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Chapter 3 

Machine Learning for Healthcare  

Doctors need quick and precise predictions for diagnosis of their patients’ disorders to take 

better treatment decisions. With the help of machine learning, intelligent models have been 

developed for data collection, analysis, storage, and usage [36].   

Machine learning facilitates the understanding of hidden patterns in data by using existing 

algorithms on big datasets. Various statistical and mathematical methods are used to extract 

knowledge from these datasets [29]. The ML algorithms can be categorized into supervised 

and unsupervised depending upon the kind of input-output used to train the ML model. The 

input for training the model can have labeled supervised) or unlabelled (unsupervised) 

examples. Unsupervised and supervised learning can be used consecutively to discover 

hidden messages within the data [6].  

It is important to understand the scope and intent before building the right model for 

analysis. Clustering and classifier models are the most commonly used predictive models in 

decision making. Specific subsets of machine learning i.e. neural networks or deep learning 

models are trained to accurately find patterns in the highly complex big data. Deep learning 

involves many variables and several input-output layers which are missing in the traditional 

analysis/statistical methods. These multilayer neural networks help establish complex 

relationships among the variables to create prediction models for handling big data. Other 
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machine learning models such as SVM, decision trees, etc have been able to prove effective 

in addressing healthcare and biomedical data [29][36]. 

Efficiently used ML algorithms can help the doctors and physicians to derive conclusions 

for accurate diagnosis, prescribe the best medications to the patients, upgrade the patient's 

general health standards and help to identify the patients who are susceptible to repeated 

illness [37].  Thus, it is very essential to understand the limitations of the model as well as 

to elucidate the inferences.  

3.1. Algorithms used in machine learning  

There are four types of machine learning algorithms: supervised, unsupervised, semi-

supervised, and reinforcement learning.  

3.1.1. Supervised learning 

Algorithms that require external aid are known as supervised machine learning algorithms. 

The training and testing datasets are separated from the input dataset. The output variable 

from the train dataset is that needs to be predicted or categorized. For prediction or 

classification problems, the algorithms learn patterns through the training dataset and apply 

the learning on the test dataset. [38].The most used supervised learning algorithms are 

mentioned below  

3.1.1.1. Decision Trees  

Decision trees are trees that group features by ordering them according to their values. The 

decision tree is primarily used for classification-problems. Nodes and branches make up 
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each tree. Each branch indicates a value that the node can take, and each node represents 

attributes in a group that needs to be categorized [38]. 

Decision trees are a dependable and effective decision-making method that uses high 

classification accuracy with a simple representation of obtained knowledge. They've been 

employed in a variety of medical decision-making applications [39]. 

3.1.1.2. Naïve Bayes 

The text categorization industry is the prime aim of Nave Bayes. It is mostly employed for 

the purposes of clustering and classification [40]. The conditional probability is used in the 

underlying architecture of Nave Bayes. It constructs trees depending on the likelihood of 

them occurring. Bayesian Network is another name for these trees. 

Naive Bayes classifiers are probability based classifiers that apply Bayes' theorem to 

features with high (naive) independence assumptions. The model is easy to build and does 

not need iterative parameter estimate, that makes it particularly useful in the field of 

medicine. [41] The Bayes classifier can evidentially achieve the best result provided the 

probability distribution. The Naive Bayesian Classification approach has also been used to 

develop decision support in the Heart Disease Prediction System. Data mining techniques 

may aid in solving various significant and vital problems linked to health care by storing 

and digitalizing treatment records of millions of patients. The finest decision support 

system is the Nave Bayes classification. [42] 
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3.1.1.3. Support Vector Machine 

 It is another popular ML approach that is primarily employed for categorization. SVM is 

predicated on the concept of calculating margins. Basically, it is used to 

construct margins between the different classes. The margins are set so that the gap 

between the margin and the classes is maximized, reducing the classification error [43].  

3.1.2. Unsupervised learning 

The data is just used to train a few features via the unsupervised learning methods. When 

new data is introduced, it recognizes the data's class using previously learnt features. It's 

mostly utilized for feature reduction and clustering. 

3.1.2.1. K-Means Clustering 

This algorithm facilitates in data grouping, with K being the group number. Iteratively 

allocates each data point to a group which is dependent on the features provided. The 

similarity of the feature is then used to cluster the data points. The centroids of the K 

clusters and labels for the data are the results of K-means clustering. 

3.1.3. Semi-Supervised learning 

Semi-supervised learning algorithms combine the benefits of both supervised and 

unsupervised learning techniques. It can be useful in fields like machine learning and deep 

learning if there is existing unlabeled data and collecting the labelled data is a time-

consuming procedure [44]. In the field of medical science the semi-supervised learning is 

extensively used for medical image classification [45]. 
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3.1.4. Reinforcement learning 

Reinforcement learning is a sort of learning in which the learner makes choices about 

which steps to perform in order to improve the outcome. Until a situation is presented, the 

learner has no understanding of what actions should be taken. The learner's activities may 

have an impact on events and their behaviour in the future situations. Reinforcement 

learning is based primarily on two concepts: trial and error searching and delayed results. 

[46] 

To assist medical practitioners and patients in intervening at an earlier stage, pre-

analyze illnesses and therapies. It also aids in the identification of public health hazards by 

recognizing patterns, model disease progression etc. [47] 

3.2. Applications of Machine Learning  

3.2.1. In Bioinformatics: Data management systems [48] like MapReduce and Hadoop are 

the most widely used in the bioinformatics field to serve better data warehouse repositories, 

infrastructure for computing and data mining tools to analyze biological information in 

manageable time frame [49]. Both open access and commercial tools are now used for 

clinical genomic analysis to unravel the sequestered messages in the genomic data. 

However, the use of these tools is challenging in terms of the expertise and experience to 
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create value out of the information. The organizations have to choose from the other tools 

available in the market, the right tool that would solve their business problems [48]. 

3.2.2. In Medicine: Individual medical datasets have been incorporated into big data 

algorithms to encourage the use of evidence-based treatment to provide better and an open-

information era in the healthcare industry [48]. A careful examination of the clinical data, 

patient’s records, genomic data is essential to determine the need of new treatment 

procedures [23].  

3.2.3. In Remote Monitoring: The use of sensory smart devices has encouraged both 

caregivers and the people to engage efficiently. This has led to conscientious monitoring of 

the patient by keeping a continuous check on their condition. Additionally, the increased 

use of Internet of Things (IoT)—enabled devices among the patients helps reduce the 

visits to the hospitals, reducing the overall treatment costs and prevents re-admissions. [23] 

[49].  

3.2.4. In Research and Development: The use of predictive modeling encourages the 

technocrats to come up newer and more efficient models for extracting information. 

Establishing connection between the data from diverse sources unravels information to 

discover adverse effects of the disease, diagnosis, treatment, drug or even a medical device 

before-hand, saving on major costs [23].  

3.2.5. In Public Health: A common pattern of diseases or co morbidities can be identified 

among specific groups of people and most accurate treatment can be provided to them 
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accordingly. More absolute treatment can be given by preparing targeted medicines and 

vaccines by carefully determining the requirements of the recipients [23].     

3.2.6. In Pharmaceuticals: Big Data is useful in all the stages of development of 

pharmaceuticals, especially in making of precision medicine. Using the EHR data collected 

for analysis, conditions of the patients can be closely analyzed to deliver most accurate 

form of treatment [16].  

3.2.7. In Medical Imaging: The reports generated using deep learning techniques help the 

doctors to analyze the life-threatening and cancerous diseases better than the earlier times 

[21].   
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Chapter 4 

Machine learning in Drug Discovery and Design  

One of the most significant and constantly expanding domains in computer-aided drug 

development is machine learning [50]. Machine learning approaches are much more 

effective than physical models and therefore can be scaled to large datasets without 

requiring a lot of processing power. One of the most common uses of machine learning in 

drug development is to aid researchers in understanding and exploiting correlations 

between chemical compositions and biological activity, often known as SAR [51]. 

 

Fig 3: An example work flow for building machine learning models from raw data for drug 

research and development. 
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Machine learning and statistical techniques have been used to find the biological activities 

of the compounds that are of interest in the drug development. Various quantitative 

structure activity relationship (QSAR) models are developed for understanding bioactivity 

of the compounds by implementing machine learning algorithms to the molecular 

descriptors.  

For faster and effective studies, there was a requirement of conversion of the molecular 

structural information into one or more numerical values for establishing quantitative 

correlations amongst structures and characteristics, biological activities, or various other 

experimental properties of the compounds.  Molecular descriptors are such numerical 

representations of the compounds generated by applying a well-defined algorithm on 

defined molecular description or a well-defined experimental process for a specific 

compound.  They serve a significant importance in the researches involving quantitative 

structure–activity relationships (QSARs) [52].  

The QSAR models have been majorly using the regression models to relate the logIC50 

values with the structural and chemical characteristics of the different compounds under 

study. [53]. Advancement of technology has led to the conversion of the chemical structure 

to chemically informatics that can be applied ML algorithms which use the input containing 

molecular descriptors as fingerprints to generate correlations between the different 

biological activity parameters under study.  
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4.1. Literature Overview 

Psoriasis can be defined as the most common chronic, inflammatory immune-mediated skin 

disorder affecting almost 1-115 of the population worldwide [54].  

90% of Psoriasis cases can be considered as chronic plaques (Psoriasis vulgaris). A number 

of identified factors such as Trauma, Stress and pathogens are found to trigger Psoriasis 

which affects the extensor surfaces of the limbs; scalp and the trunk. Pustular Psoriasis can 

progress rapidly and is characterized by generating multiple generalized or local pustules 

with diffused redness. Inflammation in the joints can lead to Psoriatic arthritis. Psoriatic 

inflammation is caused due to aggregation of immune cells, most commonly dendritic cells 

and macrophages which ultimately leads to extensive cytokine signalling and Ɣ𝞪T-cell 

immune activation.  

Type 1 interferons (IFNƔ and IFN𝞪) are responsible for the maturation and activation of 

dendritic cells which driving towards T-cell regulated inflammatory responses. 

Macrophages and Dendritic cells promotes the release of TNF-𝞪 which is further 

responsible for triggering the circuit of inflammatory interleukin cascade (IL-17; IL-21; IL-

22 etc.). The TNF-𝞪 - IL-23- Th-17 is responsible for T-cell mediated Psoriasis is one of 

the major players involved in this inflammatory mediated disorder. 

A thorough investigation of literature reviews briefs us about the importance of TNF-𝞪 as 

one of the important targets for restricting the progression and advancement of Psoriasis. 

Multiple studies suggest that the use of monoclonal antibodies against TNF has been able 

to reduce the inflammation and interleukin responses in Psoriasis patients.  
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TNF-α shRNA treatment showed decreased levels of TNF-α mRNA as detected in skin 

biopsies 3 weeks after a single vector injection of lentiviral vectors encoding TNF-α 

shRNA [55]. The results are consistent with the hypothesis that increased IFN-γ and TNF-α 

in psoriasis is associated with a systemic pro-inflammatory gradient in the skin, which then 

promotes inflammatory responses in both aortic endothelial cells [56]. TNF-α targeted 

therapies, as well as new molecules and compounds targeting TNF-α, will continue to play 

an important role in the lifelong management of psoriasis [57].  

Here, ML based regression methods have been employed to understand the biological 

activity associated with TNF- α inhibition which is responsible for the progression of 

psoriasis. The structure based approach has been used in order to unravel the desired 

molecules pertaining to the drug discovery.  

4.2. Methodology  

 Machine learning techniques essentially depend upon the quality of the dataset. Various 

biological activity data providing databases are available online that provide data 

comprising of quanititative information IC50, EC50, Ki and potency. The summary of the 

workflow is provided in the figure. It involves the following steps: 

4.1. Data Set Preparation 

4.2.1.1. Extraction of bioactivity data from ChEMBL Database: To find all 

probable target compounds, a search is conducted in the CHEMBL database for 

TNF-alpha. ChEMBL (https://www.ebi.ac.uk/chembl) is a database of bioactive 

compounds with drug-like characteristics that has been manually curated. It 

https://www.ebi.ac.uk/chembl
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combines chemical, bioactivity, and genetic data to aid in the translation of 

genetic data into novel medications that work. The dataset obtained contains 

1231 targets. Bioactivity data is retrieved for TNF-alpha for Homo sapiens 

using the unique ChEMBL ID “CHEMBL1825‖.  Bioactivity data is an 

essential form of scientific data that must be searchable, accessible, 

interoperable, and reusable [58]. Pharmacological/biological activity is one of 

the most important qualities of chemical compounds since it indicates how the 

chemicals might be used in medical applications. 

 

 

Fig 4: Search results for TNF- from ChEMBL Database 

4.2.1.2. Retrieve Bioactivity data reported as IC50 values in nM (nanomolar) unit: 

Out of the several bioactivity measurement units IC50 was chosen for further analysis 
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because they made up a major subset of compounds. An inhibitor's IC50 is the 

concentration at which response (or binding) is halved. The standard value indicates the 

potency of the drug; the lower the value, the more potent the medicine. The number of 

the standard value should be as low as possible for an idealistic condition, i.e. the 

inhibitory concentration at 50% should be low. This implies that a lower drug 

concentration would be required to achieve 50% inhibition of the target protein.  

Therefore, only those values were retrieved for which are reported as IC50 values in 

nM (nanomolar) unit. Other compounds were removed because they either did not have 

any values for IC50 or lesser/greater than the required values.   

 

4.2.1.3.Handling missing data and removing duplicates: The dataframe is checked 

for any missing values in the standard_value and canonical_smiles 

column.The missing values are dropped before labeling of the molecules is 

done. This was done to make the data more uniform for further analysis. A 

quality dataset with 959 compounds was obtained. There were many compounds 

having same values for the canonical smiles notation. These redundant values 

were removed in order to have only unique values in the final dataset. 

 

4.2.1.4. Labeling of the compounds:  The chemicals are classified as active, inactive, 

or intermediate based on their IC50 values.  

(i) The compounds having IC50 values >= 10,000nm are classified as inactive 

class, 
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(ii) The compounds having values <= 1000nm are classified as active class, and  

(iii) The compounds having values in between to that of 1000 and 10000 were 

considered as intermediate class   

\ 

Fig 5: Python Code for classifying the classes based on their threshold IC50 values 
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Fig 6: General scheme for dataset preparation for Exploratory Data Analysis 
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4.2.2. Data Pre-Processing  

4.2.2.1. Feature selection: A new data subset was created containing columns 

molecule_chembl_id, canonical_smiles, standard_value and bioactivity_class. It 

was further used for data pre-processing steps. 

 

Table 2: Selected features for preparation of dataset for EDA 

 

4.2.2.2.Calculation of Lipinski Descriptors: Pfizer scientist Christopher Lipinski 

devised a set of guidelines for assessing the drug-likeness of compounds. The 

Absorption, Distribution, Metabolism, and Excretion (ADME) profile, often 

known as the pharmacokinetic profile, is used to determine drug similarity. 

Lipinski evaluated all orally active FDA-approved medications when he came up 

with the Rule-of-Five, often known as Lipinski's Rule. According to the rule, any 

drug that fulfils two or more of the set conditions, it is expected to have poor 
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permeability and absorption [59]. The rule can be able to categorize and remove 

molecules that are predicted to have poor drug-likeliness [60].  

 

Table 3: Theshold values for Lipinksi’s Descriptors 

Here the descriptors are used for statistical distribution and analysis of the 

compounds under study. All for Lipinski Descriptors are calculated and then 

integrated into the created data subset for the analysis.  

 

Fig 7: Values of Lipinski Descriptors for various compounds in the dataset 
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Fig 8: Final dataset for model building 

4.2.2.3. Conversion IC50 to pIC50: pIC50 values are the negative logarithmic values of 

IC50 i.e. -log10(IC50). Calculation of pIC50 values makes the data more uniform 

for analysis and plotting of graphs. It will urge you to consider over your potency 

data in logarithmic scales rather than arithmetic scales. It's difficult to report the 

accuracy of IC50 determinations.  

4.2.2.4. Exploratory Data Analysis: The data subset containing the descriptor values is 

then used for some graphical and statistical analysis to achieve a superior 

understanding of the data points through visualizations. With the use of summary 

statistics and graphical representations, EDA is a crucial step in doing preliminary 

investigations on data for uncovering patterns, detecting anomalies, testing 

hypotheses, & looking for assumptions [61].  

4.2.2.5. Calculation of Fingerprint Descriptors: The paDEL-Descriptors are numerical 

values derived from the structural and chemical properties of the compounds. 
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These numerical values are used as the input for the model building in QSAR 

modeling and can be used to predict the bioactivity of novel compounds. The 

descriptor is available in the library format and provides around 43 algorithms for 

the molecular descriptors and 7 fingerprint algorithms. It is open source software 

available for free which makes it more accessible for application over other 

available softwares [62]. 

In this experiment 881 descriptors of pubChem Fingerprint were taken for analysis 

and model building.  

4.2.3.  Validating the QSAR model: Validating the model that has been created is an 

important step in order to assure that the created model would be able to make 

precise and reliable predictions in the future. Most commonly used parameters to 

analyze the performance of the model are Pearson's correlation coefficient (r) and 

root mean squared error (RMSE).  

The value of Pearson’s coefficient is the representation of the degree of 

relationships amongst the features in consideration and can have the values ranging 

from -1 to +1. The positive value shows a positive correlation and vice versa. The 

Root Mean Squared Error is a parameter that is used to evaluate the possible error 

of the model.  

Few other methods like F-statistic, standard deviation, Y-scrambling test are 

additionally used to increase the validation assessment.  
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Fig 9: General scheme for model building and validation for QSAR 
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Chapter 5 

Results and Discussion 

5.1. Results of Exploratory Data Analysis 

It is observed through the scatter plot of MW vs LogP (Fig) that the two bioactivity classes 

are found in almost similar chemical spaces. The QSAR model involves considering a large 

number of compounds that can be represented by descriptors. The chemical space analysis 

show hig correlation between the active and inactive compounds.  

 

Fig 10: Frequency plot of the 2 bioactivity classes 
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                                               Fig 11: Scatter plot of MW versus LogP values 

 

5.2. Interpretation of Statistical Results 

The different box plots were created in order to understand the chemical space of the TNF-

alpha inhibitors and get inferences about the SAR by using the Lipinski’s Descriptors to 

establish the relationship. Such a chemical space analysis provides insights about the 

common characteristics of the compounds under study. EDA was performed on these 

descriptors to understand the statistical inference of the distribution across the chemical 

space. Molecular size (depicted by MW) is the common parameter used, since the 

understanding of the molecular size of the compound is required to predict its ability to 

pass through the lipid bilayer. It is observed that most of the inhibitors lie within the range 

of 400-500 Da. LogP is also a commonly used for analyzing the penetration and permeation 

capabilities of the compounds. It gives an understanding of the liphobilicity of the 

compounds. The active compounds are spread over the space of 1 to 3 whereas the inactive 



36 
 

compounds are spread over 2 to 4.  The HB-donors and HB-acceptors are the measures to 

understand the hydrogen bonding capacity of the compounds  

Box Plots  

 

Fig 12: Box plot of pIC50 value for the 2 classes 

 

Fig 13: Box plot of MW value for the 2 classes 
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Fig 14: Box plot of LogP value for the 2 classes 

 

Fig 15: Box plot of NumHDonors value for the 2 classes 
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Fig 15: Box plot of NumHAcceptors value for the 2 classes 

 

5.3. Discussion 

A data set initially consisting of 1690 compounds had been narrowed down to be used to 

construct the QSAR model. Different fingerprints were used to convert the structural 

description into numerical values. After the data cleaning and filter selection, the dataset 

was split into a 80/20 ratio that comprised of 80% training data set and 20% test dataset. 

Random forest model was used to test the predictability of the dataset. The value of 

Pearson’s Coefficient obtained was 0.591 which indicates a strong model performance.  

While performing the drug discovery processes, it is very essential to know about the 

ADMET properties of the compound(s) of interest. This information can be easily extracted 

from data retrieved from ChEMBL and extracting Lipinski Descriptors for the compound 

selected to analyse the bioactivity. The amount of data availability and ML has reduced the 
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time and efforts involved in the examination of a large number of information present in the 

form of journals or research papers. The properties like molecular weight (MW), water 

partition coefficient (logP), ability to form hydrogen bonds are essential determinants of the 

drug-like properties of the compounds. The compounds having similar chemical structures 

are also likely to have similar bioactivity. However, there might be some fundamental 

differences that can cause them to have slightly different applications. This can be analyzed 

by a technique called Multiparameter Optimisation wherein we can analyze a compound’s 

drug likeness, safety and efficacy against multiple parameters. Optimising biological 

characteristics while also ensuring that the structure's property profile is drug-like, for 

example, might be done utilising the Lipinski rule-of-five criterion. Advances in the ML 

and AL technologies can resolve these concerns provided considerable amount of quality 

data to approve the effectiveness in the drug discovery process.  

QSAR models provide the relationships between the structural and biological 

characteristics of the compounds. The tried regression model did not show the best results 

for the dataset, therefore, different regression models were tested for comparisons which 

revealed that the decision tree regressor could be the best model for the predictions of 

biological activity Fig.16-18. 
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Comparing various regression models  

Table 4: Comparison table for various regression models and the validation parameter values  
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Fig 16: Comparison of various regression models vs their R-square values 
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Fig 18: Comparison of various regression models vs their RMSE values 
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Fig 18: Comparison of various regression models vs their time taken for execution 
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Conclusion 

Traditional databases are only useful in handling and storing small amounts of data. As the 

data becomes complex and unstructured, traditional databases fail to extract knowledge 

from it. Big data technology comes with a promise to provide using terabytes of data to 

derive useful insights to the medical field, thereby leading to enhancement of the clinical 

outcomes and improvement of potential healthcare outcomes. There is always a concern 

with the compromise on data quality to manage hard deadlines. Even after proper analysis, 

data validation becomes the issue. To overcome the preceding challenges, the data needs to 

be analyzed efficiently and at minimum costs. Machine Learning serves as the best possible 

solution towards reducing the increasing costs as well as in the establishment of better 

doctor-physician relationships. ML and BDA can together be used for several healthcare-

based applications including treatments for cancer, many rare diseases leading the way 

towards personalized medications. Efficient data mining techniques can provide with 

endless possibilities for data model analysis to reveal patterns that can be used by 

healthcare professionals in forecasting, diagnosis and treatment of patients.  

One of the greatest drawbacks relating to big data is the negligence of protecting privacy, 

majorly for the data obtained from confidential medical records. Even though there are 

rules protecting the privacy of medical records, many of them are not applicable to the 

transfer of big data. Several academics and healthcare professionals agree that present 

privacy policies need to be overhauled in order to safeguard patients while e also allowing 

analysts to do successful analysis. While the potential to forecast future medical difficulties 

is seen as a benefit by some, big data also pose the prospect of medical practitioners being 



45 
 

replaced. Various experts are concerned that the rise of big data would underestimate the 

potential of doctors, leading patients seeking solutions from technology rather than a 

certified physician. However, as technology advances, the downsides must be considered in 

order to provide a patient and doctor experience that is both efficient and safe.     

The medical industry has to undergo many challenges involved during the pre-clinical 

phases and clinical phases of drug discovery. The presence of the huge datasets available 

would enhance the effectiveness and reduce the time invested in the early stages of drug 

development. In addition to this the use of ML would make the process of decision making 

more efficient and fast.  

Future scope of research 

The data gathered from various sectors is mainly unstructured and versatile. It needs to be 

edited along different dimensions within or across organizations to receive the desired 

outcomes. Different frameworks for big data analysis are still unexplored to fill the gaps in 

bringing big data and healthcare together. Proper analysis across organizations requires 

proper storage facilities for the vast amount of data captured. The analyzed data can be 

further used in the betterment of the field of personalized medications thereby, allowing the 

timely diagnosis and cure of rare diseases. The efficient use of technology in the right 

direction might also help in the reduction of costs for treatments. Healthcare organizations 

need to work on more effective use of predictive data analysis and link data from multiple 

sources. With increasingly rising sources of data, there is a requirement for more attention 

on the new ways of preserving privacy and ethical concerns. Companies can use the rapidly 

increasing data in critical ways to create new services in response to observable patterns. 
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There is requirement of technocrats with expert knowledge for using advance Ml 

algorithms and BDA tools to analyze complex data types and convert them into useful 

predictions. Such, changes in the field of medicine and life science can help in treatments 

and cures for life threatening diseases. BDA can transform the possibilities of biomedical 

research and discoveries. 
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