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ABSTRACT 

Automatic text summarization is one of the major problems in the field of machine learning. The 

approach used in this project is significantly different from all previous works done in this field in 

the respect that it uses two major concept called soft-cosine similarity and centrality measures. Soft 

cosine similarity takes into account the semantic relationship between the words thereby reducing 

the ambiguity caused by words with similar meanings. It also helps to realize how similar two 

sentences are which could be used to reduce redundancy and hence improve the quality of the final 

summary produced. There are dictionaries present to get the semantic relations between words. We 

are using WordNet which is an English linguistic dictionary containing 8 different relation types. 

Centrality measures  is another widely used concept for graph-based approaches. We have 

discussed 40 different centrality measures and analyzed there impact and usage in 30 different real 

world networks. Finally studied 4 basic and most widely used centrality measures in order to decide 

which measure derives best results. EigenVector has shown to outperform other centrality 

measures. 

We have used two types of datasets single text documents from BBC news articles and and 

multi-text documents from DUC 2007 dataset. We have used the renowned ROUGE measure to 

compare the results and found that our approach performs better than all other state-of-the-art 

automatic text summarization methods namely TextRank, LexRank, Luhn and LSA.  
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CHAPTER 1: Introduction 

Text summarization refers to the creation of a compact, fluent and coherent version of one or more 

text documents. The primary intention is to provide an outline of the information in the original 

documents quickly and efficiently using fewer words. The internet is the biggest source of 

information today, it is flooded with huge amount of textual data in the form of web pages, blogs, 

news articles, emails, tweets etc., causing information overload. Moreover with no proper 

authorization, it is hard to determine the authenticity of the information present. A summary can 

not only provide an overview of the source but also its genuineness before being studied in detail. 

It is expensive, subjective and infeasible to manually extract the summary from such large amount 

of documents. Hence there is a need for automatic text summarization technique to process the 

data. In spite of the progress over the years, there is still scope of better results. The main challenge 

is how to determine the most crucial information and how to express this information efficiently 

in the final summary without exceeding the size limit.  

Automatic text summarization could be classified into four types based on the type of input, 

output, context and external resources:  

a) Input-based text summarization is categorized as single-document text summarization 

methods such as TextRank, LexRank both based on PageRank algorithm, SumGraph etc 

and multi-document text summarization methods like LexPageRank, feature-based 

summarization, statistical extractive summarization etc.  
 

b) Output-based text summarization is of two types- Extractive text summarization creates 

summary from the original document choosing the most important phrases, sentences or 

paragraphs without any modification while Abstractive text summarization is more human-

like i.e. a conceptual conclusion of the given document with some or all new words, phrases 

or paragraphs. Extractive summaries are easier and faster to generate as they can be 

generated entirely from the original document with no further knowledge of any kind. 

Abstractive summaries on the other hand need a good domain and linguistic knowledge so 

as to understand the essence of the document and present it in its own words.  
 

c) Context-based text summarization can be of three types- Domain-specific text 

summarization which uses domain knowledge related to the document it is dealing with so 

as to identify important and unimportant words and phrases. Querybased text 

summarization which forms the final summary using the answers to a set of pre-decided 

natural language questions. Generic text summarization is the most basic and the most 

explored type of summarization where there is no prior assumption or context taken into 

account .  
 

d) External resources-based text summarization can be knowledge-poor in which case no 

external source of ontology is used. While in knowledge-rich text summarization a sizeable 

knowledge base is used. It is domain-independent and thus applicable across domains and 

applications . Fig 1. shows the classification of automatic text summarization and the 

techniques used in our paper are highlighted in green boxes i.e. our approach provides a 

multi-document, extractive, generic and knowledge-rich type of automatic text 

summarization technique.  



 

 
 

Fig. 1. Classification of automatic text summarization  

Previously, a lot of generic text summarization methods have used cosine similarity vector space 

model  in order to calculate relatedness between the sentences directly  or in a modified form, as 

the tf-idf modified cosine similarity . The concept of centrality is useful to find important nodes in 

a graph and has been readily used in social, biological, electrical, technological and information 

networks . There are over 200 types of centrality measures for different types of networks, 

structures and requirements . We are using the four most widely used centrality measures namely 

degree, betweenness, closeness and eigenvector centrality . Since former three measures do not 

originally deal with weighted networks, we are using their weighted versions . 

 

1.1  Related work 

The main objective of behind the emergence of the concept of automatic text summarization has 

been the increasing rate of data which was impractical and infeasible to be processed by humans 

with desired time and efficiency. Thus various works have been presented in the past to overcome 

this problem as listed below: 

a) Positional method: A method introduced in 1959 in which while analyzing 200 paragraphs 

from scientific documents. The author came across that the fact that topic sentence is 

generally the first or the last sentence of the document. 

 

b) Luhn’s method: Luhn discovered that the most and the least frequent words are generally 

the least important words in the document. He also introduced the concept of data pre-

processing in order to filter out such words and the concept of stemming used to remove 

suffixes from words e.g. cats → cat. 

 

c) Edmundson’s method: Edmundson used a linear combination of features namely position, 

frequency, cue of words and document structure. Cue words are the manually chosen words 

correlated to the sentences. Cue words are of three types- bonus words (refer important 



 

 
 

sentences), stigma words (negatively impact sentence importance) and null words (have no 

impact on sentences). 

 

d) FRUMP: The first knowledge based text summarization was named as the Fast Reading 

Understanding and Memory program (FRUMP) . In this method the relevant sentences are 

selected by filling the pre-determined template. Semantic and pragmatic knowledge are 

used for summarization. It also uses a data structure called sketchy scripts to predict events. 

 

e) Maximal marginal relevance: A query based summarization approach which takes in user 

query and using a predefined similarity matrix. It chooses sentences to be included in the 

summary based on the fact that how similar is the sentence to the query as well as the set 

of sentences already added to the summary. It is a diversity-based method used for 

reranking documents and generating summaries. 

  

f) Classification: The first trainable method designed with a training set of original 

documents and manually created extracts used for the classification model to predict the 

probability of a sentence to be selected for the summary. This probability was determined 

usin the Naïve-Bayes classification assuming that the features are statistically independent. 

 

g) LexRank: In , The LexRank is inspired by Google’s PageRank algorithm which is used to 

rank the webpages. It is a graph-based approach and uses the concept of Lexical centrality. 

A similarity matric is formed using sentences as vertices and similarity score as edge 

weights between them. It was mainly designed for single document summarization but 

could be extended to multi-document as well without much alterations. 

 

h) TextRank: In , another approach similar to LexRank is introduced known as TextRank, 

another graph-based algorithm using the  PageRank approach. The nodes can be words, 

phrases or entire sentences and the relation between them can be contextual overlap, 

semantic relations or lexical relations etc. The graph generated can be weighted or 

unweighted and directed or undirected. If the nodes are considered to be words or phrases, 

it can also be used for keyword and keyphrase extraction. 

 

i) Normalized Google Distance: In , the authors use clustering mechanism to divide 

sentences and then apply Normalized Google Distance as the similarity measures on each 

cluster to determine the relatedness between the sentences in each cluster. The Differential 

Evaluation method which works on real valued parameters is used here but is modified 

using the mutation from the genetic algorithm. The cluster containing the most similar 

information as the document is chosen to form the summary. 

 

j) MEAD: In , the open source toolkit for a centroid-based  approach called MEAD was 

presented which works for single as well as multi-documents. Its publicly available and 

can be extended to apply other features. It has three major components: feature extractor, 

combiner and reranker. MEAD distribution also has three basic features- Centroid, Position 



 

 
 

and Length. The MEAD policy works on the combination of command lines used for the 

features, formula used to convert vector to scalar and command line used for reranking. 

 

k) Sequence to sequence: A deep learning technique introduced by Google which takes 

sequence of words as an input and generates sequence of words as an output.  The words 

from the original document are sent to encoder which is a stack of several recurrent neural 

networks (RNN) . Each RNN accepts one input element i.e. one word and propagates it to 

the next recurrent unit after collecting information from them. The output produced by all 

these RNN is an encoder vector which is then fed to into another stack of RNN called the 

decoder. It uses the collective information present in the encoder vector to make predictions 

and produce final summary, 

 

  



 

 
 

CHAPTER 2: Soft-Cosine Similarity 

The soft-cosine similarity measure also known as the soft similarity measure is a variation of the 

well-known cosine similarity measure. It is different from the cosine similarity measure in the 

respect that it takes into consideration the various relationships words possess such as synonyms, 

antonyms, hyponyms, meronyms etc. Based on the similar concept of vector space model as used 

the regular cosine similarity matrix where the features are treated as independent entities, it takes 

into account the fact that even though the sentences may not possess same words but may hold 

similar meaning due to the interdependence between the words. 

This difference between the two Vector Space Models (VSM) is demonstrated in Fig 3. 

  

(a)                                                           (b)                                                                   

Fig. 2. Comparison of vectors’ representation in a) Cosine similarity VSM b) Soft-cosine similarity 

VSM in 3-dimensional space. 

The Vector space model presents the objects as n-dimensional vectors . The soft-cosine similarity 

between two sentence vectors a and b can be calculated as: 

𝐶𝑜𝑠𝑖𝑛𝑒𝑠𝑜𝑓𝑡(𝑎, 𝑏) =  
∑ 𝑆𝑖𝑗𝑎𝑖𝑏𝑗
𝑛
𝑖.𝑗

√∑ 𝑆𝑖𝑗𝑎𝑖𝑎𝑗
𝑛
𝑖.𝑗 √∑ 𝑆𝑖𝑗𝑏𝑖𝑏𝑗

𝑛
𝑖.𝑗

 

where Sij is the semantic relation between features i and j. But if there is no similarity between the 

features Sii = 1 and Sij = 0 for i ≠ j which is equal to cosine similarity: 

𝐶𝑜𝑠𝑖𝑛𝑒(𝑎, 𝑏) =  
∑ 𝑎𝑖𝑏𝑖
𝑛
𝑖=1

√∑ 𝑎𝑖
2𝑛

𝑖=1 √∑ 𝑏𝑖
2𝑛

𝑖=1

 

The quadratic time complexity of the similarity measure makes it feasible to be used in real-world 

scenarios. Noteworthily the complexity could be further improved to sub-quadratic. 

  



 

 
 

CHAPTER 3: Centrality Measures 

Centrality can be interpreted as- ‘influence’, ‘prestige’ or ‘control’. With more than 200 different 

types of centralities  proposed so far for different types of networks and based on different kinds 

of roles the nodes play in them. The centrality of a node in a network may be determined by the 

three most basic structural attributes of that node: its degree, betweenness, or closeness. The choice 

of the structural attribute and its measure depends upon the context to which its application is 

intended. Degree based measure can be used for communication activity. Measure based on 

betweenness can be used for interest in control of communication. And for either independence or 

efficiency we can choose measure based upon closeness. 

3.1 Types of centrality measures 

1) Degree Centrality: One of the most basic approach to find a central node. Applicable in 

almost all the areas where we can generalize the problem in the form of a network and seek to 

determine important nodes based on their degree. In this measure importance of nodes in a graph 

depend on its number of links with other nodes i.e. direct friendship connections. It is be 

formulated as: 

𝜎𝐷(𝑥) =  ∑𝑎𝑖𝑥

𝑛

𝑖=1

 

where aij is adjacency matrix and σD(x) is centrality score.  

2) Betweenness Centrality: One of the most basic approach to find a central node. 

Applicable in almost all the areas where we can generalize the problem in the form of a network 

and seek to determine important nodes based on path length Communication takes place only 

along the geodesic paths. Here importance of nodes is based on the its relevance for the control 

and mediation for the information flow. It is formulated as: 

 

𝜎𝐵(𝑥) = ∑ ∑
𝑔𝑖𝑗(𝑥)

𝑔𝑖𝑗

𝑛

𝑗=1,𝑗<𝑖,𝑗≠𝑥

𝑛

𝑖=1,𝑖≠𝑥

 

where gij is shortest path between i and j and gij(x) is paths passing through x node.   

3) Closeness Centrality: One of the most basic approach to find a central node. Applicable 

in almost all the areas where we can generalize the problem in the form of a network and seek to 

determine important nodes based on topology of the network. This measure uses minimum 

geodesic distance i.e. minimum number of edges that need to traversed to reach from one node to 

another. It is formulated as: 

𝜎𝐶(𝑥) =  
1

∑ 𝑑𝐺(𝑥, 𝑖)
𝑛
𝑖=1

 

 

where dG(x,i): distance between the two nodes. 
 



 

 
 

4) Eigen-vector Centrality: Power measure for a variety of exchange measures. Importance 

of a node depends on how important are the nodes connected to it. 

 

𝜎𝐸 =
1

𝜆1
∑𝐴𝑗𝑖𝑣𝑗
𝑗

 

 

where ℷ1is maximum eigen value for A, A is adjacency matrix and v is maximum eigenvector for 

A. 

 

5) Page Rank: Ranking webpages by simulating user behavior where most linked and visited 

webpage is ranked highest. It is determined using the citation graph of hyperlinks in webpages the 

importance of webpages is derived. A page possesses high page rank if a no. of pages point to it 

or is pointed by some high page ranked pages. It is formulated as: 

 

𝑃𝑅 = (1 − 𝑑) + (𝑑(
𝑃𝑅(𝑇1)

𝐶(𝑇1)
+ ⋯+

𝑃𝑅(𝑇𝑛)

𝐶(𝑇𝑛)
) 

 

where T1...Tn are pages, C(A) is no. of links leaving page A and d is damping factor. 

 

6) HITS: Ranking websites based on user importance of mutual reinforcement. A hub is a 

positive version of authority. It uses an iterative relation between authorities- pointed by many 

hubs and hubs- pointing to authorities to determine good-quality information in broad-level search. 

It is formulated as: 

 

ℎ𝑖+1 = 𝑎𝑖𝐴
𝑇 , 

𝑎𝑖+1 = ℎ𝑖+1𝐴 

 

where h is hub and a is authority. 

 

7) Katz Centrality: Used in wide variety of directed networks like web network, citation 

network and biological networks. It’s a generalized form of degree centrality. It is determined by 

the no. of nodes accessible via a certain path. It is formulated as: 

 

𝐶𝐾
𝑊(𝑖) = 𝛼∑𝑊

𝑗

(𝑖, 𝑗). 𝐶𝐾
𝑊(𝑗) + 𝛽 

 

where W is adjacency matrix, α is attenuation constant and β is positive constant. 

 
 

8) Radiality Centrality: Influential in studying network reachability and connectedness. It is 

determined by the extent to which a node can access a network as provided by its neighbor nodes. 

High radiality means lesser time to reach other nodes in the network thus faster sending of 

information. It is formulated as: 



 

 
 

 

  

 

where ∆𝐺
𝑊:diameter of the graph G, dw(i,j) is weighted geodesic distance between nodes i and node 

j. 

 
 

9) Integration Centrality: Influential in studying network reachability and connectedness. 

How well a node is connected in the network. Being closely linked integrated nodes get early 

access of information.  It is formulated as: 

 

𝐼(𝑘) =
∑ 𝑅𝑗≠𝑘 𝐷𝑗𝑘

𝑁 − 1
 

 

where RDjk is reverse distance calculated using geosedic distance between nodes j and k and N is 

network size. 

 

10) Time-scale Degree Centrality: Consideration of presence as well as duration of nodes in 

network. Time-variant approach of degree centrality. It is formulated as: 

 

𝑡𝑠𝑑𝑐0 =∑𝑥𝑖𝑗(𝑇 − 𝑡𝑖)…

𝑗

 

𝑡𝑠𝑑𝑐1 =∑𝑥𝑗𝑖(𝑇 − 𝑡𝑖)…

𝑗

 

 

where i is input and o is output. 

 

11) Edge-betweenness: Centrality Topology control based on Quality of service for 

sensor networks to achieve high quality services. Evaluating relation between edges of 

network using this weighted, bidirectional topology-control algorithm. It is formulated as: 

 

𝐸𝐵(𝑒) = ∑ ∑
𝜎𝑣𝑖𝑣𝑗(𝑒)

𝜎𝑣𝑖𝑣𝑗𝑣𝑗∈𝑉𝑣𝑖∈𝑉

 

 

σ(vi vj )= no. of shortest paths between nodes vi and vj. 

 

12) Mint Centrality: Coin based transactions in bitcoin transaction graph. Spot important 

pseudonymous addresses in bitcoin transaction graph with linear time complexity. It is formulated 

as: 

 



 

 
 

𝑀𝐶(𝐴, ℎ) =
|∪𝑈 𝑆𝑢𝑖|

ℎ
 

 

where U is set of all transactions, h is height and S is set of coin-base. 

 

13) Feature Centrality: Areas requiring prediction of human behavior towards an object 

features. Rational model for behavior of human categorization. First optimize the system then 

making some assumptions regarding the environment and costs optimal behavioral functions are 

derived. It is formulated as: 

 

𝐶𝑖
𝐹 =

∑ 𝑚𝑗𝑘(𝑖)𝑗,𝑘∈𝐺

∑ 𝑚𝑗𝑘𝑗,𝑘∈𝐺
  

 

where mjk is maximum flow between j and k and mjk(i) is maximum flow through i. 

 

14) Information/Delta Centrality: Useful in finding community structures, 

characterizing planar graphs and importance of soluble mediators in human immune system. 

Importance of a node is determined by the response of the network after the node is deactivated. 

Based on network efficiency and network flow. It is formulated as: 

 

𝐶𝑖
∆ =

(∆𝑃)𝑖
𝑃

 

 

where P is cohesiveness measure and (∆P)i is variation of P after deactivation of i. 

 

15) Flow Betweenness Centrality: Betweenness of nodes with continuous flow of maximal 

amount of information between all source and destination nodes. Based on maximum flow in 

network. It is formulated as: 

 

𝐶𝑖
𝐹 =

∑ 𝑚𝑗𝑘(𝑖)𝑗,𝑘∈𝐺

∑ 𝑚𝑗𝑘𝑗,𝑘∈𝐺
 

 

where mjk is maximum flow between j and k and mjk(i): maximum flow through i. 

 

16) Current Flow Betweenness Centrality: Estimation of pedestrian flow in large urban 

networks. Estimation of status of traffic flow in spatial networks. Considering the network 

topology and data associated with it. Resized Approximation CFB version is used to provide more 

efficient and fast results in large network. It is formulated as: 

 

𝑏𝑖 =
1

𝑁𝑏
∑𝐼𝑖

(𝑠𝑡)

𝑠<𝑡

 

 



 

 
 

where s, and t are current routes, Nb is normalization constant and Ii
(st) is average current flow. 

 

17) Second-order Centrality: Provide signature of graphs to determine their health i.e. how 

robust a graph is against attacks. Find critic nodes in a complex network. Regularity of visit 

through a random walk of  a node determines its importance. Standard deviation of return time is 

used to determine critical nodes in the network. Distributed by design. It is formulated as: 

 

𝜏(𝑗) = inf {𝑛 ≥ 1|𝑋𝑛 = 𝑗} 
 

where n is the number of nodes, Xn is the Markov chain on finite space S. 

 

18) Alpha Centrality: Positive and negative bargaining systems. Total number of paths from 

a node to other nodes, exponentially attenuated by the length between them. Power comes from 

being connected to powerless. It is formulated as: 

 

𝜆𝑒𝑖 =∑ 𝑅𝑖𝑗𝑒𝑗
𝑗

 

 

where  R is the relationship matrix and e is the eigen vector. 

 

19) Temporal Centrality: Analyze the vulnerability, time-varying centrality and traffic 

management in highly vulnerable and time-critical networks. Time varying Graph is made to study 

temporal features of network. Then using the modified version Matrix multiplication algorithm 

temporal centrality metric is obtained to analyze network vulnerability and improve traffic 

management system. It is formulated as: 

 

𝑇𝐶𝑡(𝑘) = ∑
|𝑑𝑡
′(𝑢, 𝑣, 𝑘)|

|𝑑𝑡(𝑢, 𝑣)|
𝑢≠𝑣≠𝑘∈𝑉

 

 

where |dt(u,v)| is no. of shortest path between u and v and |d’t(u,v,k)|= among them paths passing 

through k. 

 

20) Subgraph Centrality: Measure network bipartivity, an important topological 

characteristic of complex networks. Weighted sum of spectral moments of adjacency matrix. It is 

formulated as: 

𝑆𝐶(𝐺) =
1

𝑁
∑

𝜇𝑙
𝑙!

∞

𝑙=1

 

 

where 𝜇𝑙 ∑ (𝜆𝑗)
𝑙𝑁

𝑗=1 , µl is no. of closed paths of l length and ℷ is eigen values. 

 



 

 
 

21) Dominating Centrality Set: Determine influential set of center nodes in large scale graphs 

without overlapping. Efficient network coverage to select central nodes. Using 3- and 4- cycles 

containing specific node. Is is formulated as: 

 

 
 

where RG(S) is covering rate of DCS on set of S nodes in graph G. 

 

22) Cumulative Neighboring Relationship: Find central nodes effectively in rapidly 

changing Mobile Social Networks. First find pair-wise relationship between neighbors mobile 

social networks. Then break the dynamic network into a set of time-ordered networks.  Later using 

3 aggregation methods they are combined to form CNR metric and find central nodes in the given 

time interval. It is formulated as: 

 

 
 

where NR(ij) is the neighbor relationship. 

 

23) Straightness Centrality: Spatial analysis of urban street patters and as a part of Multiple 

centrality assessment for street centrality measurement and efficient information transfer in 

network. Efficiency of communication between two nodes in a graph is inversely proportional to 

the shortest path. Captures the deviation of connecting route from virtual straight route between 

two nodes. It is formulated as: 

 

𝐶𝑖
𝑆 =

1

𝑁 − 1
∑ 𝑑𝑖𝑗

𝐸𝑢𝑐𝑙

𝑗∈𝐺,𝑗≠𝑖

/𝑑𝑖𝑗 

 

where dij is shortest path length and dij
Eucl is Euclidean distance. 

 

24) Ranking Betweenness: Mainly designed for complex urban street networks. Combination 

of random-walk betweenness and Page Rank centralities. After converting the network into 

geographical space node importance is found by considering manually decided set of features 

based on the problem along with network connectivity. It is formulated as: 

 

𝐶𝑟𝑏(𝑖) =
∑ 𝐼𝑖

𝑠𝑡
𝑠<𝑡

1
2𝑛(𝑛 − 1)

 

 

where 𝐼𝑖
𝑠𝑡 =

1

2
∑ 𝐾𝑖𝑗|𝑇𝑖𝑠 −𝑗 𝑇𝑖𝑡 − 𝑇𝑗𝑠 + 𝑇𝑗𝑡|, 𝑖 ≠ 𝑠, 𝑡 and K,T are metrices. 

 



 

 
 

25) Clustering Coefficient : Check if a graph is small world network. Measures how 

cliquish is the neighborhood of a node Ratio of existing edges between two nodes within 

their neighborhood to the total number of possible edges. It is formulated as: 

 

C(G)= 6n/l 

 

where n: is no. of triangles and l is no. of paths of length two. 

 

26) Local Bridging Centrality: A bridging node is a node connecting two densely connected 

parts of graph. It’s a product of a global measure i.e. betweenness centrality that tells among all 

the shortest paths how many of them pass through the node and a local measure i.e. bridging 

coefficient telling how well the node is located between the nodes with high degrees. It is 

formulated as: 

 

𝐶𝑅(𝑣) = 𝐵𝐶(𝑣) × 𝐶𝐵(𝑣), 

𝐵𝐶(𝑣) =
𝑑(𝑣)−1

∑
1
𝑑(𝑖)𝑖∈𝑁(𝑣)

 

 

where BC(v) is bridging coefficient, d(v) is degree of v node and N(v) is set of node v’s neighbors. 

 

27) Community Centrality: Optimization of modularity in technological, social and 

information networks. Some vertices ,as a result of the situation they are in, have positive or 

negative power to substantially contribute to the overall modularity of the network. It is formulated 

as: 

|𝑋𝑘| = ∑ 𝑋̂𝑘
𝑇𝑥𝑖

𝑖∈𝐺𝑘

 

where Xk is community vector and xi is vertex vector. 

 

28) Relative Centrality: Local community detection problems Importance of a set of vertices 

in a network with respect to another set of vertices instead of the set of all nodes of the network 

i.e. the whole network. It is formulated as: 

 

𝐶(𝑆1|𝑆2) = 𝑃(𝑊 ∈ 𝑆1|𝑉 ∈ 𝑆2 

 

where S1 and S2 are set of nodes, and W and V are randomly selected nodes. 

 

29) Hubble-index: The scientific achievement of a scholar is determined by the no. of papers 

and citation times of those papers measured using h-index. Used for scientometric purposes. 

Importance of a node is based on how many other high degree nodes it is connected to. It is equal 

to the largest no. h for a node n such that n has atleast h neighbors with degree not more than h. It 

is formulated as: 



 

 
 

 

𝐻𝑖 = 𝑚𝑎𝑥1≤ℎ≤𝑑𝑙min (|
𝒩≥ℎ
(𝑖)

|) , ℎ) 

 

where  is neighbor of the node I with at least h degree. 

 

30) Lobby-index: An h-index inspired measure used for general networks. It is equal to the 

largest no. k for a node n such that n has at least k neighbors with degree not more than k. Many 

high degree neighbors means more influence . Used mainly in scale-free artificial networks. It is 

formulated as: 

 

𝑙(𝑥) = max {𝑘: deg (𝑦𝑘) ≥ 𝑘 

 

where deg(yk) is degree of neighbor y with at least k degrees. 

 

31) Communication Centrality: Inspired by h-index, takes into consideration degree, 

communication ability and edge weight of node. It is equal to the product of the edge weight and 

the h-degree of neighbor node. Used in scale-free weighted networks to study communication 

ability of nodes with their neighbors. It is formulated as: 

 

𝑐(𝑥) = max {𝑘: 𝑤𝑘𝑑ℎ(𝑘) ≥ 𝑘} 
 

where k is minimum no. of neighbor nodes of x, wh is h-degree of neighbor node k. 

 

32) Diffusion Centrality: Approximation of communication centrality. Highly correlated to it 

and possesses its predictive properties but requires much less data. Measure the effectiveness of 

alternative injection points for microfinancing loans. It is formulated as: 

𝐷𝐶(𝑔; 𝑞, 𝑇) = [∑(𝑞𝑔)𝑡
𝑇

𝑡=1

] 

 

where g is adjacency matrix, q is probability and  is the no. of iterations. 

 

33) Gravity Centrality: Inspired from the classic formula of gravity. Taking k-shell value as 

mass and shortest path distance as distance. Finding node importance and influential spreaders in 

the complex networks. It is formulated as: 

 

𝐺(𝑖) = ∑
𝑘𝑠(𝑖)𝑘𝑠(𝑗)

𝑑𝑖𝑗
2

𝑗∈𝜌𝜓𝑖

 

 

where ks(i) is the k-shell value of node i. 

 



 

 
 

34) DIL Centrality: Node importance is determined based on local information. Firstly, 

importance of edge is computed then we compute contribution of node in its importance. Finally 

degree and contribution of nodes is used to determine their importance. Used mainly for 

bridge nodes in large scale complex networks with less computation cost. It is formulated as: 

 

𝐿𝑣𝑖=𝑘𝑖 + ∑ 𝑊𝑣𝑖𝑣𝑗
𝑣𝑗∈Γ𝑖

 

 

where Γi is set of neighbors of node vi, ki is degree of node vi and Wvivj is the contribution of vi in 

importance of eij. 

 

35) Density Centrality: Based on the formula of Area density, it is computed by taking degree 

and distance between two nodes in neighborhood of order r=1,2,3 etc. it impacts connectivity as 

well as transmission of the node in the network. Used in Complex networks but can be extended 

to weighted and directed networks. It is formulated as: 

 

 
 

where ξi is neighborhood set with at most r distance to node i, dij is shortest path distance between 

i and j and ki is degree of node i. 

 

36) Laplacian Centrality: Defined as the amount of drop seen in the Laplacian energy when 

a node is removed from the network. Laplacian energy is the sum of the squared eigen values of 

the Laplacian matrix. The Laplacian matrix is obtained by scalar subtraction of weight matrix from 

the degree matrix of the graph.  Used for faster results in weighted networks as it has linear 

computation time. It is formulated as: 

 

𝐸𝐿(𝑣𝑖, 𝐺) =
𝐸𝐿(𝐺) − 𝐸𝐿(𝐺𝑖)

𝐸𝐿(𝐺)
 

where EL(G) is Laplacian energy with node i and EL(Gi) is Laplacian energy without node i. 

 

37) Percolation Centrality: Considering the percolation state of nodes in a network along with 

topological connectivity. Node importance is measured by how impacting it can be in aiding the 

percolation in the network. In complex networks while percolation scenarios such as infection or 

disease spreading. It is formulated as: 

 

𝑃𝐶𝑡(𝑣) =
1

(𝑁 − 2)
∑

𝜎𝑠,𝑟(𝑣)

𝜎𝑠,𝑟
𝑠≠𝑣≠𝑟

𝑥𝑠
𝑡

[∑ 𝑥𝑖
𝑡] − 𝑥𝑣

𝑡  

 

where σ(s,r)(v) is shortest distance between s,r via v and σ(s,r) is shortest distance between s and r. 

 



 

 
 

38) Opinion centrality: Designed specifically for multiplex networks such as online social 

networks, marketing etc. Firstly, opinion diffusion in the central node is done in the network 

followed by optimization to achieve maximal influence. This could be used to invest right amount 

of external influence in a node to maximize the opinion of the entire social group. It is formulated 

as: 

 

𝜆𝑖
0 = 𝑅𝐼−1 

 

where R is resource budget and I is matrix containing initial index assigned to each node. 

 

39) Perturbation Centrality: Measure centrality in dynamic network. It is defined as the 

reciprocal of silencing time derived using a Dirac delta type of starting perturbation with 10*n 

units, where n is the no. of nodes. It is formulated as: 

 

𝑃𝐶 = 1/𝑡 
where t is silencing time. 

 

40) Valued Centrality: For valued networks with varying strengths. Similar to closeness 

centrality with a correlation factor of 0.97. It is the average of the reciprocal of the sum of the 

maximum path distance between nodes in the network. It is formulated as: 

 

 
 

where d(x,y) is maximum distance between node x and node y and n is number of nodes. 

 

3.2  Centrality measures and real-world networks 

Centrality measures have been designed to treat different networks differently. Networks may vary 

in terms of size, complexity, layers, topology etc. and based upon these factors the criteria which 

decides importance of nodes in these networks may also vary. In order to appropriately understand 

the network and provide best results different set of centrality measures have been used throughout 

the large variety of networks. This application of centrality measures across various networks is 

mentioned in the table below along with the approach behind using them, the domain these 

networks can be categorized into, datasets used and the results achieved as shown below: 



 

 
 

  

S
.n

o
 

N
am

e 
A

p
p
ro

ac
h
 u

se
d

 
C

en
tr

al
it

y
 

m
ea

su
re

s 

u
se

d
 

D
o
m

ai
n

 
D

at
as

et
s 

R
es

u
lt

s 

1
. 

U
rb

an
 

R
ai

l 

N
et

w
o
rk

s 
 

A
n
al

y
si

s 
o
f 

ce
n
tr

al
it

y
 

ch
ar

ac
te

ri
st

ic
s 

o
f 

S
h
an

g
h

ai
 

R
ai

l 
n
et

w
o
rk

 
b

as
ed

 
o

n
 

to
ta

l 
p
as

se
n
g
er

 f
lo

w
 

D
eg

re
e,

 

b
et

w
ee

n
n

es
s,

 

cl
o
se

n
es

s 

T
ra

n
sp

o
rt

at
io

n
 

S
h
an

g
h

ai
 

U
rb

an
 

R
ai

l 
N

et
w

o
rk

 
w

it
h
 

1
2
 

li
n
es

 
an

d
 

2
9
6
 

st
at

io
n
s 

C
lo

se
n

es
s 

ce
n
tr

al
it

y
 

o
u
tp

er
fo

rm
s 

o
th

er
s 

2
. 

A
ir

 

N
et

w
o
rk

s 
 

A
n
al

y
si

s 
o
f 

ai
rl

in
e 

n
et

w
o
rk

 
p
er

fo
rm

an
ce

 

ag
ai

n
st

 
o
th

er
 
ai

rl
in

es
 
an

d
 

id
en

ti
fy

 c
o
m

p
et

it
o
rs

 

D
eg

re
e,

 

C
lo

se
n
es

s 

T
ra

n
sp

o
rt

at
io

n
 

S
h
ri

 
L

an
k

a 
ai

rl
in

e 

n
et

w
o
rk

 
o
f 

2
0
1
7
 

w
it

h
 4

1
 d

es
ti

n
at

io
n
s 

an
d
 8

2
0
 r

o
u
te

s 

R
em

o
v
in

g
 

cr
it

ic
al

 

p
o
in

t 
ef

fe
ct

s 
b
o
th

 

d
eg

re
e 

an
d
 

cl
o
se

n
es

s 

ce
n

tr
al

it
y
 

3
. 

A
ir

p
o
rt

 

N
et

w
o
rk

  

A
n
al

y
se

 a
ir

p
o

rt
 n

et
w

o
rk

 i
n
 

In
d
ia

 
fo

r 
p
la

n
n
in

g
 

m
o

re
 

ef
fi

ci
en

t,
 s

ec
u

re
 a

n
d
 r

o
b
u

st
 

tr
af

fi
c,

 
to

u
ri

sm
 

an
d
 

co
n
tr

o
ll

in
g
 s

p
re

ad
in

g
 o

f 
a 

d
is

ea
se

 

D
eg

re
e,

 

C
lo

se
n
es

s,
 

B
et

w
ee

n
n
es

s 

T
o
p
o
lo

g
y
 

A
ir

p
o
rt

 N
et

w
o

rk
 o

f 

In
d

ia
 

w
it

h
 

8
4

 

ai
rp

o
rt

s 
an

d
 

1
3
9
0
9

 

w
ee

k
ly

 d
ir

ec
t 
fl

ig
h
ts

 

an
d
 

n
u
m

b
er

 
o
f 

sw
in

e 
fl

u
e 

ca
se

s 
as

 

p
er

 
th

e 
H

ea
lt

h
 

M
in

is
tr

y
 o

f 
In

d
ia

 

D
ev

el
o
p
in

g
 

m
o
re

 

lo
ca

l 
h
u
b
s 

ca
n
 

re
d
u
ce

 
tr

af
fi

c 
an

d
 

p
ro

m
o
te

 
h
ea

lt
h

y
 

co
m

p
et

it
io

n
 a

m
o
n
g
 

th
e 

ai
rp

o
rt

s 
 

4
. 

S
p
ac

e 

S
at

el
li

te
 

N
et

w
o
rk

s 
 

T
im

e-
v
ar

y
in

g
 g

ra
p
h
 m

o
d
el

 

an
d
 

te
m

p
o
ra

l 
ce

n
tr

al
it

y
 

m
et

ri
cs

 t
o
 i

d
en

ti
fy

 c
ri

ti
ca

l 

co
m

p
o
n
en

ts
 

in
 

h
ig

h
-

d
y
n
am

ic
 

sp
ac

e 
ce

n
tr

al
 

n
et

w
o
rk

 

T
em

p
o
ra

l 
S

at
el

li
te

 

T
ra

ff
ic

 

M
an

ag
em

en
t 

L
eo

 
sa

te
ll

it
e 

n
et

w
o
rk

 
w

it
h
 

2
0

 

ra
n
d
o
m

ly
 

d
is

tr
ib

u
te

d
 l
o
w

 o
rb

it
 

sa
te

ll
it

es
 

at
 

se
m

i-

m
aj

o
r 

ax
is

 r
an

g
e 

B
al

an
ce

d
 

tr
af

fi
c 

d
is

p
er

si
o
n
 

re
d
u
ce

s 

v
u
ln

er
ab

il
it

y
 

an
d
 

im
p
ro

v
es

 

ro
b
u
st

n
es

s 

5
. 

D
is

ta
n
ce

 

v
ec

to
r 

ro
u
ti

n
g
  

 

N
ex

t 
h
o
p
 
se

le
ct

io
n
 
b
as

ed
 

o
n
 

le
as

t 
ce

n
tr

al
it

y
 

m
ea

su
re

m
en

t 
in

 
a 

2
-h

o
p
 

lo
ca

l 
g
ra

p
h

 

D
eg

re
e,

 

b
et

w
ee

n
n

es
s,

 

su
b
g
ra

p
h

 

W
ir

el
es

s 

co
m

m
u
n
ic

at
io

n
 

S
im

u
la

ti
o
n
 

m
o
d
el

 

w
it

h
 
1
0
0
 
ra

n
d
o
m

ly
 

al
lo

ca
te

d
 n

o
d

es
 a

n
d

 

u
n
d
ir

ec
te

d
 

li
n
k
s 

w
it

h
 

g
eo

d
es

ic
 

d
is

ta
n
ce

 
b
el

o
w

 
th

e 

th
re

sh
o
ld

 
in

 
a 

sq
u

ar
ed

 a
re

a 

B
et

w
ee

n
n
es

s 

ce
n
tr

al
it

y
 

o
u

tp
er

fo
rm

s 
o

th
er

s 

in
 

p
ro

v
id

in
g
 

m
in

im
u
m

 
o
f 

m
ax

im
u
m

  
n
u
m

b
er

 

o
f 

re
la

y
 



 

 
 

 

 
 

 
 

 
 

 

  
 

 
 

sq
u
ar

ed
 a

re
a.

 
 

6
. 

S
p
am

 
S

M
S

 

D
et

ec
ti

o
n

 

C
o
m

p
ar

e 
ce

n
tr

al
it

y
 

m
ea

su
re

s 
to

 d
et

ec
t 

sp
am

 

S
M

S
. 

D
eg

re
e 

ce
n
tr

al
it

y
 

ac
h
ie

v
es

 
h
ig

h
es

t 

p
re

ci
si

o
n

 
an

d
 

re
ca

ll
 

am
o

n
g
 a

ll
 

D
eg

re
e,

 

C
lo

se
n
es

s,
 

E
cc

en
tr

ic
it

y
 

S
p
am

 d
et

ec
ti

o
n

 
A

 
re

al
 

w
o

rl
d

 

d
at

as
et

 

co
n
ta

in
in

g
 

1
1
1
5
 

m
es

sa
g
es

 
o
u
t 

o
f 

w
h
ic

h
 

1
5
0
 

ar
e 

sp
am

 
an

d
 

9
6
5
 

h
am

 m
es

sa
g
es

 

D
eg

re
e 

ce
n

tr
al

it
y
 

p
er

fo
rm

s 
b
es

t 

am
o
n
g
 

al
l 

ce
n
tr

al
it

y
 

w
it

h
 

p
re

ci
si

o
n
 

an
d

 

re
ca

ll
 o

f 
0
.8

1
 a

n
d

 

0
.7

6
 

re
sp

ec
ti

v
el

y
 

an
d
 

9
4
.4

%
 

ac
cu

ra
c
y
 

7
. 

H
u
m

an
 

M
et

ab
o
li

c 

C
o
re

 A
n
al

y
si

s 

T
o
p
o
lo

g
ic

al
 

an
al

y
si

s 
o

f 

g
en

o
m

e-
sc

al
e 

m
et

ab
o
li

c 

n
et

w
o

rk
s.

 
H

u
b

 
b
as

ed
 

ce
n
tr

al
it

y
 

m
ea

su
re

s 
to

 

fi
n
d

 
im

p
o

rt
an

t 

m
et

ab
o
li

te
s,

 
th

er
ap

y
 

d
es

ig
n
 a

n
d
 d

ru
g
 t

ar
g
et

 

D
eg

re
e 

M
et

ab
o
li

c 

n
et

w
o
rk

 

M
a’

s 
m

o
d

el
 

to
 

re
la

te
 

h
u
m

an
 

m
et

ab
o
li

sm
 

an
d
 

d
is

ea
se

s.
 

D
at

ab
as

e 
u
se

d
 i

s 

K
eg

g
 

L
ig

an
d
. 

T
h
e 

m
et

ab
o
li

c 

co
re

 
u
se

d
 

co
n

ta
in

s 
2

5
6

 

v
er

ti
ce

s 
an

d
 
6

4
9

 

ed
g
es

 

T
o
p

 
1

0
 

m
et

ab
o
li

te
s 

ar
e 

st
u
d
ie

d
 

fo
r 

th
ei

r 

th
er

ap
eu

ti
c 

an
d

 

b
io

lo
g
ic

al
 

si
g
n
if

ic
an

ce
 

8
. 

M
ic

ro
b
lo

g
 

n
et

w
o
rk

 

F
in

d
 

ce
n
tr

al
 

n
o

d
es

 
in

 

m
ic

ro
b

lo
g
 n

et
w

o
rk

 u
si

n
g
 

th
e 

co
m

b
in

at
io

n
 

o
f 

th
e 

th
re

e 
ce

n
tr

al
it

y
 m

et
ri

ce
s 

D
eg

re
e,

 

cl
o
se

n
es

s,
 

b
et

w
ee

n
n

es
s 

S
o
ci

al
 n

et
w

o
rk

 
S

in
a 

w
ei

b
o
 

A
P

I 

an
d
 

u
se

r 
d
at

a 
 

fr
o
m

 
F

u
d

an
 

U
n
iv

er
si

ty
, 

D
ec

 

2
0
1
2
. 

M
ic

ro
b
lo

g
 

n
et

w
o
rk

 
g
ra

p
h
 

cr
ea

te
d

 
co

n
ta

in
s 

3
1
3
1
 

n
o
d
es

 
an

d
 

4
7
3
7
6
 e

d
g
es

. 

A
ll

 
th

re
e 

ce
n
tr

al
it

ie
s 

co
m

b
in

ed
 a

ch
ie

v
e 

th
e 

b
es

t 
re

su
lt

s 

 



 

 
 

 

 
 

 
 

 
 

 

9
. 

D
o
ct

o
r-

p
at

ie
n
t 

N
et

w
o
rk

 

C
o
n

si
d

er
in

g
 

le
n

g
th

 
o
f 

re
la

ti
o
n

 a
n
d

 n
u

m
b
er

 o
f 

li
n

k
s 

in
 

th
e 

n
et

w
o
rk

. 

T
h

e 
ti

m
e 

b
as

ed
 r

el
at

io
n

 

re
p
re

se
n
te

d
 a

s 
w

ei
g
h
te

d
 

g
ra

p
h
 

u
se

d
 

to
 

an
al

y
ze

 

n
et

w
o

rk
 i

n
st

ab
il

it
y
 a

n
d

 

in
co

n
si

st
en

cy
 

T
im

e-
sc

al
e 

d
eg

re
e 

(T
S

D
C

) 

T
im

e-
v
ar

ia
n
t 

ap
p
ro

ac
h
 

to
 

d
eg

re
e 

ce
n
tr

al
it

y
 

D
o
ct

o
r-

p
at

ie
n
t 

n
et

w
o
rk

 
w

it
h
 

2
5

5
6
 

in
p

at
ie

n
t 

en
tr

ie
s 

o
f 

p
at

ie
n
ts

 
o
v
er

 
6
0
 

y
ea

rs
 a

s 
p
ro

v
id

ed
 

b
y
 

H
o
sp

it
al

 

C
o
n
tr

ib
u
ti

o
n
 

F
u
n
d
 

o
v
er

 
a 

p
er

io
d
 o

f 
2
0
0
5
 t

o
 

2
0
0
9
 

T
S

D
C

 
ap

p
ro

ac
h

 

p
ro

v
id

es
 

sa
m

e 

re
su

lt
s 

as
 

d
eg

re
e 

ce
n
tr

al
it

y
 

at
 

m
ac

ro
 l

ev
el

 b
u
t 

at
 

m
ic

ro
-l

ev
el

 
it

 

p
ro

v
es

 t
o
 p

er
fo

rm
 

b
et

te
r 

1
0
. 

C
o
n
te

n
t-

C
en

tr
ic

 

N
et

w
o
rk

 

E
ff

ec
ti

v
e 

lo
ca

ti
o
n

 

se
le

ct
io

n
 

u
si

n
g
 

ce
n
tr

al
it

y
 

fo
r 

co
n
te

n
t-

ce
n
tr

ic
 

n
et

w
o

rk
 

ro
u
te

r 

u
si

n
g
 s

h
o
rt

es
t-

p
at

h
 a

n
d

 

n
et

w
o

rk
 

to
p
o

lo
g

y
 

in
fo

rm
at

io
n
 

D
eg

re
e,

 

cl
o
se

n
es

s,
 

b
et

w
ee

n
n

es
s,

 

ei
g
en

v
ec

to
r 

N
et

w
o
rk

 r
o
u
ti

n
g

 
B

ar
ab

ás
i–

A
lb

er
t 

m
o
d
el

 
w

it
h
 

1
0
0
 

ra
n
d
o
m

ly
 

g
en

er
at

ed
 

n
o
d
es

 

co
n
n
ec

te
d
 b

y
 2

9
1
 

ed
g
es

 

B
et

w
ee

n
n
es

s 

ce
n
tr

al
it

y
 

p
ro

v
id

es
 

b
es

t 

re
su

lt
s 

in
 l

o
ca

ti
o
n
 

se
le

ct
io

n
 f

o
r 

C
C

R
 

ro
u
te

rs
 

1
1
. 
 

P
et

ri
 N

et
s 

S
ta

ti
c 

an
d
 

d
y
n
am

ic
 

n
et

w
o
rk

 
ce

n
tr

al
it

y
 

an
al

y
si

s 
u
si

n
g
 G

en
er

al
-

p
u

rp
o
se

 
P

et
ri

-n
et

 

si
m

u
la

to
r 

to
 

se
e 

th
e 

b
o

tt
le

n
ec

k
s 

an
d
 

th
e 

re
as

o
n

 
b
eh

in
d

 
th

em
 

in
 

th
e 

sy
st

em
  

D
eg

re
e,

 

b
et

w
ee

n
n

es
s,

 

cl
o
se

n
es

s 

In
d
u
st

ry
 

F
le

x
ib

le
 

m
an

u
fa

ct
u

ri
n

g
 

sy
st

em
 

u
se

d
 

as
 

P
et

ri
 

N
et

 
m

o
d
el

 

in
 

G
en

er
al

-

P
u
rp

o
se

 P
et

ri
 N

et
 

S
im

u
la

to
r 

T
h
e 

th
re

e 

ce
n

tr
al

it
y
 

m
ea

su
re

s 
h
el

p
 

in
 

p
er

fo
rm

an
ce

 

an
al

y
si

s 
o
f 

th
e 

m
o
d
el

 a
lo

n
g
 w

it
h
 

an
 

o
v
er

al
l 

i.
e.

 

st
at

ic
 

an
d
 

d
y
n
am

ic
 

an
al

y
si

s 

o
f 

th
e 

sy
st

em
. 

1
2
. 

V
eh

ic
u
la

r 
A

d
-

h
o
c 

n
et

w
o
rk

s 

D
at

a 
d
is

se
m

in
at

io
n
 

p
ro

to
co

l 
fo

r 
b

et
te

r 

tr
af

fi
c 

m
an

ag
em

en
t 

an
d

 

fa
st

er
 a

n
d

 m
o

re
 

E
d
g
e-

b
et

w
ee

n
n

es
s 

W
ir

el
es

s 

co
m

m
u
n
ic

at
io

n
 

V
ei

n
s 

an
d
 

O
M

N
eT

+
+

 

fr
am

ew
o

rk
 

w
it

h
 

IE
E

E
 8

0
2
.1

1
p
 a

s 

A
 9

5
%

 c
o
n
fi

d
en

ce
 

in
te

rv
al

 
is

 

o
b
ta

in
ed

 
b

y
 

S
U

M
O

. 

 

 



 

 
 

 

 
 

 
 

 
 

 

 
 

se
cu

re
 

co
m

m
u
n
ic

at
io

n
 

am
o
n
g
 v

eh
ic

le
s 

w
it

h
 u

p
 t
o
 

9
0
%

 n
et

w
o
rk

 c
o
v

er
ag

e.
 

 
 

b
as

e 
p
ro

to
co

l.
 

S
im

u
la

ti
o
n
 

o
f 

U
rb

an
 

M
o
b
il

it
y
 

(S
U

M
O

) 

si
m

u
la

to
r 

is
 u

se
d
 

to
 

ru
n
 

3
3
 

si
m

u
la

ti
o

n
s.

 

D
D

B
C

 
p
er

fo
rm

s 

b
et

te
r 

th
an

 

C
A

R
R

O
 a

n
d
 U

V
-

C
A

S
T

 i
n
 t

er
m

s 
o
f 

n
u
m

b
er

 
o
f 

tr
an

sm
is

si
o
n
s,

 

co
v

er
ag

e 
an

d
 

d
el

a
y
. 

1
3
. 

W
ir

el
es

s 

S
en

so
r 

N
et

w
o
rk

s 

V
ar

ia
n
t 

o
f 

b
et

w
ee

n
n
es

s 

ce
n
tr

al
it

y
 

fo
r 

q
u
al

it
y
 

o
f 

se
rv

ic
e 

b
as

ed
 

to
p
o
lo

g
y
 

co
n
tr

o
l 

b
y
 

ev
al

u
at

in
g
 

ed
g
e 

to
 e

d
g
e 

re
la

ti
o
n
sh

ip
 

h
en

ce
 c

o
n

tr
o
ll

in
g
 e

n
er

g
y
 

d
is

si
p
at

io
n

, 
la

te
n
cy

, 

m
es

sa
g
e 

d
el

iv
er

y
 

an
d
 

in
fo

rm
at

io
n
 

fl
o
w

 
am

o
n
g
 

n
o
d
es

 

E
d
g
e-

b
et

w
ee

n
n

es
s,

 

cl
o
se

n
es

s 
 

W
ir

el
es

s 

co
m

m
u
n
ic

at
io

n
 

A
 

si
m

u
la

ti
o
n
 

m
o
d
el

 
b
as

ed
 

Ja
v
a-

b
as

ed
 

si
m

u
la

ti
o
n
 

en
v
ir

o
n
m

en
t.

 

A
O

D
V

 
ro

u
ti

n
g
 

p
ro

to
co

l 
is

 

d
ep

lo
y
ed

. 
IE

E
E

 

8
0
2
.1

1
 i

s 
u
se

d
 a

s 

M
A

C
 

p
ro

to
co

l 

w
it

h
 

w
ir

el
es

s 

b
an

d
w

id
th

 
o
f 

2
M

b
p
s.

 

W
ir

el
es

s 
S

en
so

r 

N
et

w
o
rk

s 
[6

9
] 

1
4
. 

W
av

el
en

g
th

 

D
iv

is
io

n
 

M
u

lt
ip

le
x

in
g
 

N
et

w
o
rk

s 

L
o
ad

 
b
al

an
ci

n
g
 

b
y
 

fi
n
d
in

g
 

p
o
ss

ib
le

 
tr

af
fi

c 

co
n
ce

n
tr

at
ed

 
n
o
d
es

 
fo

r 

u
n
ev

en
 

tr
af

fi
cs

 
an

d
 

p
er

fo
rm

 
li

n
k

-c
o
st

 

ad
ju

st
m

en
t,

 
th

e 

re
ca

lc
u
la

ti
o
n
 

re
su

lt
s 

in
 

m
o
d
if

ie
d
 

b
et

w
ee

n
n
es

s 

ce
n
tr

al
it

y
. 

D
ra

st
ic

 

re
d
u
ct

io
n
 

in
 

b
lo

ck
in

g
 

p
ro

b
ab

il
it

y
 

b
et

w
ee

n
n

es
s 

N
et

w
o
rk

 r
o
u
ti

n
g

 
2
0
 n

o
d
es

 a
n
d
 6

0
 

li
n
k
s 

ar
e 

u
se

d
 i
n
 a

 

ra
n

d
o

m
 n

et
w

o
rk

. 

1
6
 

w
av

el
en

g
th

s 

ar
e 

u
se

d
 

in
 

ra
n
d
o
m

 

w
av

el
en

g
th

 

as
si

g
n
m

en
t 

al
g
o
ri

th
m

. 
T

h
e 

re
q
u
es

t 
p
at

te
rn

 i
s 

P
o
is

so
n
 w

o
rk

in
g
  

W
av

el
en

g
th

 

D
iv

is
io

n
 

M
u

lt
ip

le
x

in
g
 

N
et

w
o
rk

s 
[7

0
] 

 



 

 
 

 

 
 

 
 

 
 

 

 
 

 
 

 
o
n
 O

S
P

F
 r

o
u
ti

n
g
 

al
g
o
ri

th
m

. 

 

1
5
. 

P
ro

te
in

 

in
te

ra
ct

io
n

 

n
et

w
o

rk
 

S
tu

d
y
in

g
 

th
e 

m
u
ta

ti
o
n
al

 

d
iv

er
g
en

ce
-a

n
d

-

d
u
p
li

ca
ti

o
n

 
an

d
 

d
ep

en
d
en

ce
 

o
f 

th
e 

tw
o
 

ce
n
tr

al
it

y
 

m
ea

su
re

s 
in

 

d
if

fe
re

n
t 

p
ro

te
in

 

ev
o
lu

ti
o
n
ar

y
 s

ta
g
es

 i
n
 t

h
e 

p
ro

te
in

 
n
et

w
o
rk

 
o

f 

u
n
ic

el
lu

la
r 

o
rg

an
is

m
 

eu
k
ar

y
o
te

 
(a

 
ty

p
e 

o
f 

y
ea

st
).

  

D
eg

re
e,

 

b
et

w
ee

n
n

es
s 

B
io

lo
g

y
 

A
 

h
ig

h
 

co
n
fi

d
en

ce
 

d
at

as
et

 w
it

h
 2

5
6
1
 

p
ro

te
in

 l
in

k
s 

an
d
 

5
9
9
6
 

in
te

ra
ct

io
n
s.

 [
9
2
] 

T
h
e 

m
o
d
el

 
h

as
 

tw
o
 

p
ar

am
et

er
s 

al
p
h
a 

an
d
 

b
et

a 

fo
r 

re
m

o
v
in

g
 a

n
d
 

fo
rm

in
g
 

in
te

ra
ct

io
n
s.

 

P
ro

te
in

 

in
te

ra
ct

io
n
 

n
et

w
o
rk

 [
8
3
] 

1
6
. 

M
u

lt
ip

le
x

 

N
et

w
o
rk

s 
 

A
n
al

y
ze

 t
h
e 

in
fl

u
en

ce
 o

n
 

ei
g
en

v
ec

to
r 

ce
n
tr

al
it

y
 
b

y
 

th
e 

co
m

p
le

x
 

n
et

w
o
rk

s 

w
it

h
 

h
et

er
o

g
en

o
u

s 

in
te

ra
ct

io
n
s 

th
ro

u
g
h
 

m
u
lt

ip
le

 
la

y
er

s 
n
et

w
o
rk

 

st
ru

ct
u
re

s.
  

 

T
h
e 

au
th

o
r 

te
n
d
s 

to
 

in
tr

o
d
u
ce

 h
o
w

 d
if

fe
re

n
tl

y
 

th
e 

ce
n
tr

al
it

y
 

m
ea

su
re

s 

p
er

fo
rm

 
in

 
m

u
lt

ip
le

x
 

n
et

w
o
rk

s 
an

d
 

h
o
w

 
th

e
y
 

ar
e 

p
o
te

n
ti

al
ly

 a
p
p
li

ca
b
le

. 

U
n
if

o
rm

 

ei
g
en

v
ec

to
r 

M
u
lt

i 
la

y
er

ed
 

n
et

w
o
rk

s 

T
h
e 

m
ea

su
re

 
o

f 

m
u
lt

ip
le

x
it

y
 

o
f 

th
e 

n
et

w
o
rk

 
is

 

d
et

er
m

in
ed

 
b

y
 

th
e 

h
et

er
o

g
en

o
u
s 

ce
n
tr

al
it

ie
s.

 

R
an

d
o
m

ly
 

g
en

er
at

ed
 

m
u
lt

ip
le

x
 

n
et

w
o

rk
s 

ar
e 

te
st

ed
 

ag
ai

n
st

 

d
if

fe
re

n
t 

ty
p

es
 o

f 

ce
n
tr

al
it

y
 

m
ea

su
re

s 
u
n
d
er

 

d
if

fe
re

n
t 

in
fl

u
en

ce
s.

  

M
u

lt
ip

le
x

 

N
et

w
o
rk

s 
[8

5
] 

1
7
. 

fM
R

I 
d
at

a 
o
f 

h
u
m

an
 b

ra
in

  

F
u
n
ct

io
n
al

 
m

ag
n
et

ic
 

re
so

n
an

ce
 d

at
a 

o
f 

 

B
et

w
ee

n
n
es

s,
 

ei
g
en

v
ec

to
r 

G
en

er
al

 
T

w
o
 e

x
p
er

im
en

ts
 

w
er

e 
m

ad
e 

w
it

h
  

E
ig

en
 

v
ec

to
r 

ce
n

tr
al

it
y
 h

as
  



 

 
 

 

 
 

 
 

 
 

 

 
 

h
u
m

an
 

b
ra

in
 

an
al

y
si

s 

p
ro

v
en

 
to

 
b
e 

m
o
re

 

ef
fi

ci
en

t 
u
si

n
g
 

ei
g
en

v
ec

to
r 

ce
n
tr

al
it

y
 

o
v
er

 
b
et

w
ee

n
n
es

s 

ce
n
tr

al
it

y
 

fo
r 

ca
p
tu

ri
n

g
 

th
e 

in
tr

in
si

c 
n
eu

ra
l 

ar
ch

it
ec

tu
re

 
o
n
 

v
o
x

el
-

w
is

e 
le

v
el

s.
 

 
 

5
2
0
0
0
 a

n
d
 4

0
0
0
0
 

v
o
x

el
s 

re
sp

ec
ti

v
el

y
. 

F
u
n
ct

io
n
al

 

E
P

I/
M

R
I 

d
at

a 
o

f 

3
5
 a

n
d
 2

2
 n

o
rm

al
 

v
o

lu
n

te
er

s 
ar

e 

u
se

d
 

re
sp

ec
ti

v
el

y
. 

 

sh
o
w

n
 

p
ar

am
et

er
 

fr
ee

, 
fa

st
 

an
d

 

in
d
ep

en
d
en

t 
o
f 

p
re

su
m

p
ti

o
n
s 

w
h
ic

h
 m

ak
es

 i
t 

a 
 

v
al

u
ab

le
 

m
o
d
el

 

fr
ee

 t
o

o
lb

o
x

. 

1
8
. 

E
E

G
 

b
as

ed
 

B
io

m
et

ri
c 

sy
st

em
 

E
st

im
at

e 
th

e 
im

p
o
rt

an
ce

 

o
f 

a 
n
o
d
e 

in
 a

 f
u
n
ct

io
n
al

 

b
ra

in
 n

et
w

o
rk

 b
y
 s

p
ec

tr
al

 

d
ec

o
m

p
o
si

ti
o
n
 

o
f 

w
ei

g
h
te

d
 

co
n
n

ec
ti

v
it

y
 

m
at

ri
ce

s.
 

T
h
e 

p
ro

p
o
se

d
 

m
et

h
o
d
 

ta
k
es

 
p
la

ce
 

in
 

fo
u
r 

st
ep

s:
 

1
.

B
an

d
 

p
as

s 
fi

lt
er

 
th

e 

E
E

G
 d

at
a 

2
.

E
st

im
at

e 
fu

n
ct

io
n
al

 

in
te

rd
ep

en
d
en

ce
 

3
.

R
ec

o
n
st

ru
ct

 
b
ra

in
 

n
et

w
o
rk

 

4
.

C
h
ar

ac
te

ri
ze

 
th

e 

n
et

w
o
rk

 t
o
p
o
lo

g
y
 

ei
g
en

v
ec

to
r 

G
en

er
al

 
T

h
e 

E
E

G
 s

ig
n

al
s 

d
at

as
et

 
o
p

en
 

ac
ce

ss
 

is
 

u
se

d
. 

E
E

G
 

re
co

rd
in

g
s 

ar
e 

o
b
ta

in
ed

 

fr
o

m
 
6

4
 
ch

an
n

el
 

B
C

I2
0

0
0
 s

y
st

em
. 

S
ci

k
it

-l
ea

rn
 

fo
r 

P
y
th

o
n
 

is
 

u
se

d
 

fo
r 

an
al

y
si

s.
 

T
h
e 

re
st

in
g

-s
ta

te
 

fu
n
ct

io
n
al

 
b
ra

in
 

n
et

w
o
rk

 
p
ro

v
id

es
 

b
et

te
r 

re
su

lt
s 

fo
r 

cl
as

si
fi

ca
ti

o
n
 t

h
an

 

u
si

n
g
 

o
n

ly
 

fu
n

ct
io

n
al

 

co
n
n
ec

ti
v
it

y
 

1
9
. 

B
it

co
in

 

T
ra

n
sa

ct
io

n
 

G
ra

p
h
  

M
ai

n
 o

b
je

ct
iv

e 
is

 t
o

 l
in

k
 

th
e 

ad
d
re

ss
 w

it
h
 t

h
e 

co
in

 

b
as

ed
 

tr
an

sa
ct

io
n
s 

v
ia

 

as
so

ci
at

ed
 

u
n
sp

en
t 

tr
an

sa
ct

io
n

 
o
u
tp

u
ts

 

th
er

eb
y
 

id
en

ti
fy

in
g
 

m
o
st

 

ce
n
tr

al
 a

d
d

re
ss

es
 i

n
  

m
in

t 
G

en
er

al
 

P
u
b
li

c 
b
it

co
in

 

b
lo

ck
ch

ai
n
 

o
f 

2
0
0
,0

0
 b

lo
ck

s 
ar

e 

u
se

d
. 

5
0
 

ad
d
re

ss
es

 
w

it
h
 

h
ig

h
 

m
in

t 

ce
n
tr

al
it

y
 a

re
 

O
u
t 

o
f 

5
0
 

ad
d
re

ss
es

, 
1
8

 

b
el

o
n
g
 

to
 

sa
to

sh
id

ic
e,

 
2
5
 

b
el

o
n
g
 t

o
 l

u
ck

y
b
it

 

an
d
 

sa
to

sh
id

ic
e 

an
d
 7

 b
el

o
n

g
 t

o
  

 



 

 
 

 

 
 

 
 

 
 

 

 
 

in
 

b
it

co
in

 
tr

an
sa

ct
io

n
 

g
ra

p
h

. 

 
 

in
sp

ec
te

d
 

an
d
 

la
b
el

ed
 

u
si

n
g
 

b
it

co
in

w
h
o
sw

h
o
.

co
m

 
an

d
 

b
la

ck
ch

ai
n
.i

n
fo

 

G
av

in
’s

 
o
ri

g
in

al
 

b
it

co
in

 f
au

ce
t 

an
d

 

W
ik

il
ea

k
s 

d
o
n
at

io
n
 a

d
d
re

ss
 

2
0
. 

U
rb

an
 

S
tr

ee
t 

N
et

w
o
rk

s 

S
p
at

ia
l 

an
al

y
si

s 
o
f 

1
8
 

d
if

fe
re

n
t 

ci
ti

es
 a

ro
u
n
d
 t

h
e 

w
o
rl

d
 

p
ro

v
id

in
g
 

v
is

u
al

 

ch
ar

ac
te

ri
za

ti
o
n
 

o
f 

a 

ci
ty

’s
 

st
ru

ct
u
ra

l 

p
ro

p
er

ti
es

 
an

d
 

p
ro

v
in

g
 

th
at

 
p
la

n
n
ed

 
an

d
 

se
lf

-

o
rg

an
iz

ed
 c

it
ie

s 
b
el

o
n
g
 t

o
 

se
p
ar

at
e 

cl
as

se
s 

id
en

ti
fy

 
sc

al
e
-f

re
e 

p
ro

p
er

ti
es

 
as

 
se

en
 

in
 

d
eg

re
e 

d
is

tr
ib

u
ti

o
n
 

o
f 

re
la

ti
o
n
al

 n
et

w
o
rk

s 

B
et

w
ee

n
n
es

s,
 

cl
o
se

n
es

s,
 

st
ra

ig
h
tn

es
s,

 

in
fo

rm
at

io
n

 

G
en

er
al

 
T

ak
in

g
 

1
8
 

1
-

sq
u

ar
e 

m
il

e 

sa
m

p
le

s 
o
f 

d
if

fe
re

n
t 

ci
ti

es
, 

co
n
st

ru
ct

ed
 

sp
at

ia
l 

g
ra

p
h
s 

o
f 

st
re

et
 

n
et

w
o

rk
s.

 

In
 

th
is

 
g
ra

p
h
 

n
o
d
es

 
ar

e 

in
te

rs
ec

ti
o

n
s 

an
d

 

ed
g

es
 a

re
 s

tr
ee

ts
. 

S
el

f-
o
rg

an
iz

ed
 

ci
ti

es
 

sh
o

w
 

sc
al

e 

fr
ee

 
p
ro

p
er

ti
es

 

u
n
li

k
e 

p
la

n
n
ed

 

ci
ti

es
. 

2
1
. 

C
o
m

m
u
n

it
y
 

d
is

co
v

er
y
 

B
as

ed
 o

n
 s

ig
n
if

ic
an

ce
 o

f 

ed
g
es

 
th

u
s 

co
n
v
er

ti
n
g
 

ce
n
tr

al
it

y
 

m
et

ri
ce

s 
fo

r 

n
o
d
es

 t
o
 t

h
o
se

 f
o
r 

ed
g
es

. 
 

In
fo

rm
at

io
n
 

ce
n
tr

al
it

y
 

u
se

d
 

to
 

d
et

er
m

in
e 

th
e 

n
et

w
o
rk

 
ef

fi
ci

en
t 

b
ef

o
re

 

an
d
 

af
te

r 
ce

rt
ai

n
 

ed
g
e 

re
m

o
v
al

. 
R

em
ai

n
in

g
 

m
ea

su
re

s 
ar

e 
co

m
p
ar

ed
 

b
as

ed
 o

n
 t
h
e 

m
et

h
o
d
o
lo

g
y
 

th
at

 
o
n
e 

ed
g
e 

re
m

o
v
al

 

ca
u
se

s 
a 

d
ro

p
 o

f 
2
 d

eg
re

es
 

in
 t

h
e 

g
ra

p
h
. 

In
fo

rm
at

io
n
, 

cl
o
se

n
es

s,
 

b
et

w
ee

n
n

es
s,

 

st
ra

ig
h
tn

es
s,

 

cl
u
st

er
in

g
 

co
ef

fi
ci

en
t 

 

G
en

er
al

 
T

h
e 

p
ro

p
o
se

d
 

m
et

h
o
d
 
is

 
te

st
ed

 

o
n
 

4
 

d
if

fe
re

n
t 

n
et

w
o
rk

s 
n
am

el
y
 

Z
ac

h
ar

y
’s

 
k
ar

at
e 

cl
u

b
, 

A
m

er
ic

an
 

co
ll

eg
e 

fo
o
tb

al
l 

te
am

s,
 f

o
o
d
 w

eb
s 

an
d
 

P
ri

m
at

e 

n
et

w
o
rk

s.
  

In
fo

rm
at

io
n
 

ce
n
tr

al
it

y
 

o
u
tp

er
fo

rm
s 

o
th

er
 

ce
n
tr

al
it

y
 

m
ea

su
re

s.
 

E
d

g
e 

ce
n

tr
al

it
y
 

fo
r 

w
al

k
s 

sh
o
w

 
h
ig

h
 

ti
m

e 
co

m
p
le

x
it

y
 

 



 

 
 

 

 
 

 
 

 
 

 

2
2
. 

C
y
to

sc
ap

e 
 

A
 

n
ew

 
p
lu

g
-i

n
 

ca
ll

ed
 

M
o
d
u

L
an

d
 

fo
r 

th
e 

d
et

er
m

in
at

io
n
 

o
f 

o
v
er

la
p
p
in

g
 

n
et

w
o

rk
 

m
o
d
u
le

s 
an

d
 k

ey
 n

et
w

o
rk

 

p
o
si

ti
o
n
s 

in
 

b
io

lo
g
ic

al
 

n
et

w
o
rk

s.
 

C
en

tr
al

it
y
 i

s 
u
se

d
 f

o
r 

th
e 

m
ea

su
re

 
o
f 

in
fl

u
en

ce
 

o
f 

th
e 

n
et

w
o
rk

 a
s 

a 
w

h
o
le

 o
n
 

it
s 

n
o
d
es

 a
n
d
 e

d
g
es

 

W
ei

g
h
te

d
 

d
eg

re
e,

 

b
et

w
ee

n
n

es
s,

 

co
m

m
u
n
it

y
 

B
io

in
fo

rm
at

ic
s 

T
h
e 

p
lu

g
-i

n
 

is
 

w
ri

tt
en

 
in

 
C

+
+

 

la
n
g
u

ag
e 

w
it

h
 

a 

Ja
v
a 

la
n
g
u
ag

e 

b
as

ed
 

g
ra

p
h
ic

al
 

in
te

rf
ac

e.
 

It
 

is
 

su
p

p
o
rt

ed
 

b
y
 

al
l 

m
aj

o
r 

O
S

 
li

k
e 

L
in

u
x

, 
W

in
d
o
w

s 

an
d
 M

ac
-O

S
. 

T
h
e 

p
lu

g
-i

n
 

is
 

h
el

p
fu

l 
in

 

id
en

ti
fy

in
g
 

la
rg

el
y
 

o
v
er

la
p
p
in

g
 

m
o
d
u
la

r 

st
ru

ct
u

re
s 

an
d

 

p
ro

v
id

in
g
 
si

m
p
le

r 

fu
n
ct

io
n
al

 

an
n
o
ta

ti
o
n
. 

2
3
. 

M
o

b
il

e 
S

o
ci

al
 

N
et

w
o
rk

s 
 

A
 

ti
m

e-
o
rd

er
ed

 

ag
g
re

g
at

io
n
 

m
o
d
el

 
u
se

d
 

to
 

co
n
v
er

t 
d

y
n
am

ic
 

n
et

w
o
rk

 
to

 
a 

se
ri

es
 

o
f 

ti
m

e-
o
rd

er
ed

 
n

et
w

o
rk

s.
 

T
h
en

 
u
si

n
g
 

th
e 

co
m

b
in

at
io

n
 

o
f 

av
er

ag
e,

 

li
n
ea

r 
an

d
 

ex
p
o
n
en

ti
al

 

ti
m

e-
o
rd

er
ed

 
ag

g
re

g
at

io
n
 

m
et

h
o
d
s 

to
 

d
et

er
m

in
e 

n
o
d
e 

im
p
o
rt

an
ce

 

C
u
m

u
la

ti
v
e 

N
ei

g
h
b
o

ri
n

g
 

R
el

at
io

n
sh

ip
 

M
o
b
il

e 

S
o
ci

al
 

N
et

w
o
rk

s 

P
ro

p
o
se

d
 

T
C

N
R

 

m
et

ri
c 

is
 

co
m

p
ar

ed
 

w
it

h
 

m
et

ri
ce

s 
in

 

In
fo

co
m

 
0

6
 

an
d

 

M
IT

 R
ea

li
ty

 r
ea

l 

m
o
b
il

it
y
 

tr
ac

es
. 

M
es

sa
g
e 

ro
u
ti

n
g
 

is
 

d
o
n
e 

b
y
 

fl
o
o
d
in

g
. 

T
C

N
R

 
p
ro

v
id

es
 

m
o
re

 
ac

cu
ra

te
 

re
su

lt
s 

an
d
 
h
en

ce
 

o
u

tp
er

fo
rm

s 
th

an
 

th
e 

o
th

er
 

tw
o

 

ex
is

ti
n
g
 

ag
g
re

g
at

io
n
 

m
et

h
o
d
s 

2
4
. 

S
m

ar
t 

C
it

ie
s 

 
D

ea
li

n
g
 

se
cu

ri
ty

 
an

d
 

ef
fi

ci
en

c
y
 i

ss
u
es

 i
n
 s

m
ar

t 

ci
ty

 n
et

w
o

rk
s 

b
y
 

-
d
et

er
m

in
in

g
 

sp
ec

ia
li

ze
d
 n

o
d
es

 

-
d
et

ec
ti

n
g
 

D
o
S

 

at
ta

ck
s 

in
 

re
al

 

ti
m

e 

o
p
ti

m
iz

in
g
 

n
et

w
o
rk

 

tr
af

fi
c 

b
et

w
ee

n
n

es
s 

Io
T

 
G

ep
h
i 

is
 u

se
d
 t

o
 

ru
n

 
th

e 
U

lr
ik

 

B
ea

n
d

e’
s 

al
g
o
ri

th
m

 
w

h
ic

h
 

o
b
ta

in
s 

th
e 

n
o
rm

al
iz

ed
 

an
d
 

u
n
n
o
rm

al
iz

ed
 

sc
o
re

 
fo

r 
al

l 
2
1
 

n
o
d
es

 

T
h
e 

al
g
o

ri
th

m
 

ta
k

es
 

O
(n

+
m

) 

sp
ac

e 
an

d
 

O
(n

m
) 

ti
m

e 
fo

r 

u
n
w

ei
g
h
te

d
 g

ra
p
h

 

an
d
 

O
(n

m
+

n
2
lo

g
n
) 

ti
m

e 
fo

r 
w

ei
g
h
te

d
 

g
ra

p
h
 

w
it

h
 

n
 

n
o
d
es

 a
n
d
 m

 l
in

k
s 

 



 

 
 

 

 
 

 
 

 
 

 

2
5
. 

E
le

ct
ri

ca
l 

n
et

w
o

rk
s 

 

C
o
m

p
en

sa
ti

n
g
 

re
ac

ti
v

e 

p
o
w

er
 

fo
r 

m
in

im
iz

in
g
 

lo
ss

es
 a

t 
d
if

fe
re

n
t 
b
u
se

s 
in

 

g
en

er
al

iz
ed

 
el

ec
tr

ic
al

 

n
et

w
o
rk

s 
u
si

n
g
 c

en
tr

al
it

y
 

in
d
ic

es
 

o
f 

d
if

fe
re

n
t 

te
st

 

sy
st

em
s 

E
le

ct
ri

ca
l 

cl
o
se

n
es

s,
 

el
ec

tr
ic

al
 

b
et

w
ee

n
n

es
s 

E
le

ct
ri

ca
l 

p
o
w

er
 

sy
st

em
 

5
-b

u
s,

 
IE

E
E

 
1
4

-

b
u
s 

an
d
 I

E
E

E
 3

0
-

b
u
s 

te
st

 
sy

st
em

s 

ar
e 

u
se

d
. S

h
o
rt

es
t 

p
at

h
 s

ea
rc

h
in

g
 i

s 

d
o
n
e 

th
ro

u
g
h
 

Jo
h

n
so

n
’s

 

al
g
o
ri

th
m

 
in

b
u
il

t 

in
 M

A
T

L
A

B
 

E
le

ct
ri

ca
l 

n
et

w
o
rk

s 
[7

3
 

2
6
. 

C
al

l 
g
ra

p
h

 
o
f 

Ja
v
a 

so
u
rc

e 

co
d
e 

 

C
en

tr
al

it
y
 

an
al

y
si

s 
o

f 

co
m

p
le

x
 

n
et

w
o
rk

 
m

o
d
el

 

d
er

iv
ed

 f
ro

m
 c

al
l 

g
ra

p
h

 o
f 

ja
v
a 

p
ro

g
ra

m
 w

it
h
 n

o
d
es

 

re
p
re

se
n
ti

n
g
 

fu
n

ct
io

n
s 

an
d
 

ed
g
es

 
re

p
re

se
n
ti

n
g
 

ca
ll

 
ev

en
ts

 
b
et

w
ee

n
 

th
e 

fu
n
ct

io
n
s 

B
et

w
ee

n
n
es

s,
 

cl
o
se

n
es

s,
 

ec
ce

n
tr

ic
it

y
, 

P
ag

eR
an

k
, 
H

IT
S

 

C
o
m

p
le

x
 

n
et

w
o
rk

, 

S
m

al
l-

w
o
rl

d
 

g
ra

p
h

 

T
h
e 

ca
ll

 
g
ra

p
h
 

co
n
ta

in
s 

7
2
4
 

n
o
d
es

 
an

d
 

1
0
2
5
 

li
n
k
s.

 
P

ej
ak

 

P
ro

g
ra

m
 

is
 

u
se

d
 

fo
r 

it
s 

to
p

o
lo

g
ic

al
 

ch
ar

ac
te

ri
st

ic
s.

 

G
ep

h
i 

to
o
lb

o
x

 i
s 

u
se

d
 

fo
r 

co
m

p
u
ti

n
g
 

ce
n
te

rs
 

o
f 

n
et

w
o
rk

 

C
al

l 
g
ra

p
h
 o

f 
Ja

v
a 

so
u
rc

e 
co

d
e 

[7
4

 

2
7
. 

H
id

d
en

 
L

in
k

 

P
re

d
ic

ti
o

n
  

Im
p
o
rt

an
ce

 
o
f 

co
m

m
o

n
 

n
ei

g
h
b
o
rs

 d
ep

en
d
 o

n
 t

h
ei

r 

ce
n
tr

al
it

y
. 

C
en

tr
al

it
y
 

m
ea

su
re

s 
ar

e 
u
se

d
 t

o
 f

in
d
 

co
n
n
ec

ti
o
n
 

p
ro

b
ab

il
it

y
 

b
et

w
ee

n
 

n
o
d
es

. 

P
re

d
ic

ti
o
n
 

ac
cu

ra
c
y
 

is
 

fu
rt

h
er

 
en

h
an

ce
d
 

b
y
 

co
m

b
in

in
g
 t

h
e 

re
su

lt
 w

it
h
 

w
ea

k
-t

ie
 t

h
eo

ry
 

D
eg

re
e,

 

cl
o
se

n
es

s,
 

b
et

w
ee

n
n

es
s 

G
en

er
al

 
5
 

re
al

 
w

o
rl

d
 

n
et

w
o

rk
s 

ar
e 

co
n
si

d
er

ed
 

n
am

el
y
 

U
S

A
ir

, 

N
et

S
ci

en
ce

, 

P
o
w

er
G

ri
d
, 

Y
ea

st
 

an
d
 

C
. 

el
eg

an
s 

H
id

d
en

 
L

in
k

 

P
re

d
ic

ti
o

n
 ]

 

 



 

 
 

Table 1. Description of real world networks  
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CHAPTER 4: Implementation 

The implementation of the approach involves six phases namely pre-processing of data to filter 

out noise, vectorization to convert data into VSM form, application of soft-cosine similarity 

measure on the generated VSM to get the similarity matrix, similarity graph generation for the the 

matrix, centrality computation using the best centrality measure among the four centrality 

measures compared and finally the generation of the ordered list of sentences as per the derived 

centrality scores. 

4.1 Methodology 

Our method involves sentence boundary discrimination followed by sentence ranking and finally 
sentence selection. Fig 2. shows the visual overview of our approach. Detailed description of our 
approach is given below: 

 

Fig. 3. Architecture of our text summarization approach 

4.1.1 Pre-processing 

Before the actual process of text summarization, the data is filtered. This is divided into three major 
tasks: 

2. Text segmentation- the text is segmented into sentences using ‘.’, ‘?’ and ‘!’. Each sentence is 

further broken into words called tokens. Short sentences with less than four words in it are 

removed in this step as they are least likely to hold much importance . 

3. Text cleaning- it includes removal of noise e.g. tags (<TEXT>, <P> etc.), emoticons(😊, ☹ 

etc.), punctuations (;,:- etc.) and other symbols (~`”#^* etc). Certain symbols which add 

meaning to the sentence are replaced by their word equivalents e.g. ‘@’ as at, ‘$’ as dollar etc. 

Abbreviations, contractions and ordinals are also converted to their long forms. 

4. Text prep– it involves lower casing, stop-words (e.g. ‘a’, ‘the’ etc.) removal, Parts-of-Speech 

tagging and stemming using Porter’s stemming algorithm . 



 

 
 

4.1.2 Vectorization 

The tokens are then used to form a sparse matrix called document-term matrix (DTM) which holds 

the frequency of words per document. In order to fix distortion due to less important terms and 

provide an unbiased estimate of importance of the terms the DTM is weighted using term 

frequency-inverse document frequency (tf-idf) . It can be expressed as: 

𝑊𝑒𝑖𝑔ℎ𝑡𝐷𝑇𝑀 = (1 + log 𝑡𝑓𝑡,𝑑). log
𝑛

𝑑𝑓𝑡
  

where n is the number of sentences. Each row in the weighted DTM forms vectors for each 

sentence in an n-dimensional vector space.  

4.1.3 Similarity Calculation 

The tf-idf weighted DTM is then used to find similarity between the sentences using the soft-cosine 

similarity measure . Just like cosine similarity measure, soft-cosine similarity measure also 

determines the similarity between two sentences based on the orientation of the sentence towards 

the other in a multi-dimensional array where each sentence represents a dimension. But unlike 

cosine similarity measure, soft-cosine similarity doesn’t consider sentences to be independent of 

each other rather it takes into account the semantic relatedness between the sentences .  
Clearly soft-cosine similarity works as cosine similarity when there is no similarity between 

the features of the terms, making it a special case of cosine similarity. Since there is almost always 

some similarity between the two terms which can be identified using dictionary , soft-cosine 

similarity is a considerable alternative to regular cosine similarity. A semantic relation is a relation 

between two words based on their meanings. Here we are using the WordNet taxonomy to derive 

such relations . The types of semantic relations in WordNet are discussed in detail in Table 1.  

 

Semantic Relation Description Examples 

Synonymy Similar sense relation or synonyms 

(synsets) 

true, genuine 

Antonymy Opposite sense relation of 

antonyms 

liability, asset 

Hyponymy,  

Hypernymy 

Super-subordinate (ISA) relation lion, animal 

Meronymy,  

Holonymy 

Part-whole (HASA)  relation book, library 

Troponomy Manner relation among verbs nibble, eat 

Entailment Propositional relation among verbs dawn, morning 

Table 2. WordNet taxonymy of semantic relations 

4.1.4 Graph Generation 

 The soft-cosine matrix obtained for the sentences is used to construct a weighted, undirected 

graph. There is almost always some similarity between sentences  thus the similarity graph behaves 

as a highly connected graph. In order to show only relevant sentences, low valued links can be 



 

 
 

eliminated using threshold. An appropriate threshold value can reduce noise while preserving 

important links. LexRank with threshold method has clearly proven 0.1 to be a good threshold 

value . Since our approach works on similar grounds we are using the same threshold value. 

4.1.5 Centrality Measures 

Important nodes in the similarity graph are identified using the centrality measures. Since we are 

using weighted graph to calculate centrality measures, both number of links i.e. degree and weights 

of those links i.e. strength of the nodes need to be considered. We are comparing four centrality 

measures namely weighted degree, closeness and betweenness centralities and eigenvector 

centrality. Former three measures use the concept of tuning parameter to adjust the trade-off 

between degree and strength. This tuning parameter 𝛼 is a positive real number and its effect on 

the measure is as illustrated below: 

𝛼 =

{
 

 
0 ∶ 𝐶𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑠 𝑑𝑒𝑔𝑟𝑒𝑒 𝑜𝑛𝑙𝑦                        

< 1 ∶ 𝐷𝑒𝑔𝑟𝑒𝑒 𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠 𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛𝑎𝑙𝑙𝑦   
 1 ∶ 𝐶𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑠 𝑠𝑡𝑟𝑒𝑛𝑔𝑡ℎ 𝑜𝑛𝑙𝑦                     

 > 1 ∶ 𝐷𝑒𝑔𝑟𝑒𝑒 𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠 𝑖𝑛𝑣𝑒𝑟𝑠𝑎𝑙𝑙𝑦             

 

The VSM created by soft-cosine similarity holds explicit knowledge which can be easily 

codified, thus many weak ties are more relevant than fewer strong ties and  number of intermediary 

nodes is more important than the link weights while calculating distance between two nodes . For 

such knowledge the value of 𝛼 < 1 is more preferable . Thus we are taking 𝛼 = 0.5 for calculating 

centrality measures: 

5. Weighted Degree Centrality: it identifies centrality of a node with its degree i.e.,  number  of  

edges connected to that node. Degree centrality for a node in a weighted network can be defined 

as the product of the number of nodes it is connected to and the 𝛼-adjusted average of their 

weights. 

𝐶𝐷
𝑤𝛼(𝑖) =   ∑𝑎𝑖𝑗

𝑛

𝑗=1

× (
 ∑ 𝑤𝑖𝑗
𝑛
𝑗=1

 ∑ 𝑎𝑖𝑗
𝑛
𝑗=1

)

𝛼

 

6. Weighted Closeness Centrality: it considers  the  sum  of  the geodesic distances which is the 

shortest path length along the manifold. Using inverted weights transformed by 𝛼 helps involve 

both number of intermediary nodes and link weights to find the length of the path. 

𝐶𝐶
𝑤𝛼(𝑖) =  

1

∑ 𝑚𝑖𝑛 (
1

(𝑤𝑖ℎ)𝛼
+⋯+ 

1

(𝑤ℎ𝑗)
𝛼)

𝑛
𝑗=1

  

7. Weighted Betweenness Centrality: it considers  all   possible   geodesic   paths   between   pairs   

of   nodes. The centrality measure of the given node is then obtained by counting the number  of  

such  paths. Based on the method used above it can also use generalized shortest distance. 



 

 
 

𝐶𝐷
𝑤𝛼(𝑖) =  

𝑔𝑗𝑘
𝑤𝛼(𝑖)

𝑔𝑗𝑘
𝑤𝛼   

8. Weighted Eigenvector Centrality: it is determined by the eigen vector of the largest eigen value 

of the adjacency matrix. It is the weighted sum of direct and indirect connections of every length. 

Unlike conventional centrality measures where each link possesses equal weight, the eigen 

vector weighs links according to their centralities. 

𝜎𝐸𝑗 = 
1

ℷ1
∑𝑎𝑖𝑗
𝑖

𝑣𝑖) 

where i,j,k,h: nodes of the similarity graph 

n: total number of nodes 

aij: adjacency matric 

wij: weighted adjacency matrix 

𝑔𝑗𝑘
𝑤𝛼: shortest path between nodes i and j 

𝑔𝑗𝑘
𝑤𝛼(i): paths passing through node i 

ℷ1: maximum eigen value for A 

vj: maximum eigen vector for A 

4.1.6 Ranking 

The best centrality measure out of the four is applied on the similarity graph to identify central 

nodes. The nodes are ranked as per their centrality scores and top ranked nodes are taken to form 

the summary such that it doesn’t exceed the specified limit of words. 

4.2  Datasets and Metrices 

4.2.1  Data Sets 

We are using two datasets for evaluation of our method: 

 BBC Dataset: The British Broadcasting Corporation (BBC) news dataset contains 2225 news 

articles from year 2004-2005 divided into different domains- Business (510 articles), 

Entertainment (386 articles), Politics (417 articles), Sports (511 articles) and Tech (401 articles) 

. Each articles is accompanied by one human generated gold standard summary. 

 

 DUC Dataset- The Document Understanding Conferences (DUC) 2007 dataset is also used 

containing 45 topics each with 25 articles. There are 2 to 4 human-written gold standard 

summaries for each articles written by one of the human assessors out of the 10 human assessors. 

Each summary is kept under 250 words . 

 

4.3  Hardware and Software 

For the computation purpose the I have used hardware with following specifications: 



 

 
 

Category Specification 

Processor Intel core i5 
Hard Drive 20 GB 
Memory 8GB 

Table 3. Hardware specifications for the approach 

The source codes are run using the software specifications given below: 

Category Specification 

Operating System Windows 10 
Programming Software RStudio, Jupyter notebook 
Programming languages C++,R, Python 

Table 4. Software specifications for the approach 

Furthermore the major packages used in the RStudio are CINNA, igraph, SnowballC, tm, 

word2vec and the major modules used in the Jupyter notebook are networkx, rouge, sumy.  



 

 
 

CHAPTER 5: Demonstration 

Due to the limiting space we are taking a small sample document 334.txt from BBC news articles 

in tech section with 15 sample sentences as shown in Table 2. Soft-cosine similarity measures are 

applied on the tf-idf weighted DTM of the dataset. The similarity matrix obtained is represented 

as a weighted undirected graph with weights written over the corresponding edges in the Fig 4. In 

order to remove noise, the less important edges are removed through elimination by weights using 

threshold value of 0.1. The filtered graph is then used to calculate centrality scores for each node. 

Fig 5 shows the resultant graph with edge weight represented by its thickness and centrality scores 

of each node mentioned over it. The resultant summary is displayed against the human-generated 

gold-standard summary in Fig 6.  

Table 5. Sample sentences from BBC news articles dataset in tech section 

 

 



 

 
 

Fig. 3. Similarity graphs for sentences in Table 2. displays the weighted similarity graph with 

respective edge weights,  

Fig 5. displays the centrality measures for each node with edges weights after threshold-

elimination of 0.1. 



 

 
 

Fig. 6. Human-generated gold-standard summary and summary generated through our method 

  



 

 
 

CHAPTER 6: Results 

5 Experimental Results 

For the evaluation purpose, we are using the automatic summary evaluation metric ROUGE- 

Recall-Oriented Understudy for Gisting Evaluation . It is available for a variety of scoring criteria 

such as 1, 2, 3, 4, N-gram comparisons, -L for the longest common subsequence, -W which is 

similar to -L but is weighted by length, and -S for skip-bigram co-occurrence, -SU an extension of 

-S. We are using the unigram ROUGE-1, bi-gram ROUGE-2 and ROUGE-L metrices. 

5.1 Comparison of centrality measures 

For comparing the four centrality measures we are using Rouge-1 scores on DUC-2007. Only 

those 22 out of 45 clusters of  DUC 2007 dataset are considered for which exactly four gold- 

standard summaries are available so that all centrality measures are tested for equal size of test 

data and against largest set of gold-standard summaries. 

Results show that all centrality measures provided similar outcomes in Fig 6(a). But using 

dimensionality reduction of the centrality measures through Principle Component Analysis (PCA) 

it is clear that Eigenvector centrality outperforms others as shown in Fig 6(b). 

Fig 7. Comparison of ROUGE-1 scores obtained by centrality measures for clusters of DUC 

2007 dataset with 4 gold-standard summaries. 

 



 

 
 

 
Fig. 8.   PCA results comparison for all four centrality measures 

5.2 ROUGE results 

The quality of a summary is based on two main factors- readability and retainability. Extractive 

summarizers pick text directly from the original document thus its readability is as good as the 

original document. In order to detect how much information is retained from the original document 

we are using Recall-Oriented Understudy for Gisting Information (ROUGE). This metric 

statistically evaluates the summary against human-generated gold standard summary in order to 

determine its quality. We are using ROUGE-1 for unigram, ROUGE-2 for bi-gram and ROUGE-

L for longest common subsequence in order to evaluate the results obtained. Our results are 

compared against the standard baseline text summarizers namely LexRank, TextRank, Luhn and 

LSA as displayed in Table 3 and 4. 

The results in Table 3 and Table 4 are represented in graphical form in Fig 8 and Fig 9 respectively. 

This clearly depicts that our proposed method performs better than other automatic summarizers 

in most of the cases. 

 

 

 



 

 
 

 

 

 

 

 

 

 

Table 6. ROUGE scores for BBC news articles dataset. 

 
DUC 2007 Dataset 

ROUGE-1 ROUGE-2 ROUGE-L 

Eigenvector 0.452504 0.128641 0.350685 

LexRank 0.096475 0.053856 0.177198 

TextRank 0.296244 0.103285 0.347298 

Luhn 0.328156 0.120523 0.349871 

LSA 0.432195 0.121325 0.356153 

 

 

 Fig 9. Graphical representations of ROUGE Scores for BBC news articles dataset 

 

 

 

 

 
BBC Dataset 

ROUGE-1 ROUGE-2 ROUGE-L 

Eigenvector 0.989619 0.989547 0.987952 

LexRank 0.811534 0.803653 0.821275 

TextRank 0.815859 0.804943 0.818737 

Luhn 0.848293 0.828383 0.805217 

LSA 0.825665 0.865065 0.875695 

Table 7. ROUGE scores for DUC 2007 dataset. 

 



 

 
 

Fig. 10. Graphical representation of ROUGE scores for DUC 2007 dataset 

  



 

 
 

Conclusion 

I have presented an extractive summarization technique based on soft-cosine similarity and 

centrality measures. Soft-cosine similarity uses semantic knowledge to find relatedness between 

the sentences. Our method performs better than other text summarizers in general and at par with 

the LSA summarizer. This can be clearly understood as LSA also utilizes learning from data in 

order to provide better results. As mentioned earlier, LSA has the drawback that it need larger and 

less diverse dataset to provide decent results while our method doesn’t has any such constraint. 

Also it learns from the data every time it is used whereas soft-cosine similarity only needs to load 

semantic knowledge once before applying. Thus our method holds an upper hand over LSA.  

The major breakthrough achieved in this process is how we reduce the domain in which words 

were previously categorized just by realizing that several words could represent one and the same 

entity regardless or the context. Using this idea we have been able to achieve a good jump in results 

and compared to the ones produced by the previous state-of-the-art automatic text summarization 

techniques. Our approach has shown to give good results for both short and lengthy text 

documents. It has also proved to possess less overall time complexity as it needs to access semantic 

dictionary only once and can work using same knowledge base for all documents. 

The limitation of our approach is that despite the improvement in results it is not as good as 

human generated summary. It does not take into account the fact that several sentences could be 

combined to produce one sentence depicting the essence of all those sentences. Moreover the initial 

training for the approach is dependent on external source i.e. dictionary which means it is not 

completely self-reliant. 

  



 

 
 

Future Work 

In future we would like to incorporate more types of semantic relations. We would also like to 

incorporate other methods of sentence scoring such as length, position, cue, frequency, co-

occurrence etc. We would try to extend our method for other languages as well. We would also try 

to include other centrality measures to further tune the results. A linear or weighted combination 

of centrality measures could also prove to be helpful as different centrality measures may possess 

varying degree of impact on the results. Further we would like to extend our work to other 

languages using the respective set of dictionaries to get the semantic relation set present between 

the words in that language. This could be further improvised to work for multiple languages in one 

go and can be used in real world scenarios such as twitter, facebook, Instagram etc. where users 

generally use more than one language in same paragraph. 

  



 

 
 

Appendices 

R code snippets: 

 

 



 

 
 

 

Python code snippets: 
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