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ABSTRACT: 
 

Forecasting aamethods aaare aaoften aavalued aaby aameans aaof aasimulation aastudies. aaFor 

aaintermittent aademand aaitems aathere aaare aaoften aavery aafew aanon–zero aaobservations, aaso aait aais aahard aato 

aacheck aaany aaassumptions, aabecause aastatistical aainformation aais aaoften aatoo aaweak aato aadetermine, aafor 

aaexample, aadistribution aaof aaa aavariable. aaTherefore, aait aaseems aaimportant aato aaverify aathe aaforecasting 

aamethods aaon aathe aabasis aaof aareal aadata. aaThe aamain aaaim aaof aathe aaarticle aais aaan aaempirical aaverification 

aaof aaseveral aaforecasting aamethods aaapplicable aain aacase aaof aaintermittent aademand. aaSome aaitems aaare 

aasold aaonly aain aaspecific aasubperiods aa(in aagiven aamonth aain aaeach aayear, aafor aaexample), aabut aamost 

aaforecasting aamethods aa(such aaas aaCroston's aamethod) aagive aanon–zero aaforecasts aafor aaall aaperiods. 

aaFor aaexample, aasummer aawork aaclothes aashould aahave aanon–zero aaforecasts aaonly aafor aasummer 

aamonths aaand aamany aamethods aawill aausually aaprovide aanon–zero aaforecasts aafor aaall aamonths aaunder 

aaconsideration. aaThis aawas aathe aamotivation aafor aaproposing aaand aatesting aaa aanew aaforecasting 

aatechnique aawhich aacan aabe aaapplicable aato aaseasonal aaitems. aaIn aathe aaarticle aaeight aamethods aawere 

aaapplied aato aaconstruct aaseparate aaforecasting aasystems aasuch aaas, 

▪ CROSTON 

▪ TSB_CROSTON 

▪ Hyperbolic aaExponential aaSmoothening aaModel 

▪ SBA 

▪ Holt's aaLinear aa 

▪ Error aatrend aaSeasonality 

▪ L-STAR aa(logistic aasmooth aatransition aaAuto aaregressive) 

▪ ARMA aa(Auto aaRegressive aaMoving aaAverage) 

 

The aapresented aaanalysis aamight aabe aahelpful aafor aaenterprises aafacing aathe aaproblem aaof 

aaforecasting aaintermittent aaitems aa(and aaseasonal aaintermittent aaitems aaas aawell).
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1. INTRODUCTION 
 

1.1 Background: 

 

In Manufacturing sector, Some product items have an intermittent demand pattern that 

makes them all but impossible to forecast with traditional, smoothing-based forecasting methods.  

Items with intermittent demand – also known as lumpy, volatile, variable or unpredictable demand 

– have many zero or low volume values interspersed with random spikes of demand that are often 

many times larger than the average.  This problem is especially prevalent in companies that manage 

large inventories of service and spare parts in industries such as aviation, aerospace, automotive, 

high tech, and electronics, as well as in MRO (Maintenance, Repair and Overhaul). 

In these businesses, as much as 80% of the parts and product items may have intermittent 

or lumpy demand.  Intermittent demand makes it difficult to accurately estimate the safety stock 

and service level inventory requirements needed for successful supply chain planning.  Because 

forecasts of intermittent and lumpy demand have been so unreliable, most companies forecast 

inventory requirements relying primarily on subjective business knowledge, forecast only a 

fraction of their higher volume inventory, use simple “rule of thumb” estimates, or traditional 

statistical forecasting that incorrectly assumes a particular type demand distribution for inventory 

control.  The result is that billions of dollars are wasted every year because of either excess 

inventory costs or poor customer service due to stock-outs. So that intermittent demand forecasting 

comes into play to resolve this issue. Manufacturers perceive the forecasting of intermittent data 

to be an important problem. In practice, the standard method of forecasting intermittent demand is 

single exponential smoothing, although some production management texts suggest the lesser-

known alternative of Croston's method [Croston J.D., 1972, Forecasting and stock control for 

intermittent demands, Operational Research Quarterly. 
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1.2 Problem Statement: 

 

Intermittent demand is a random demand, which the demand for a product or service 

appears sporadically, and lots of zero values exist in the demand data. (Croston,1972) 

Expect the continuous production process, lots of demand events (materials, services…) 

are appear as intermittence. Although some of them can be converted to a continuous demand, for 

example, the sales of a product record per hour or minute might be intermittent, but it can be 

convert to the sales per day or month, and it still make sense.  

However there also a certain amount of demand events that can not be converted form 

intermittent data to continuous data  , otherwise they will loss the original purpose of the data. For 

example, the important equipment for manufacture, they can be used for quite a long period, but 

it can not be shortage; the spare parts of current working facility; the spare parts for transportation, 

like airplane. These intermittent demand materials often present as a significant part in company’s 

operation, if shortage, it might lead to a huge loss, for example, if a aircraft can not fly properly, 

each hour it stay on the ground will incur a cost more than $50,000. 

Unfortunately, according to Johnston et al. (2003) these intermittent demand items can constitute 

up to 60% of the total stock value, and because those items often present as low consumption rate 

and long demand interval, therefore, the risk of obsolescence is much higher than other items. 

Therefore, a accurate intermittent demand forecasting is a necessary for achieving better inventory 

management and company operation. Here will introduce few intermittent demand forecasting 

methods. 

Statstical Models: 

1. CROSTON 

2. TSB_CROSTON 

3. Hyperbolic aaExponential aaSmoothening aaModel 

4. SBA 

5. Error aatrend aaSeasonality 

Mathmatical Models: 

6. Holt's aaLinear aa 

7. L-STAR aa(logistic aasmooth aatransition aaAuto aaregressive) 

8. ARMA aa(Auto aaRegressive aaMoving aaAverage) 
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1.3 Objective of the Study: 

 

Forecasting aamethods aaare aaoften aavalued aaby aameans aaof aasimulation aastudies. aaFor 

aaintermittent aademand aaitems aathere aaare aaoften aavery aafew aanon–zero aaobservations, aaso aait aais aahard aato 

aacheck aaany aaassumptions, aabecause aastatistical aainformation aais aaoften aatoo aaweak aato aadetermine, aafor 

aaexample, aadistribution aaof aaa aavariable. aaTherefore, aait aaseems aaimportant aato aaverify aathe aaforecasting 

aamethods aaon aathe aabasis aaof aareal aadata. aaThe aamain aaaim aaof aathe aaarticle aais aaan aaempirical aaverification 

aaof aaseveral aaforecasting aamethods aaapplicable aain aacase aaof aaintermittent aademand. aaSome aaitems aaare 

aasold aaonly aain aaspecific aasubperiods aa(in aagiven aamonth aain aaeach aayear, aafor aaexample), aabut aamost 

aaforecasting aamethods aa(such aaas aaCroston's aamethod) aagive aanon–zero aaforecasts aafor aaall aaperiods. 

aaFor aaexample, aasummer aawork aaclothes aashould aahave aanon–zero aaforecasts aaonly aafor aasummer 

aamonths aaand aamany aamethods aawill aausually aaprovide aanon–zero aaforecasts aafor aaall aamonths aaunder 

aaconsideration. aaThis aawas aathe aamotivation aafor aaproposing aaand aatesting aaa aanew aaforecasting 

aatechnique aawhich aacan aabe aaapplicable aato aaseasonal aaitems. aaIn aathe aaarticle aasix aamethods aawere 

aaapplied aato aaconstruct aaseparate aaforecasting aasystems: aaCroston's, aaSBA aa(Syntetos–Boylan 

aaApproximation), aaTSB aa(Teunter, aaSyntetos, aaBabai), aaMA aa(Moving aaAverage), aaSES aa(Simple 

aaExponential aaSmoothing) aaand aaHolts aalinear, aaL-Star, aaARMA. aaA aadata aaset aafrom aathe aareal 

aacompany aawas aaused aato aaapply aaall aathe aaabove aaforecasting aaprocedures. aaThat aadata aaset aacontained 

aamonthly aatime aaseries aafor aaabout aasixteen aathousand aaproducts. aaThe aaforecasts aaaccuracy aawas 

aatested aaby aameans aaof aaboth aaparametric aaand aanon–parametric aameasures. aaThe aamean aaabsolute 

aascaled aaerror aaand aathe aashares aaof aabest aaforecasts aawere aaestimated. aaThe aageneral aaconclusion aais 

aathat aain aathe aaanalyzed aacompany aaa aaforecasting aasystem aashould aabe aabased aaon aatwo aaforecasting 

aamethods: aaTSB aaand aaARMA, aabut aathe aalatter aamethod aashould aabe aaapplied aaonly aato aaseasonal aaitems 

aa(products aasold aaonly aain aaspecific aasubperiods). aaIt aaalso aaturned aaout aathat aaCroston's aaand aaSBA 

aamethods aawork aaworse aathan aamuch aasimpler aamethods, aasuch aaas aaMA. aaThe aapresented aaanalysis 

aamight aabe aahelpful aafor aaenterprises aafacing aathe aaproblem aaof aaforecasting aaintermittent aaitems. 

 



2 aa| aaP a g e  

1.4 Scope of the Study: 

 

The main focus of this study was the forecasting for intermittent demand for 

industrial warehouses & supply chain fields to predict the upcoming demand accurately so 

that they can plan their inventories & order levels efficiently. 

In this research, we take various factors into consideration to maximizing 

efficiency. Factors include data patterns i.e frequency of demand & size of the demand 

which gives us a type of demand and how fast it is moving.  

Demand has been classified based on its patterns because few items need not 

necessarily follow the particular pattern so those items should never be predicted. 

The proposed research comprises multiple meta-models which calculate previous 

demand patterns. Does the resulting MAPE value determine whether the model is efficient? 

 

 

 

 

 

 

 

 

 



2 aa| aaP a g e  

2. LITERATURE REVIEW 
 

Forecasting demand 

In aatoday’s aaorganizations, aawhich aaare aasubject aato aaabrupt aaand aaenormous aachanges aathat 

aaaffect aaeven aathe aamost aaestablished aaof aastructures aaand aawhere aaall aarequirements aaof aabusiness 

aasector aaneed aaaccurate aaand aapractical aareading aainto aafuture, aathe aaforecasts aaare aabecoming aavery 

aacrucial aasince aathey aaare aathe aasign aaof aasurvival aaand aathe aalanguage aaof aabusiness aain aathe aaworld. aaA 

aaforecast aais aaa aascience aaof aaestimating aathe aafuture aalevel aaof aasome aavariables. aaThe aavariable aais aamost 

aaoften aademand, aabut aait aacan aaalso aabe aasomething aaelse, aasuch aaas aasupply aaor aaprice. aaForecasting aais 

aathe aaoperation aaof aamaking aaassumption aaabout aathe aafuture aavalues aaof aastudied aavariables. 

In aamanufacturing, aaforecasting aademands aais aaamong aathe aamost aacrucial aaissues aain 

aainventory aamanagement; aait aacan aabe aaused aain aavarious aaoperational aaplanning aaactivities aaduring 

aathe aaproduction aaprocess: aacapacity aaplanning, aaused-product aaacquisition aamanagement 

For aaboth aatypes aaof aasupply aachain aaprocesses aa“push/pull,” aathe aademand aaforecasts aaare 

aaconsidered aathe aaground aaof aasupply aachain’s aaplanning. aaThe aapull aaprocesses aain aathe aasupply aachain 

aaare aarealized aawith aareference aato aacustomer aademand, aawhile aaall aapush aaprocesses aaare aarealized aain 

aaanticipation aaof aacustomer aademand. aaA aacompany aamust aatake aainto aaconsideration aasuch aafactors 

aabefore aaselecting aaa aasuitable aaforecasting aamethodology aabecause aathe aachoice aaof aaa aamethodology 

aais aanot aaas aasimple aaas aait aaseems. aaForecasting aamethods aaare aacategorized aaaccording aato aafour aatypes: 

aaqualitative, aatime aaseries, aacausal, aaand aasimulation. 

A aatime aaseries aais aanothing aabut aaobservations aaaccording aato aathe aachronological aaorder aaof 

aatime.17 aaTime aaseries aaforecasting aamodels aause aamathematical aatechniques aathat aaare aabased aaon 

aahistorical aadata aato aaforecast aademand. aaIt aais aafounded aaon aathe aahypothesis aathat aathe aafuture aais aaan 

aaexpansion aaof aathe aapast; aathat’s aawhy aawe aacan aadefinitely aause aahistorical aadata aato aaforecast aafuture 

aademand. 

Many aastudies aaabout aademand aaforecasting aaby aatime aaseries aaanalysis aahave aabeen aadone aain 

aaseveral aadomains. aaThey a aencircle aademand aaforecasting aafor aafood aaproduct aasales, aatourism, 

aamaintenance aarepair aaparts, aaelectricity, aaautomobile, aaand aasome aaother aaproducts aaand aaservices. 

By aatime aaseries aaanalysis, aathe aaforecasting aaaccuracies aadepend aaon aathe aacharacteristics aaof aatime 

aaseries aaof aademand. aaIf aathe aatransition aacurves aashow aastability aaand aaperiodicity, aawe aawill aareach 

aahigh aaforecasting aaaccuracies, aawhereas aawe aacan’t aaexpect aahigh aaaccuracies aaif aathe aacurves 

aacontain aahighly aairregular aapatterns. 

Croston’s aamethod aathe aafirst aaID-specific aamethod aawas aaproposed aaby aaCroston. aaHis 

aainsight aawas aathat aaestimating aademand aaprobability aa(via aainterval aasize) aaand aademand aasize 

aaseparately aawas aamore aaintuitive aaand aaaccurate. aaLet aaZt aabe aathe aaestimate aaof aamean aanon-zero 

aademand aasize aafor aatime aat, aaVt aathe aaestimate aaof aamean aainterval aasize aabetween aanon-zero aademands. 

aaXt aaagain aadenotes aaactual aademand aaobserved aaat aatime aat, aaand aaq aais aathe aacurrent aanumber aaof 

aaconsecutive aazero-demand aaperiods. aaYt aawill aadenote aaan aaestimate aaof aamean aademand aasize aa(ie. 

aataking aazero aademands aainto aathe aacalculation). aaThen, 
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SBA aa(Syntetos-Boylan aaApproximation): 

Many aaadaptations aaof aaCroston’s aamethod aahave aabeen aasuggested aato aadeal aawith aasome aaof 

aathe aaaforementioned aaissues. aaIn aa[6], aathe aaauthors aapropose aaan aaadjustment, aaknown aaas aathe 

aaSyntetos-Boylan aaApproximation aa(SBA), aato aaCroston’s aaforecast aaYt aa, aanamely aathat aait aashould 

aabe aamultiplied aaby aaa aafactor aaof(1-(alpha/2)) aaand aaclaim aathat aathe aanew aaforecast aawill aabe 

aaapproximately aaunbiased, aasince 

 

 

TSB aa(Teunter, aaSyntetos aaand aaBabai): 
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The aakey aaadvantage aaof aathis aamethod aais aathat aaupdating aathe aaforecasts aaat aaeach aatime aaperiod 

aa(whether aademand aaoccurs aaor aanot) aaallows aathe aaestimate aaPt aato aaapproach aazero aaif aathere aais aaa aalong 

aarun aaof aaperiods aawithout aademand. aaBy aacontrast, aathe aainterval aaestimate aacalculated aaby aaCroston’s 

aawould aaremain aaunchanged. aaIn aaa aapractical aasetting, aaTSB aaallows aadecisions aato aabe aataken aaover 

aawhether aato aacontinue aato aastock aaitems aaor aanot. aaOne aaidea aamight aabe aato aaset aasome aathreshold aafor aap, 

aasuch aathat aaif aait aais aaexceeded aa(just aaonce aaor aafor aaa aanumber aaof aaconsecutive aaperiods) aait aawould aabe 

aadecided aathat aathe aaproduct aais aanow aaobsolete 

Hyperbolic aaExponential aaSmoothing aa(HES): 

Different aamethod aadealing aawith aaobsolescence aawas aaproposed aarecently aaby aaPrestwich. aaand aais 

aaknown aaas aaHyperbolic aaExponential aaSmoothing aa(HES). aaThe aamethod aacombines aathe aaCroston 

aamethod aawith aaa aaBayesian aaapproach aato aaderive aaa aanew aaforecast, aawhere aaif aaZt aaand aaVt aaare aathe 

aasmoothed aaestimates aaof aademand aasize aaand aainterval aalength, aaand aaTt aais aathe aacurrent aanumber aaof 

aaperiods aasince aaa aademand aawas aalast aaseen, aathen 

 

is aathe aaforecast aafor aatime aat. aaNote aaβ aais aathe aasmoothing aaparameter aafor aainterval aalength. aaThe aamain 

aadifference aabetween aaTSB aaand aaHES aais aathat aaHES aadecays aahyperbolically aaover aaa aaseries aaof 

aazeros, aawhereas aaTSB aadecays aaonly aaexponentially. 

ARMA aamodel: 

An aaARMA aamodel, aaor aaAutoregressive aaMoving aaAverage aamodel, aais aaused aato aadescribe aaweakly 

aastationary aastochastic aatime aaseries aain aaterms aaof aatwo aapolynomials. aaThe aafirst aaof aathese 

aapolynomials aais aafor aaautoregression, aathe aasecond aafor a athe aamoving aaaverage. 

Often aathis aamodel aais aareferred aato aaas aathe aaARMA(p,q) aamodel; aawhere: 

p aais aathe aaorder aaof aathe aaautoregressive aapolynomial, 

q aais aathe aaorder aaof aathe aamoving aaaverage aapolynomial. 

The aaequation aais aagiven aaby: 

arma aamodel 

 

Where: 

φ aa= aathe aaautoregressive aamodel’s aaparameters, 

θ aa= aathe aamoving aaaverage aamodel’s aaparameters. 
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c aa= aaa aaconstant, 

ε aa= aaerror aaterms aa(white aanoise). 

Holt’s aaLinear aaTrend aaMethod aa(Double aaExponential aaSmoothing): 

Holt's aatwo-parameter aamodel, aaalso aaknown aaas aalinear aaexponential aasmoothing, aais aaa aapopular 

aasmoothing aamodel aafor aaforecasting aadata aawith aatrend. aaHolt's aamodel aahas aathree aaseparate 

aaequations aathat aawork aatogether aato aagenerate aaa aafinal aaforecast. aaThe aafirst aais aaa aabasic aasmoothing 

aaequation aathat aadirectly aaadjusts aathe aalast aasmoothed aavalue aafor aalast aaperiod's aatrend. aaThe aatrend 

aaitself aais aaupdated aaover aatime aathrough aathe aasecond aaequation, aawhere aathe aatrend aais aaexpressed aaas 

aathe aadifference aabetween aathe aalast aatwo aasmoothed aavalues. aaFinally, aathe aathird aaequation aais aaused aato 

aagenerate aathe aafinal aaforecast. aaHolt's aamodel aauses aatwo aaparameters, aaone aafor aathe aaoverall 

aasmoothing aaand aathe aaother aafor aathe aatrend aasmoothing aaequation. aaThe aamethod aais aaalso aacalled 

aadouble aaexponential aasmoothing aaor aatrend-enhanced aaexponential aasmoothing. 

 

where aathe aaparameters aaare: 

α—Alpha 

β—Beta 

γ—Gamma 

m—Number aaof aaperiods aaahead aato aaforecast 

s—Length aaof aathe aaseasonality 

Lt—Level aaof aathe aaseries aaat aatime aat 

bt—Trend aaof aathe aaseries aaat aatime aat 

St—Seasonal aacomponent aaat aatime aat 

LSTAR aamodel: aaThe aaobservations aayt aaare aagenerated aaeither aafrom aathe aafirst aaregime aawhen aayt−d 

aais aasmaller aathan aathe aathreshold, aaor aafrom aathe aasecond aaregime aawhen aayt−d aais aagreater aathan aathe 

aathreshold. aaIf aathe aabinary aaindicator aafunction aais aareplaced aaby aaa aasmooth aatransition aafunction aa0 aa< 

aaG(zt) aa< aa1 aawhich aadepends aaon aaa aatransition aavariable aazt aa(like aathe aathreshold aavariable aain aaTAR 

aamodels), aathe aamodel aabecomes aaa aasmooth aatransition aaautoregressive aa(STAR) aamodel aa: 

 aa aa aa aa aa aa aa aa aa aa aa aa aa aayt aa= aaXtφ(1)(1 aa− aaG(zt)) aa+ aaXtφ(2)G(zt) aa+ aaet 
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3. RESEARCH METHODOLOGY 
 

Much aainventory aamanagement aais aadone aasubjectively. aaHowever, aaamong aaobjective 

aaapproaches, aathe aamost aapopular aaappears aato aabe aathe aatheory aaof aaeconomic aaorder aaquantities 

aa(EOQ), aawhich aadetermines aatwo aaquantities aafor aaeach aaitem: aaa aareorder aapoint aaand aaan aaorder 

aaquantity. aaWhen aaon-hand aainventory aareaches aathe aareorder aapoint, aaone aaorders aaan a aamount aaequal 

aato aathe aaorder aaquantity aato aareplenish aathe aastock. aaCalculating aathe aaorder aaquantity aanormally 

aarequires aaforecasts aaonly aaof aathe aaaverage aademand aaper aaperiod. aaIn aacontrast, aacalculating aathe 

aacorrect aareorder aapoint aarequires aaestimates aaof aathe aaentire aadistribution aaof aademand aaover aathe 

aainterval, aaknown aaas aathe aalead aatime, aabetween aathe aageneration aaof aaa aareplenishment aaorder aaand aaits 

aaarrival aain aainventory. aa(For aaexample, aaa aaspecific aapercentile aaof aathe aapredicted aademand 

aadistribution, aae.g. aa99%, aaindicates aathe aalevel aaat aawhich aathe aainventory aareorder aapoint aashould aabe 

aaset aato aaensure aaa aacorresponding aalikelihood aaof aanot aastocking aaout aaof aathat aaitem aaduring aathe aalead 

aatime.) aaTextbooks aasimplify aathis aaproblem aaby aaassuming aathat aademands aain aaeach aatime aaperiod aaare 

aaindependent aaand aanormally aadistributed; aaneither aaassumption aais aavalid aafor aaintermittent 

aademand, aaOur aaapproach aaimproves aaon aatheirs aaby aadealing aawith aaautocorrelation aabetween 

aasuccessive aademands aaand a aby aaincorporating aaa aavariant aaof aathe aasmoothing aathat aathey aaspeculated 

aawould aabe aahelpful aaand aaalso, aawe aadesigned aaMeta aa(Boot aastrapping aawith aadifferent aamodels) 

aamodel aawhich aawill aagive aabetter aaresults. 

Industrial datasets: 

We aaassessed aathe aarelative aaaccuracy aaof aathe aavarious aaforecasting aamethods aausing 

aaindustrial aadata aafrom aa16000 aadifferent aaparts aawhich a afurther aadifferent aademand aapatterns aawith 

aadifferent aasizes. aaThe aaitems aaprovided aato aaus aawere aadeliberately aabiased aatoward aaseries 

aaconsidered aamost aadifficult aato aaforecast. aaIn aaall aacases, aathe aaitems aawere aa‘live’ aarather aathan aaat aathe 

aavery aaend aaof aatheir aalife aacycles aa(as aaindicated, aafor aaexample, aaby aaend-of-life aaitems aahaving aa99% 

aazero aavalues. aa(Data aaset: aaA aaMajor aacommon aacarrier aaand aaits aaAircraft aaservice aaparts) 

 

                                                                  Given data set  
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Classification of the data based on it’s frequency & demand gaps (non-zero demand) 

Meta model: 

Bootstrapping aawith aamarkov aaprobability aamodel- aaBootstrapping aais aaa aastatistical aatechnique 

aainvolving aarandom aasampling aawith aareplacement. aaIn aa2004 aaWillemain aaproposed aaa aamethod 

aausing aabootstrapping aaon aaprevious aaobservations aaof aanon-zero aademand aato aaforecast aademand 

aaover aasome aalead aatime aa(the aainterval aabetween aareplenishment aaordering aaand aaarrival). aaTwo aakey 

aaideas aaare aapresent aain aathe aamethod. aaFirstly, aato aaavoid aamaking aaforecasts aathat aacan aaonly aatake aathe 

aasame aavalues aaas aahave aaoccurred aapreviously, aaa aajittering aaprocess aais aaused, aaallowing aafor aamore 

aavariation. aaLet aaY aabe aathe aaselected aaprevious aavalue aaof aademand, aaand aaZ aabe aaa aastandard aanormal 

aarandom aavariable. 

 

Secondly, aato aamodel aaautocorrelation aathat aamight aabe aapresent aain aathe aademand, aaa aatwo-stage 

aaMarkov aaChain aamodel aais aaused, aawith aathe aastates aacorresponding aato aazero aaand aanon-zero aademand 

aaobservations. aaThe aaidea aais aato aaforecast aaa aaseries aaof aazero aaand aanon-zero aademands aafirst, aawith aathe 

aachance aaof aaseeing aaeither aain aathe aanext aastep aadependent aaon aathe aatransition aamatrix aaprobabilities, 

aawhich aaare aato aabe aaestimated. 
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Markov matrix and it’s formulas 

 

 

 

 

 Chain of events in the next month 

1 Demand to Demand 

3 Demand to No demand 

2 No demand to No demand 

4 No demand to Demand 
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Markov matrix and it’s probability criteria 

The aafull aabootstrap aaapproach aaas aadescribed aagoes aaas aafollows: 

• aaWith aathe aahistorical aadata, aaestimate aathe aatransition aaprobabilities aafor aathe aatwo-state aaMarkov 

aaChain. 

• aaGenerate aaa aasequence aaof a aevents aafrom aathe aaMarkov aaChain aaover aathe aadesired aalead aatime. 

 

Evaluation measures: 

The aaperformance aaof aaany aaforecasting aamethod aaneeds aato aabe aaevaluated aaby aasome aametric, aato 

aameasure aahow aaclosely aathe aaforecasted aavalue aamatches aathe aatrue aavalue. aaIntermittent aademand 

aaseries aaturn aaout aato aabe aaunusually aatricky aato aaevaluate; aatypical aaforecasting aaaccuracy aametrics aaare 

aaoften aaeither aainappropriate aaor aaeven aaimpossible aato aaapply. aaIn aathis aawe aaused aaMEAN aa(Mean 

aaabsolute aapercentage aaerror) aato aaevaluate aathe aabest aaand aaoptimized aaresults. aaThe aamean aaabsolute 

aapercentage aaerror aa(MAPE), aaalso aaknown aaas aamean aaabsolute aapercentage aadeviation aa(MAPD), aais 

aaa aameasure aaof aaprediction aaaccuracy aaof aaa aaforecasting aamethod aain aastatistics, aafor aaexample aain 

aatrend aaestimation, aaalso aaused aaas aaa aaloss aafunction aafor aaregression aaproblems aain aamachine 

aalearning. aaIt aausually aaexpresses aaaccuracy aaas aaa aapercentage, aaand aais aadefined aaby aathe aaformula: 
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4. CASE INTRODUCTION - INTERMITTENT  DEMAND 
 

What is intermittent demand: 

Intermittent aademand aaor aaID aa(also aaknown aaas aasporadic aademand) aacomes aaabout aawhen aaa 

aaproduct aaexperiences aaseveral aaperiods aaof aazero aademand. aaOften aain aathese aasituations, aawhen 

aademand aaoccurs aait aais aasmall, aaand aasometimes aahighly aavariable aain aasize. aaID aais aaoften aaexperienced 

aain aaindustries aasuch aaas aaaviation, aaautomotive, aadefense aaand aamanufacturing; aait aaalso aatypically 

aaoccurs aawith aaproducts aanearing aathe aaend aaof aatheir aalife aacycle. aaSome aacompanies aaoperating aain 

aathese aaareas aaobserve aaID aafor aaover aahalf aathe aaproducts aain aatheir aainventories. aaIn aasuch aasituations 

aathere aais aaa aaclear aafinancial a aincentive aato aainventory aacontrol aaand aaretaining aaproper aastock aalevels, 

aaand aatherefore aato aaforecasting aademand aafor aathese aaitems. 

 

 

 

 

Fig aa5.1 aaDemand aaclassification 
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Forecasting difficulties: 

The aamany aazero aavalues aain aaID aatime-series aarender aausual aaforecasting aamethods aadifficult aato 

aaapply. aaFor aaexample, aasingle aaexponential aasmoothing aa(SES), aaproposed aain aa1956, aawas aathe aafirst 

aaforecasting aamethod aato aabe aaapplied aato aaintermittent aademand. aaThe aaforecast aaof aademand aain aathe 

aanext aaperiod aais aaa aaweighted aaaverage aabetween aatwo aaquantities, aadefined: 

 aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aa aaFt+1 aa= aaαXt aa+ aa(1 aa− aaα)Ft 

where aaFt aadenotes aathe aaforecast aafor aatime aaperiod aat, aaXt aadenotes aathe aaactual aademand aaobserved aain 

aaperiod aat, aaand aaα aais aaa aasmoothing aaparameter aawhich aacan aabe aaadjusted aabetween aa0 aaand aa1. aaHigher 

aaα aawill aaproduce aaa aaforecast aawhich aais aamore aaresponsive aato aarecent aachanges aain aathe aadata, aawhilst 

aaalso aabeing aaless aarobust aato aanoise. aaUnfortunately, aaSES aais aaknown aato aaperform aapoorly aain 

aaforecasting aafor aaID, aasince aathere aais aaan aaupward aabias aain aathe aaforecast aain aathe aaperiod aadirectly aaafter 

aaa aanon-zero aademand. aaCan aawe aadevelop aaspecific aaforecasting aamethods aafor aaID aathat aado aabetter? 

This aareport aaexplores aaa aafew aadifferent aaclasses aaof aamethod, aaand aaalso aadiscusses aasome aaerror 

aametrics aaused aato aaevaluate aathem. 

 

Approach: 

 

Data Description: 

The aadataset aaused aawas aaprovided aaby aaan aaundisclosed aaindustrial aapartner. aaIt aacontains 

aa16000 aatime-series aaof aaintermittent aademand aafor aaunknown aaitems aa(Aviation aaparts), aawith aaeach 

aatime-series aarepresenting aathe aademand aaof aaa aadistinct aaitem. aaThese aatime-series aaare aaobserved aain 

aamonthly aafrequency. aaThere aaare aathree aafeatures aain aathe aaoriginal aadata: aaseries aanumber, aatime, aaand 

aavalue. 

 

 

 

Fig aa5.2 aaUnprocessed aaData aafrom aathe aaorganization 



12 aa| aaP a g e  

Date preprocessing & Classification: 

Data aapreprocessing aais aaa aadata aamining aatechnique aathat aainvolves aatransforming aaraw aadata aainto aaan 

aaunderstandable aaformat. aaReal-world aadata aais aaoften aaincomplete, aainconsistent, aaand/or aalacking 

aain aacertain aabehaviors aaor aatrends, aaand aais aalikely aato aacontain aamany aaerrors. aaData aapreprocessing aais 

aaa aaproven aamethod aaof aaresolving aasuch aaissues. 

To aadetermine aaa aaproduct aaforecast aaability, aawe aaapply aatwo aacoefficients: 

▪ The aaAverage aaDemand aaInterval aa(ADI). aaIt aameasures aathe aademand aaregularity aain aatime 

aaby aacomputing aathe aaaverage aainterval aabetween aatwo aademands. 

▪ The aasquare aaof aathe aaCoefficient aaof aaVariation aa(CV²). aaIt aameasures aathe aavariation aain 

aaquantities. 

Based aaon aathese aa2 aadimensions, aathe aaliterature aaclassifies aathe aademand aaprofiles aainto aa4 

aadifferent aacategories: 

 

o Smooth aademand aa(ADI aa< aa1.32 aaand aaCV² aa< aa0.49). aaThe aademand aais aavery aaregular 

aain aatime aaand aain aaquantity. aaIt aais aatherefore aaeasy aato aaforecast aaand aayou aawon’t aahave 

aatrouble aareaching aaa aalow aaforecasting aaerror aalevel. aa 

 

o Intermittent aademand aa(ADI aa>= aa1.32 aaand aaCV² aa< aa0.49). aaThe aademand aahistory 

aashows aavery aalittle aavariation aain aademand aaquantity aabut aaa aahigh aavariation aain aathe 

aainterval aabetween aatwo aademands. aaThough aaspecific aaforecasting aamethods 

aatackle aaintermittent aademands, aathe aaforecast aaerror aamargin aais aaconsiderably 

aahigher. 

 

o Erratic aademand aa(ADI aa< aa1.32 aaand aaCV² aa>= aa0.49). aaThe aademand aahas aaregular 

aaoccurrences aain aatime aawith aahigh aaquantity aavariations. aaYour aaforecast aaaccuracy 

aaremains aashaky. 

 

o Lumpy aademand aa(ADI aa>= aa1.32 aaand aaCV² aa>= aa0.49). aaThe aademand aais 

aacharacterized aaby aaa aalarge aavariation aain aaquantity aaand aain aatime. aaIt aais aaactually 

aaimpossible aato aaproduce aaa aareliable aaforecast, aano aamatter aawhich aaforecasting 

aatools aayou aause. aaThis aaparticular aatype aaof aademand aapattern aais aaunforecastable. 
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Fig aa5.3 aaData aaPreprocessing 

Sequential Data Partitioning: 

 

▪ Each aaseries aawas aatrained aaon aathe aaindividual aalevel aato aacapture aathe aaunique aaprofile aaof 

aaeach aaitem. aaWe aaused. 

▪ sequential aadata aapartitioning aato aasplit aaeach aaseries aainto aatraining aaand aatesting aasets, aawith 

aa80% aaof aatotal. 

▪ observations aa(starts aaat aathe aa4th aaobservation) aain aathe aatraining aaset, aaand aa20% aain aathe 

aatesting aaset. 

 

 

 

 

 

 Fig aa5.4 aaData aapartition aa(Train aa& aaTest aadata) 

 

 

Trained aadata-80% 

Tested aadata-20% 
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Model aaselection: 

Best aamodel aa(Statistical aaperformance: aaThe aastatistical aaperformance aameasures aaadopted aahere 

aawere aaMean aaAbsolute aaScaled aaError aa(MASE). aaMAE aais aaselected aabecause aait aais aaeasy aato 

aainterpret aaand aaunderstand, aaand aait aatreats aaerrors aaequally. aaHowever, aait aacannot aabe aaused aato 

aacompare aaacross aatime-series aabecause aait aais aascale aadependent. aaTherefore, aathe aaresearch aaalso 

aautilized aaMASE aato aaprovide aaa aamore aaholistic aaperspective aaby aacomparing aaaccuracy aaacross 

aadifferent aatime-series). aawill aaautomatically aapickup aabased aaon aathe aaresults aaor aaoutput aausing aameta 

aamodel, aaIn aathis aacase aawe aaused aamarkov aaprobability aafor aaunbiased aaresults. 

▪ CROSTON 

▪ TSB_CROSTON 

▪ "Hyperbolic aaExponential 

▪ Smoothening aaModel" 

▪ SBA 

▪ Holt's aaLinear aa 

▪ "Error aatrend aaSeasonality" 

▪ "L-STAR aa(logistic aasmooth aatransition aaAuto aaregressive)" 

▪ ARMA 

 

IMPLICATIONS AND LIMITATIONS: 

 

This aamodel aawill aaonly aaapplicable aato aaintermittent, aalumpy, aasmoothening aademand. aaFor 

aaerratic aademand aathis aamodel aamay aagive aawrong aaresults aadue aato aaits aanature aa(Demand aamove aaup 

aaagainst aatime aavaried aain aasuch aaa aaway aathat aamodel aacan’t aapredict aawith aaaccurately) 

 

 

 

 

 

 

 

 

 

 

 

 

Despite aaERROR aademand aaMAPE aagives aaus aa0.93. aaERROR aademand aamany aatimes 

aathrows aaunmeaningful aa aaresults aa 



15 aa| aaP a g e  

Step by Step by process to get the final aaresults from the tool: 

 

Step:1 

Given image, we can select requires item number from the 'select item number' option. 

 

 

Step:2  

We need to check whether selected item number is feasible to forecast or not, after clicking 

on optimization buttom which ensures to fit the line in the ARMA model.  If the type of 

demand falls under erratic or lumpy, we can’t proceed further due to its high irregularity in 

the pattern. Once we find the type of demand either smooth or intermittent then we can 

proceed to next step. 
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Step:3 

Analyze other options like best model & item movement (number of non-zero demands in 

the given duration). We can approve the forecasting based on our MAPE value. More than 

60% s highly recommendable. Less than 60 mayn’t appropriate to consider for further 

evaluation. 

In this graph test & Train data divided into 75 & 25% ratio. Which means predicting the 

next 12 months demand by using past 36 months data)  



17 aa| aaP a g e  

 

5. CONCLUSION: 
 

The aalimitations aaof aausual aaforecasting aamethods, aasuch aaas aaSES, aain aathe aaintermittent 

aademand aacase aahas aaprompted aaa aanumber aaof aadifferent aaID-specific aaapproaches a ato aaforecasting. 

aaThe aafirst aamethod aadeveloped aawas aaCroston’s; aaits aaaptitude aafor aaID aaforecasting aawas aaexamined, 

aaas aawell aaas aaits aadrawbacks. aaMethods aathat aaattempted aato aaaddress aasome aaof aathese aadrawbacks 

aawere aaconsidered. aaMore aatheoretical, aamodel-based aaapproaches aawere aaintroduced aaas aaa 

aapromising aaalternative aaavenue, aaas aawell aaas aamethods aabased aain aabootstrapping aaand aatemporal 

aaaggregation. aaFinally, aaexamples aaof aaerror aametrics aathat aacan aabe aaused aato aameasure aaaccuracy aaof 

aaforecasts aawere aaconsidered, aaalong aawith aatheir aasuitability aain aathe aaID aasetting. We need to realize 

the type of demand we are working on. If the demand falls under lumpy or erratic, 

predictions won't be accurate due to it's high variability. The outcome of these results can 

mislead us. 

Instead of best fit model from various models, we should be sure of single model 

only. When various algorithms involved and unrelated design of each model might effect 

on the final results.  

After doing innumerous trails, I have noticed mathematical model would be 

superior than statistical models. In statistical models let's say croston or TSB where they 

considered only few previous values or past data instead of whole, which can again mislead 

the outcomes of the model. 

The biggest everlasting issue in forecasting is unknown or hidden variables which 

we need to address. These unknown variables can be distinguished into past and furure 

ones. usually forecasting demand based on single variable only. I.e the amount of demand, 

but we didn't have any information regarding what causes had got this demand. Lets say if 

the competitor didn't fulfill the past orders or any internal issues can automatically reflect 

on the performance of the lead company or any political & technological interferences also 

causes the fluctuations in demand. So instead if single variable,  it would be suggested that 

consider multiple variables can give better predictions. On the other hand future forecasting 

need not necessarily get the accurate results due to uncertainty of future. Despite strong 

analytical & mathematical functions, there can be lot black swans may mislead final end 

results. So in this context, I would recommend for careful analysis and factors/variables 

need to consider to mitigate the error rate. 

Over all, there are lot of limitations involved in this research. Other researchers 

suggested deep learning can be better alternative for intermittent demand. It might be 

promising in few cases, but according to my research I found deep learning had been 

sending over accurate (over fitting) which highly hazardous in predictions due to a rigid 

characteristic which further leads to high variation in the testing to future data. So for better 

results, considering the high number of relatable factors(multi variables) and its weightage 

of reference might get promising results. 
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