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                                                   ABSTRACT 
 

Opinion analysis or sentiment analysis is one of the most sorted out technique these days in order to 

determine the sentiments or emotions of people regarding any event. This technique has come into 

existence because of extensive use of social media platforms like Facebook, Twitter etc by people to 

express their emotions regarding any event that has occurred or any event that is most likely to happen, be 

that the release of a movie or a political rally that is about to take place. People make sure to express their 

sentiments. Sentiment analysis proves very beneficial for any company selling a product to know how 

their product was received by people or by any political party to determine how people are reacting 

towards their running candidate. Different events occur worldwide so it is not very easy to determine the 

emotions and sentiments of people regarding these events; it results in huge amount of data and many 

steps to reach any conclusion about the sentiment. 

In order to analyze these sentiments two approaches of machine learning can be used – unsupervised or 

supervised. Machine learning algorithms can be used to determine whether a series of words reflect a 

positive, negative or neutral meaning. Unsupervised learning involves a rule based or lexical approach 

and this can be done using the pre-built open source libraries like TextBlob, VADER. Unsupervised 

learning is a simple and efficient approach that has been used in the past so many years to determine the 

sentiments or opinions, over the years many libraries have been built to ease the task of analyzing the 

sentiments. This library is used to determine whether the sentiments are positive, negative or neutral 

effectively.  Once the sentiments have been recorded and the data is converted to a more structured form, 

these can be fed to the machine learning algorithms like Naïve Bayes, SVM, LSTM and so on in order to 

predict the accuracy with which these algorithms can predict the sentiment. 

 

 



 

 

 

 

 

                                                                  CHAPTER 1 

                                                      INTRODUCTION 
 

Opinions have always been of utmost importance in any field, be that politics, automation, fashion etc. 

every aspect needs and works on opinions and sentiments of people related to these field or events that 

occur every day throughout the world. Before the advent of the social networking sites like Twitter, 

Facebook, Instagram etc., people relied on newspapers, television sets, magazines for news or any big 

event occurring in the world, but now because of the advent of social media people have all the 

information in their hands and are not dependent on a single source for their news or opinions. Social 

media has drastically changed the outlook of life of many people and has given them a platform to 

express their views related to any event or any product. Social media allows a person to express his like or 

dislike towards any product, person etc.  

Researches indicate that using the social media sites is considered as the best way to grow a business in 

terms of money, time, effort and other resources [2]. However, the massive availability of opinions and 

the unstructured nature in which these opinions are present makes it very difficult to extract any useful 

information out of them, so over the years it has become very important to devise and develop techniques 

that could ease extracting information out of the unstructured opinions that are present on any Social 

networking site. 

Sentiment analysis, also referred to as opinion mining is one of the most recent technique that has been 

developed in order to extract information that has been gathered from any social networking site. 

Sentiment analysis is an automated process of computationally identifying and classifying the opinions 

expressed in a piece of text to determine whether the sentiment of a person towards a particular event, 

product, person etc is positive, negative or neutral. Sentiment analysis is considered the most advance 



way of determining opinions as it makes use of AI to classify a piece of text into positive, negative or 

neutral. 

Twitter is one of the most growing social media sites and has become very famous over the last few years 

as people openly express their opinions in the form of tweets with a maximum length of 140 characters. 

As of 2019, twitter has around 330 million active users. Of these, more than 40 percent, or more 

specifically, 134 million, use the service on a daily basis [3]. This accounts for a large amount of 

unstructured data which can prove to be very useful to determine opinions or sentiments. 

This is a case study of a number of events that have occurred throughout the world and involves 

determining how people perceived these events. It involves the implementation of Twitter sentiment 

analysis by utilizing APIs provided by the twitter itself. Tweets were collected related to events like 

Howdy Modi, a gathering that occurred in Houston, Haryana Assembly Elections, a movie release i.e. 

The sky is pink, Delhi odd even and an international conference UNGA.  The data of all these events was 

scraped from twitter and was analyzed using an open source Python library called TextBlob and another 

in-built library NLTK-VADER. 



 

 

 

 

 

 

 

 

 

 
 

 

 



                                               

 

                                            CHAPTER 2 

                                     LITERATURE REVIEW 
 

Sentiment analysis refers to the study of text on various levels. Document level [9] This is the first level 

where objects are classified according to their attributes. (Turney, 2002; Pang and Lee, 2004), The second 

level is the sentence level wherein [11] the sentences are classified on the basis of whether they represent 

negative, positive or neutral sentiments (Hu and Liu, 2004; Kim and Hovy, 2004). The next level is the 

phrase level [12] wherein it is determined whether the expression is unbiassed or polar, followed by the 

removal of uncertainty.  

 Pak and Paroubek (2010) [5] classified tasks as subjective and objective. For subjective data, the 

information was gathered from the user tweets such as text or image or symbols. For objective 

information on the other hand, the information was gathered from authentic sources such as newspapers.  

Information which is taken for analysis is simply a sample of flowing tweets collected by using queries. 

In the past years there have been numerous documents observing the Twitter sentiment and buzz [5], [12] 

(Jansen et al. 2009; Pak and Paroubek 2010; O’Connor et al. 2010; Tumasjan et al. 2010; Bifet and Frank 

2010; Barbosa and Feng 2010; Davidov, Tsur, and Rappoport 2010). Barbosa and Feng (2010) [4] 

analyzed the sentimental classification on Twitter data by determining the polarity of tweets on the basis 

of symbols, retweets, emoticons and even syntax of the Tweets. Kamps et al. (2002) analyzed the data by 

using the lexical database such as WordNet which is the description of lexemes. This contains the 

emotional content of a word. The distance metric of words is used to determine semantic polarity of 

adjectives. 

    It was Hearst [17] in 1992 and Kessler et al [18] in 1997 who initiated the classification of text based 

on the sentiments or emotions. There are two main approaches for classification of a piece of text, one is 

the lexical approach and the other is machine learning approach. Machine learning techniques gained 

interest because of the ability to extract features, capturing context [19]. These techniques are mostly used 

to detect the sentiment of an entire document and not just a few sentences. 



 In sentiment analysis, it is not always possible to detect the sentiment based on a single word, so the 

concept of n-gram extraction was introduced and found to be effective by Pederson in 2001 [20]. Other 

approaches involved selecting only a subset of the words detected using part-of-speech (POS) recognizer. 

Also, a step-wise approach of classification was developed later on which first involved the removal of 

objective sentences [9].  

Over the years a lot of research has been done based on the tweets collected from twitter. It was Barbosa 

and Feng in 2010 who analyzed the Twitter data by determining the polarity of tweets on the basis of 

symbols, retweets, emoticons and even syntax of the Tweets. Initially, Naïve Bayes algorithm was used to 

analyze the sentiments of movie reviews [21]. It was Tong and Koller who later made use of Support 

Vector Machine in order to further improve the accuracy of prediction [22]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

                                               CHAPTER 3 

                         SENTIMENT ANALYSIS 
 

Sentiment analysis is one of the most recently developed techniques of determining opinions of people. It 

is a contextual mining of text which extracts information from a piece of text. Sentiment analysis or 

“opinion mining” refers to the use of Natural Language Processing to determine the opinions and 

emotions of a piece of text. Sentiments analysis is used to identify opinions, sentiments, attitude, and state 

of mind of people towards a product or service and classify them as positive, negative and neutral. 

Sentiment analysis can be done using two approaches: 

Lexical or rule based approach- 
 

 In this method the text is represented as a bag of words and these words are then compared to the 

contents of dictionaries which contain words along with its associated semantic orientation. It is 

considered to be the unsupervised approach of sentiment analysis and is efficient in determining the 

polarity i.e. whether a given piece of text is positive, negative or neutral. The most commonly used library 

for sentiment analysis using lexical or rule based approach is TextBlob [4]. It is a python library for 

processing of textual data and simplest way of diving into common natural language processing tasks like 

sentiment analysis, classification. VADER is another such library; however, it has been specifically 

designed for analysis of text of social-media as the language of social-media is different from that of 

normal spoken or written language. 

TextBlob 

 

Textblob is an open source Python library that is based on NLTK- Natural Language Tool Kit and is used 

for analyzing a piece of text and assigning a polarity score to it. Polarity is a float value between [-1, 1] 

where 0 indicates a neutral sentiment, 1 indicates positive and -1 indicates negative sentiment. TextBlob 

analyses each word in a piece of text and assigns a semantic score to each word, then this score is 



weighted i.e. a weighted average is computed to assign a score to the complete sentence, the score is 

based on the polarity of each word in the sentence. TextBlob computes another important factor, 

Subjectivity- it is a float value having a range [0, 1] where 0 indicates that the sentence is objective which 

means that it is based on factual data whereas 1 indicates that the sentence is subjective which means that 

it is based on emotions, feelings, opinions, desires, and allegations of a person. It is an efficient way of 

analyzing raw tweets or any piece of text. TextBlob has been designed to work on any piece of text and 

not just the data from social media. However, the advent of social media has made it popular for social 

media sentiment analysis because of its simplicity at handling raw and unstructured data. This library 

plays a very important role in ensuring that the unstructured data that is obtained from Twitter undergoes 

sufficient amount of preprocessing to be in a position for analysis. 

VADER 

 

 Valence Aware Dictionary and sentiment Reasoner is another python library that can be used for lexicon 

based sentiment analysis, however the difference between VADER and TextBlob is that VADER was 

created mostly to analyze the social media texts i.e. it is able to comprehend and understand the social 

media slangs and language better than TextBlob and gives better result with social media texts than 

TextBlob. It is capable of analyzing repetitive vocabulary and the correlation coefficient shows that 

VADER (r = 0.881) performs as well as individual human raters (r = 0.888) at matching ground truth 

(aggregated group mean from 20 human raters for sentiment intensity of each tweet) [1]. Thus, VADER is 

considered to be highly efficient for social media text analysis. VADER breaks down the sentiment 

intensity score into a positive, negative and neutral component, these are further normalized to be within 

the range [-1, 1] as a compound score.  

 

Machine learning based or supervised approach 
 

 This approach is based on machine learning algorithms like Naïve Bayes, SVM, Random Forest 

Classifier and LSTM to determine the polarity of a piece of text. This method has been introduced 

recently and is a very efficient approach to classify text based on its polarity. In this method the dataset is 

divided into training set and test set and then accuracy with which the algorithm can determine the 

polarity is predicted. 

In this research the lexical or rule based approach has been used to record the sentiment for a number of 

events. For each of these events minimum of 5000 tweets were scraped from the twitter, all this data is in 

the raw for i.e. it is unlabeled, there are no output and input parameters. Using the lexical approach, 



sentiments of all these tweets can be found out in a simple and efficient way. And using the lexical 

approach the unstructured data is converted into a structured form i.e. the sentiments are recorded. Now 

that we have a structured dataset, this data is fed to the supervised algorithms in order to determine how 

accurately the algorithm is used to predict the sentiment. 

Naïve Bayes Algorithm 

 

This is one of the supervised algorithm that is based on the probabilistic approach to classify the text to 

a particular class i.e. positive or negative [12]. This algorithm calculates the probability of all the words 

in the dataset and then classifies the tweets or text into particular categories. This algorithm is based on 

the Bayes rule, according to which  

𝑃(𝑥|𝑦) =  
𝑃(𝑦|𝑥) 𝑃(𝑥)

𝑃(𝑦)
 

Where 

x, y = events 

𝑃(𝑥|𝑦) = Probability of x given y is true 

𝑃(𝑦|𝑥) = Probability of y given x is true 

𝑃(𝑥), 𝑃(𝑦) = Independent probabilities of x and y 

 

 

Using Bayes rule, we can find the probability of x happening, given that y has occurred. Here, y is the 

evidence and x is the hypothesis.  It is assumed that the features or the predictors are independent of each 

other i.e. one feature does not have any impact on the presence of other features. 

Support Vector Machine (SVM) 

 



SVM is a supervised machine learning algorithm that has been used for both classification and regression 

problems. SVM classifies by determining a hyperplane to classify the data distributed in the n-

dimensional space. The classification is done based on the mathematical functions called kernels and 

these kernels are used to determine a hyperplane. Two different classes exist on the opposite sides of the 

hyperplane and thus this plane could be considered a decision boundary which could help in simple 

classification of the data points available. The mathematical functions called kernels can be Linear, 

sigmoid, RBF. The SVM has several advantages which are very helpful in case of sentiment analysis like 

its potential to handle large features and also it is immensely robust when the features are linearly 

separable [13]. SVM involves a number of steps, first being training the machine by providing it a 

structured data. Now, the trained machine could be utilized to make predictions for the test data. 

Throughout this classification, one step that is very important is dividing the dataset into a test and 

training data. The idea behind this classification is to find a hyperplane that maximizes the margin around 

the hyperplane that is separating the data points available [14].  

Random Forest Classifier 

 

This is a classifier that is composed of several Decision Trees as a single Decision Tree suffers from 

several disadvantages like noise which can affect the overall results and performance. However, 

Random Forest classifier has several advantages over the Decision Tree like it is robust when compared 

to a Decision Tree and the reason being, a Random Forest Classifier uses the concept of Bootstrapping 

i.e. each tree is trained on a different training data as we divide the training data into subsets equivalent 

to the number of trees. This ensures that each tree has a different and its own training data. Also, its 

more accurate as it uses the concept of Bagging which ensures that the output of all the classifiers is 

averaged which in turn ensures a consistent result [15]. 

 
                           Figure 1: SVM depicting Hyperplane 



Random Forest Classifier deals with a number of hyperparameters like- 

1) Number of Decision trees that a Random Forest Classifier is made of 

2) Number of features that are used 

3) The Longest path from a root to a leaf i.e. The Depth of each tree 

LSTM  

 

Long Short Term Memory Networks which are mostly referred to as LSTMs are special kind of Recurrent 

Neural Networks that have the capability to learn long-term dependencies. These networks are widely 

used and over the years have improvised tremendously. Earlier it was RNN that was widely used to 

understand the sentences based on the meaning of previous words, these form loops and thus allowing 

the information to be stored. This stored information allows the network to understand the complete 

sentence and helps in prediction. However, there are times when more context is required to 

understand and more information needs to be stored. Thus as the gap increases, RNN becomes obsolete 

and is not able to understand and predict the meaning. LSTM solves this issue as it is considered an 

advanced or extended version of RNN that is able to learn long-term dependencies. The structure of 

LSTM is chai-like similar to that of RNN. However, the repeating module is slightly different, instead of 

having a single neural network layer, it consists of four networks that interact in a unique way. 

 

 

 

 

                                                  

                                                  CHAPTER 4 

                                              METHODOLOGY 
 

Lexical or rule based approach is based on a number of steps that are very critical in extracting the 

sentiment or opinion from the raw tweets obtained from twitter. These steps are: 

 Data collection 

 Data pre-processing 



 Tokenization 

 N-grams Extraction  

 Stemming and Lemmatization 

 Stop words removal 

 Part of speech tagging (POS) 

 Sentiment analysis using in-built dictionary  

 Feeding the structured data to Machine Learning algorithms  

 Visualization of results 

Data collection 
 

 In order to be able to collect data from twitter it is important to form an account on twitter and then go to 

developer.twitter.com/en/apps to create an app that allows collection of tweets based on the query. 

However one needs permission from the twitter to become a developer and after getting the permission, 

customer API keys are provided which are to be kept safe for further use while scraping the tweets. For 

one-time collection of tweets REST API is used and in this case study in order to collect the tweets based 

on different queries REST API has been used. Also, the data has been stored in the .CSV files in this 

research. The .CSV file will have the following columns: 

 Created (date) 

 Text (the actual tweet) 

 Retweet 

 Hashtag 

 Followers 

 Friends 

 



 

                                                                                   Figure 2: Developer page of Twitter 

                                                                            

 

Data pre-processing 
 

 Before the actual sentiment analysis techniques are applied, a number of pre-processing steps are 

performed so as to make the tweet ready to be analyzed because the tweets obtained are in unstructured 

form and cannot be used as such without any processing. The typical pre-processing steps are as follows: 

 Tokenization or Bag-of-Words Creation: Tokenization involves separation of words from 

URLs, hashtags, at-mentions. Thus it is a method of breaking a string, text into a list of tokens. It 

is very important in the sentiment analysis as this gives an idea about the words that constitute a 

tweet. It is done in order to: 

o Count the number of words in a piece of text 

o Count the frequency of that word i.e. how many that word was used or repeated in the 

sentence 

 N-grams Extraction: In this technique accompanying words are grouped together into phrases 

called n-grams. It has been observed that when words are grouped together, it improves the 

quality of sentiment analysis; however, there is no solution to the size of n-gram to be used. 

 Stemming and Lemmatization: In stemming words will be replaced by their stems or roots i.e. 

the words like write, writer and writing are mapped to a single word i.e. write and they are 



counted together as a result of which the dimensionality of the bag of words is reduced. In case of 

lemmatization all the verbs are transformed to the infinite tense whereas all the nouns are 

transformed to the singular form. 

 Stop words removal: Stop words i.e. the prepositions, articles have high frequency of occurrence 

but they do not affect the final sentiment of the text and thus should be removed from the text 

while pre-processing. For this purpose, the NLTK stop words in built library can be used. 

Part-of-Speech Tagging (POS) 

 This is the process of automatically tagging each word in the text in terms of the part of speech it belongs 

to like noun, pronoun, adverb etc. Pak and Paroubek analysed the distribution of POS tagging 

specifically for Twitter messages and identified the following patterns [5]: 

– Subjective texts (carrying the sentiment) often contain more pronouns, rather than common and proper 

nouns; 

 – Creators of subjective texts talk from the first person point of view (describing themselves) or from the 

second person (addressing the audience), while the authors of objectives texts normally speak in the third 

person; 

 – Subjective messages often use past simple tense;  

– Subjective texts contain many verbs in a base form and many modal verbs;  

– Authors of subjective texts use superlative adjectives to express their emotions, while comparative 

adjectives are mostly used for expressing facts in the objective messages;  

– Adverbs are mostly used in subjective texts;  

– Very common for expressing a positive opinion in the text is the usage of superlative adverbs, for 

example the most, the biggest, the best; 

 – In the negative sentences there is a high rate of using verbs in the past tense, probably because the 

authors tend to express their negative emotions about losses or unsatisfactory experiences in the past. For 

example: lost, tired, and bored. 



 

 

Sentiment analysis using in-built dictionary 
 

 In the lexical approach, sentiment analysis relies on an in-built library or dictionary of words with pre-

calculated polarity. This method is considered as a part of Machine learning i.e. Unsupervised approach 

where the unlabelled data is analyzed to determine the polarity or sentiment of a tweet. In this research 

two in-built libraries have been used to analyze the sentiment of particular events and the results obtained 

are compared with each other. However, VADER is a library specifically designed for the social media 

texts or messages, so it has a much better hold at analyzing data from social media platform. The idea 

behind the lexicon approach- 

 Constructing a lexicon of words with polarities 

 Forming a bag-of-words from the given text 

 Pre-processing the data like the removal of stop words etc 

 Comparing each of the word with the lexicon and assigning a polarity to it 

 Calculating the whole sentiment score for the text by adding the sentiment score or polarity of 

each word in the text 



 

 

                                     

 

 

                                      CHAPTER 5  

                                             CASES 

 

Haryana Assembly polls 
 

 Haryana assembly polls were held in Haryana, India in the month of October and the final turnout was 

68.47% [6]. Tweets for this event were collected prior to the event and post the event to understand the 

overall sentiment of people towards the election and the leading party. Around 16,000 tweets with the 

hash tag #HaryanaAssemblyPolls were collected and analyzed using two in built libraries i.e. TextBlob 

and VADER. 

                Figure 3: Haryana Assembly Polls using TextBlob 



       

                                               Figure 4: Sentiment Analysis using VADER 

                                                         

                                  

 

 

                                                                                    Figure 5: Trending Hashtags 

                                                                                              



  

 

                                              

It was noted that a single party was mentioned more than any other party i.e. BJP. So the tweets for that 

particular party and their candidate were scraped from the twitter to analyze the sentiment of people 

towards the BJP and their candidate i.e. ML Khattar. Around 4000 tweets for BJP and 2000 for Khattar 

were scraped and analyzed using TextBlob as well as VADER.                         

 

 

 

 

 

 

 

 

 

 

 

 

 

                               

 

 

 

 

 

 

Figure 6: Sentiment analysis of BJP using TextBlob 

Figure 7: Sentiment analysis using VADER 



 

 

 

 

 

                         

                        

 

 

 

In case of TextBlob polarity and subjectivity of a tweets are calculated, subjectivity is float value where 0 

indicates that a sentence is objective i.e. it is based on factual details rather on personal opinion whereas 1 

indicates that the sentence is a personal opinion, emotion etc. whereas VADER breaks down sentiment 

intensity scores into positive, negative and neutral which are normalized in the range [-1, 1] which is 

called compound score. 

 It was noted that the overall sentiment towards BJPs candidate ML Khattar was positive and was 

obtained positive using both the in-built libraries. Also, the sentiment towards the party itself was 

obtained to be inclined towards a positive response, i.e. around 39.9% positive using TextBlob and 43.6% 

positive using VADER. 

 

Figure 8: Sentiment analysis of ML Khattar using TextBlob Figure 9: Sentiment analysis of ML Khattar using VADER 



 

                                                                  Figure 10: Random tweets using TextBlob 

                                                         

 

                                                               
Figure 11: Random tweets of BJP using VADER 



 

                                                     Figure 12: Random tweets of ML Khattar using TextBlob 

                                             

 

 

                                                 Figure 13: Random tweets of ML Khattar using VADER 

                                                   

 



Now, after obtaining a structured data, all the tweets along with their sentiments were fed to the 

Machine Learning Algorithms in order to compare the accuracy with which the sentiment can be 

predicted using these algorithms. 

Naïve Bayes 

                                                     

 

 

 

 

 

 

 

                                   Figure 14: Accuracy of Haryana Assembly Polls using Naive Bayes 

 

                                                Figure 15: Accuracy of BJP using Naive Bayes 

                                          Figure 16: Accuracy of ML Khattar using Naive Bayes 



 

 

SVM 

 

 

                                                                     

 

                                                 Figure 17: Accuracy of Haryana Assembly Polls using SVM 

                                                                 Figure 18: Accuracy of BJP using SVM 

                                                           Figure 19: Accuracy of ML Khattar using SVM 



       

 

 
Random Forest Classifier 

 

 

 

 

 

 

 

                        Figure 20: Accuracy of Haryana Assembly Polls using Random Forest Classifier 

                                          Figure 21: Accuracy of BJP using Random Forest Classifier 

                                          Figure 22: Accuracy of ML Khattar using Random Forest Classifier 



LSTM 

 
                                                   

                                                 

                                              Figure 23: Accuracy of Haryana Assembly Polls using LSTM 



 

 
                                                      Figure 24 Accuracy of BJP using LSTM 

                                                            

                                                                          



 

 
                                                            Figure 25: Accuracy of ML Khattar using LSTM 

                                                             

                                                                      

The Sky Is Pink 
 

 This movie starring Priyanka Chopra Jonas, Farhan Akhtar, Zaira Wasim and Rohit Suresh Saraf was 

released on 11 October. Around 8000 tweets for this particular movie were scraped using the hashtag 

#TheSkyIsPink. This movie gained popularity because it was considered to be a comeback movie of 

Priyanka and when hashtags related to this movie were scraped from twitter, it was seen that 

#PriyankaChopra was leading. 



 

                                                                          Figure 26: Trending Hashtags 

                                                                       

                                                                           

                                                                                            

The tweets scraped were analyzed using TextBlob and VADER to determine the sentiment and the 

overall positive sentiment detected using TextBlob was 64.1% and using VADER was 62.8%. thus the 

movie was received positively by the audience and it could be seen that the most common hashtag 

amongst all was that of #PriyankaChopra.                          

                            Figure 27: Bar Graph 



                                                  

 

                                                                        Figure 29: Random tweets using TextBlob 

                                                           

                                                          

                                                                     

                                                                Figure 28: Sentiment Analysis of The Sky Is Pink using TextBlob and VADER 



 

                                                             Figure 30: Random tweets using VADER 

                                                                        

                                                                                    

                                                   

Naïve Bayes 

 

                                                       Figure 31: Accuracy of The Sky Is Pink using Naive Bayes 

                                        

 

 

 

 

 



SVM 

 

                                                               Figure 32: Accuracy of The Sky Is Pink using SVM 

                                                      

 

Random Forest Classifier 

 

                                                         Figure 33: Accuracy of The Sky Is Pink using Random Forest Classifier 

                                                             

LSTM 

 



 
                                                             Figure 34: Accuracy of The Sky is Pink using LSTM 

                                                              

 
 

 

 

Delhi Odd-Even 
 

 Towards the end of year, Delhi- the capital of India goes through terrible pollution. The situation 

becomes so grim almost every year that schools are shut and people cannot leave their places without 

a mask on. This happens mostly because of the number of vehicles present on the roads and to control 

this, the government has devised a scheme from the past couple of years i.e. odd-even. This restricts 

the movement of cars on the roads; however it causes a lot of trouble as well. Not everyone among 

the public supports this decision as it restricts their movement and people are allowed to use their 

vehicles according to their number plates. This causes a lot trouble but according to the government 

plays a huge role in reducing the pollution levels in the state. Around 10,000  tweets related to the 

odd-even were scrapped during the month of November when it was imposed, the most common 

hashtags found were #AAPBJPchokeDelhi 

 

 

 

 



 

 

 

 

The tweets collected were analyzed using VADER and TextBlob so as to determine the sentiment of 

people towards this rule of odd-even introduced by the government and other steps taken towards 

reducing the pollution in the capital. It was found out that people were immensely upset with the 

government and the measures taken by them to reduce the pollution as they were causing inconvenience 

to the common man of Delhi. Using TextBlob around 37.6% negative tweets were found and the negative 

tweets were comparatively higher than the positive and neutral tweets. Using VADER around 43.0% 

negative tweets were found and thus it could be concluded that the overall sentiment was negative as the 

highest number of tweets were categorized as negative. 

                                                               Figure 35: Trending Hashtags 



  

Some random tweets were analyzed using VADER and TextBlob to determine the sentiment intensity 

scores and also the polarity, subjectivity and compound score. 

 

                                                            Figure 37: Random tweets using TextBlob 

                                                     

                                                                   

                                                                   

  

                                                  Figure 36: Sentiment analysis of Delhi-odd even using TextBlob and VADER 



 

 

                                                                               Figure 38: Random tweets using VADER 

                                                                        

                                                      

Naïve Bayes 

 

                                              Figure 39: Accuracy of Delhi-odd even using Naive Bayes 

                                                                

 

 

 

 



 

 

SVM 

 

                                               Figure 40: Accuracy of Delhi-odd even using SVM 

                                                          

 

Random Forest Classifier 

 

                                             Figure 41: Accuracy of Delhi-odd even using Random Forest Classifier 

                                                                   



LSTM 

 

 

                                                           Figure 42: Accuracy of Delhi-odd even using LSTM 

                                                                             

HowdyModi 
This was a gathering that took place in Houston, USA on September 22, 2019. This event was 
organized by the Indians settled in the USA for the PM Modi. This event became very popular on 

the social media with the hashtag #HowdyModi and was trending for a number of days. It was 

attended by a huge crowd and also the President of USA Donald Trump. It turned out to be a 
huge success even after being shadowed by the hurricane and various other political factors. In 

order to determine how people all over the world perceived this event, around 4000 tweets were 

scraped for this event and the most trending hashtag found was #HowdyModi. Also these tweets 
were analyzed using TextBlob and Vader to determine the exact sentiment of people. 



  

                                                 Figure 43: Trending Hashtags 



Using VADER around 52.4% tweets were categorized as positive and 31.8% as neutral whereas using 

TextBlob around 39.1% tweets were categorized as positive and 49.5% as neutral. thus it could be 

concluded that the event received positive or neutral response and the overall negative response was 

minimum around 11.4% using TextBlob and 15.8% using VADER. 

 

                                                                      Figure 44: Random tweets using TextBlob 

                                                 

 

                                                                              Figure 45: Random tweets using VADER 

                      

                                                        



 

                                                                               

                                                        

 

Naïve Bayes 

 

                                                   Figure 46: Accuracy of Howdy Modi using Naïve Bayes 

                                                  

SVM 

 

                                                          Figure 47: Accuracy of Howdy Modi using SVM 

                                                                    

Random Forest Classifier 

 

                                                   Figure 48: Accuracy of Howdy Modi using Random Forest Classifier 

                                                             

 



LSTM 

 

 
                                                        Figure 49: Accuracy of Howdy Modi using LSTM 

                                                                               

UNGA 

 

 74th session of United Nations General Assembly started from 17th September 2019 and concluded on 

24th September. Many political leaders delivered speeches addressing a number of issues faced by the 

world presently like the economic slowdown, poverty, climate change, terrorism and much more. Many 

political issues were also brought to the table like that of Kashmir by the PM of Pakistan. Issues like 

sanitation and climate change were discussed by the PM of India. Many such issues of utmost importance 

were discussed by the world leaders. The trending hashtag was #UNGA. Around 10,000 tweets were 

collected and analyzed using the in-built libraries in order to determine the positive, negative or neutral 

sentiment of people towards this assembly. 



 

                                                                        Figure 50: Trending Hashtags 

                                                               

                                                                                    

                                                                                 

It was analyzed that using TextBlob the around 12.6% tweets were categorized as negative whereas 

using VADER around 40.1% tweets were categorized as negative. This case confirms the fact that the 

social media language somewhat affects the exact analysis, this is because of the use of abbreviations 

and slang in the social media text. 

 

 



 

                                                                    

 

                                                                  Figure 51: Sentiment analysis of UNGA using TextBlob and VADER 

                           Figure 52: Bar Graph 



 

 

                                                          Figure 54: Random tweets using VADER 

                                                                   

                                                                   

                                                                 

Figure 53: Random tweets using TextBlob 



Naïve Bayes 

 

                                                            Figure 55: Accuracy of UNGA using Naive Bayes 

SVM 

 

                                                                     Figure 56:Accuracy of UNGA using SVM 

Random Forest Classifier 

 

                                                    Figure 57: Accuracy of UNGA using Random Forest Classifier 

  



LSTM 

 

 

                                                          Figure 58: Accuracy of UNGA using LSTM 



 

 

                                     CHAPTER 6 

                                       RESULT  
The results obtained using the two in-built libraries are tabulated as: 

Haryana Assembly Polls: 

 

IN-BUILT LIBRARY POSITIVE NEGATIVE NEUTRAL 

TEXTBLOB 29.7% 12.0% 58.3% 

VADER 44.0% 17.6% 38.4% 

 

 

 

 

BJP: 

 

ML Khattar: 

 

The Sky Is Pink: 

IN-BUILT LIBRARY POSITIVE NEGATIVE NEUTRAL 

TEXTBLOB 39.9% 16.7% 43.4% 

VADER 43.6% 34.3% 22.1% 

IN-BUILT LIBRARY POSITIVE NEGATIVE NEUTRAL 

TEXTBLOB 58.5% 9.6% 32.0% 

VADER 62.3% 17.2% 20.5% 

IN-BUILT LIBRARY POSITIVE NEGATIVE NEUTRAL 



 

UNGA: 

 

 

 

Delhi Odd-Even: 

 

HowdyModi: 

 

 

 

 

 

 

 

 

 

TEXTBLOB 64.1% 12.1% 23.8% 

VADER 62.8% 12.7% 24.5% 

IN-BUILT LIBRARY POSITIVE NEGATIVE NEUTRAL 

TEXTBLOB 36.2% 12.6% 51.2% 

VADER 33.4% 40.1% 26.5% 

IN-BUILT LIBRARY POSITIVE NEGATIVE NEUTRAL 

TEXTBLOB 31.9% 37.6% 30.5% 

VADER 38.6% 43.0% 18.4% 

IN-BUILT LIBRARY POSITIVE NEGATIVE NEUTRAL 

TEXTBLOB 39.1% 11.4% 49.5% 

VADER 52.4% 15.8% 31.8% 



The results obtained using the Machine Learning Algorithms: 

Machine 

Learning 

Algorithm 

Harya

na 

Assem

bly 

Polls 

BJP ML 

Khatt

ar 

The 

Sky is 

Pink 

UNGA Howdy 

Modi 

Delhi odd-even 

Naïve Bayes 96.8% 96% 98.4
% 

90% 98% 98% 98% 

SVM 96.0% 89% 92.3

9% 

98.2

9% 

94.19

% 

96.8

% 

99.5% 

Random Forest 

Classifier 
95.94
% 

90.66

% 

88.6

3% 

98.2

% 

94.66

% 

98.24

% 

99.7% 

LSTM 95.28
% 

92.7% 88.3
6% 

97.8
% 

94% 95.97
% 

99.4% 

 

 

 

 

                                                CHAPTER 7              

                                 Conclusion and Future scope 
 

 

It can be concluded that the results and the accuracies obtained using the lexical or rule based approach 

(unsupervised learning) and the supervised approach could be further improvised by changing the 

parameters of that particular algorithm. However, it could be noted that these four algorithms that have 

been selected mostly give out the same result. Only in a few cases the results seem to be derailed and that 

could easily be attributed to the kind of language, emoji’s and words that have been used in the tweets. 

Supervised Machine learning algorithms like Naïve Bayes, SVM train give a more exact and accurate 

result. Once the data is structured, it is divided into training and test set and then fed to the model for the 

classification. The supervised method is considered to be more specialized as compared to the 

unsupervised methods which make use of the in-built libraries.  
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