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Chapter 1: Introduction 

Each and every information is very important in the decision making process. After reaching the 
internet world the user does not get upset about other opinions from newspapers, surveys, 
opinion pools, consultants as web analytics has started a new system called Opinion Mining using 
digital social media to create other Finds people's opinions and experiences on networks such as 
Facebook, reviews, forums, blogs, Twitter, micro-blogs, etc. In fact, according to surveys from 6 
to 10 (60%), online shoppers say that by the user Produced customer product reviews have a 
significant or good impact on their purchasing behavior. . Also data from the 2011 Social Shopping 
Study indicated that 50% of consumers spend 75% or more of their total shopping time 
conducting online product research, thus 15% spending 90% or more of their shopping time We 
do. Another survey by Deloitte Consumer Products Group found that nearly two-thirds (62%) of 
consumers read consumer-written product reviews online. In fact, a recent study by Deloitte 
found that "82% of purchase decisions have been directly influenced by reviews". The purpose 
of this project is to throw off the lime light to determine the spirit of the text, whether positive 
or negative, which is enhanced by the strength of the polarity. With the explosion of Web 2.0 
platforms such as blogs, discussion forums, peer-to-peer networks, and various other types of 
social media. Consumers have at their disposal a soapbox of unprecedented reach and power by 
which to share their brand experiences and opinions, positive or negative, about any product or 
service. As major companies are increasingly feeling these consumer voices can have a huge 
impact in shaping other consumer opinions and, ultimately, their brand loyalty, their purchasing 
decisions, and their own brand advocacy. Companies can respond to consumer insights 
generated through social media monitoring and analytics by modifying their marketing messages, 
brand positioning, product development, and other activities. 

Microblogging websites have evolved to be sources of various types of information. This is due 
to the nature of the microblog on which people post real-time messages about their opinions on 
various topics, discuss current issues, complain, and express a positive feeling for products used 
in daily life We do. In fact, companies that manufacture such products have started stopping 
these microblogs to get a sense of common sense for their product. Many times, these companies 
study user reactions and respond to users on the microblog. One challenge is to build technology 
to detect and summarize a holistic feeling. In this project, we look at one such popular social 
handle YouTube and receive comments from a special marketing campaign "Dream Forward for 
Nike's 2019 World Cup" campaign. In this campaign Naik showed women empowerment and 
powerful spots were used on the line: “Do not change your dream. change the world." 

Sentiment analysis is extracting people's perception of a particular issue, brand, scheme, etc., 
from (text) data (sentiment). It has a wide range of applications, from brand-monitoring, product-
review analysis to policymaking. Steps like stop word removal, lemmatizing, steaming are done 
on text data. Later, WordCloud is used for data visualization. After splitting the data, the count 
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vectorizer and TFDF vectorizer are used for mathematical representation of the text. Then, nine 
classification algorithms are applied to the previously obtained vectors. 

 

Literature Review 

The article on data cleaning by Omar Elgabri explains the concepts of data because process data 
cleaning is ultimately very important because the quality of your data improves and in doing so, 
increases overall productivity. When you clean your data, all old or incorrect information is 
discarded - leaving you with the highest quality information. Improving data quality is related to 
data cleaning, detection and removal of data errors and anomalies. Data cleaning plays a major 
role during the decision making process or data analysis. 

• Although data preprocessing is useful, and in many applications, it is necessary to conduct a 
meaningful data analysis that, if proper techniques are not selected, can result in loss or change 
of useful information to be discovered during analysis It is possible. 

• To perform a meaningful data preprocessing, either the domain expert must be a member of 
the data analysis team or the domain must be extensively studied before the data is 
preprocessed. The involvement of a domain expert will provide some useful feedback to validate 
and validate the use of specialized data preprocessing techniques. 

• In most applications, data preprocessing can be iterative. This means that some preprocess 
techniques, such as data elimination or data selection, can be used in multiple iterations until the 
best data analysis results are achieved. One of the most important problems in data 
preprocessing is how we know how much valuable information exists in raw data so that we can 
ensure that it is protected. This may depend on our definition of data preprocessing. Some may 
argue that data preprocessing is not a completely "pre" process of data analysis. It requires 
feedback from the main data analysis process. Ultimately, the ultimate decision of whether 
someone has done a good job of data preprocessing is to see if "valuable information" is found 
in the subsequent data analysis process. 

The article on "Python Data Science on Starting Tutorials: NLTK", by Swayam Mittal, explains 
the NLTK library for Python used in this research project. The NLTK module is a huge toolkit 
designed to help you with a complete natural language processing (NLP) approach. NLTK will 
provide you with everything from paragraph splitting to sentences, word splitting, identifying 
part of speech, highlighting topics, and even understanding your machine about the text. In this 
series, we will address the areas of opinion mining or sentiment analysis. 

The main idea is that computers do not understand words directly. It is shocking that humans will 
not. In humans, the brain breaks down into electrical signals in the brain as a neural group that 
emits patterns. There are still many unknown things about the brain, but the more we break the 
human brain into the basic elements, the more basic elements we will find. Well, it turns out that 
computers store information in a very similar way! If we want to understand the text and 
understand how humans can understand the text, then we need a way that is as close as possible. 
In general, computers use numbers to represent everything, but we often use binary signals 
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directly in programming (true or false, which can be directly converted to 1 or 0 by the presence 
of an electrical signal. Could (True, 1) or not exist (false, 0)). To do this, we need a way to convert 
words into numeric or signal patterns. Converting data into something that a computer can 
understand is called "preprocessing". One of the main forms of preprocessing is to filter out 
useless data. In natural language processing, useless words (data) are called stop words. 

 

• Tokenation - splitting large parts into smaller parts. We can tokenize paragraphs to words and 
sentences. The process of converting a normal text string into a list of tokens (words we really 
want). 

• stemming - removing affix from words and returning the root word. (The stem of the word 
'Kama' will be 'Kama'.) 

• Lemmatization - Word lemmetting is similar to stemming, but the difference lies in the output. 
Lematized output is a real word, not just a truncated word. For this piece of code to work, you'll 
need to download the WordNet package for nltk. 

The article on "Sentiment Analysis" by Xiao-Li Green talks about pre-processing when the text is 
muddled, people attempting to express themselves more clearly by adding extravagant 
punctuation and incorrectly spelling words. Likes to throw in. However, machine learning models 
cannot cope with text as input, so we have to map characters and words for numerical 
representations. 

Basic pre-processing for the text involves removing non-descriptive characters, intercepting 
words (a set of very common words such as, a, and, etc.) and converting all words to lowercase. 
In this example, we also need to remove HTML tags from movie reviews. These steps can be 
packaged into the following function. A research paper on web sentiment analysis "Theoretical 
Basic Introduction to Rai Mining" by Pappu Rajan to score positive or negative words using 
Twitter data. The proposed approach determines the emotion of the text, whether positive or 
negative, which is enhanced by the strength of the polarity and also acquires important features 
and the overall sense for each object by calculating a weighted average for all emotions. To 
analyze. In the text data. For further research, the stock prices of the above companies are 
collected from the official website of the National Stock Exchange (NSE) for the same period, so 
compare the overall sentiment of each commodity with its stock prices and prices. Compare 
predicted results of closure ALM with predicted values using artificial neural networks. There are 
still many areas for further research, such as the design of efficient algorithms to open mining 
from positive and negative emotion results. 

Research paper on “Sentiment Analysis of Twitter Data” by BoyiXie talks about Sentiment 
analysis has been handled as a Natural Language Processing task at many levels of granularity. 
Starting from being a document level classification task (Turney, 2002; Pang and Lee, 2004), it 
has been handled at the sentence level (Hu and Liu, 2004; Kim and Hovy, 2004) and more recently 
at the phrase level (Wilson et al., 2005; Agarwal et al., 2009). There are many libraries for text 
processing and classification-NLTK(comprehensive and a hard learning curve), TextBlob(Easy to 
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use , suitable for beginners), Spacy(ideal for industry-work), and many more. I choose to go for 
NLTK because it gives many support libraries to implement many text-processing techniques 

Research Methodology  

 

1. Data Collection 

 “Data collection is the process of gathering and measuring information on variables of 
interest, in an established systematic fashion that enables one to answer stated research 
questions, test hypotheses, and evaluate outcomes. The data collection component of 
research is common to all fields of study including physical and social sciences, humanities, 
business, etc. While methods vary by discipline, the emphasis on ensuring accurate and 
honest collection remains the same. In this Project the data collection is done using 
automated techniques of python web scraping from various Websites such as YouTube, 
LinkedIn, MCI, Facebook, Alexa etc.” 

2. Data Cleaning 

 “Data cleaning is the process where the data gets cleaned. Data in the real world is normally 
incomplete, noisy and inconsistent. The data available in data sources might be lacking 
attribute values, data of interest etc. For example, you want the demographic data of 
customers and what if the available data does not include attributes for the gender or age 
of the customers? Then the data is of course incomplete. Sometimes the data might contain 
errors or outliers. An example is an age attribute with value 200. It is obvious that the age 
value is wrong in this case. The data could also be inconsistent. For example, the name of 
an employee might be stored differently in different data tables or documents. Here, the 
data is inconsistent. If the data is not clean, the data mining results would be neither reliable 
nor accurate. Data cleaning involves a number of techniques including filling in the missing 
values manually, combined computer and human inspection, etc. The output of data 
cleaning process is adequately cleaned data.” 

3. Data Integration 

“ Data integration is the process where data from different data sources are integrated into 
one. Data lies in different formats in different locations. Data could be stored in databases, 
text files, spreadsheets, documents, data cubes, Internet and so on. Data integration is a 
really complex and tricky task because data from different sources does not match normally. 
Suppose a table A contains an entity named customer_id where as another table B contains 
an entity named number. It is really difficult to ensure that whether both these entities refer 
to the same value or not. Metadata can be used effectively to reduce errors in the data 
integration process. Another issue faced is data redundancy. The same data might be 
available in different tables in the same database or even in different data sources. Data 
integration tries to reduce redundancy to the maximum possible level without affecting the 
reliability of data.” 
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4. Data Selection 

 “Data mining process requires large volumes of historical data for analysis. So, usually the 
data repository with integrated data contains much more data than actually required. From 
the available data, data of interest needs to be selected and stored. Data selection is the 
process where the data relevant to the analysis is retrieved from the database. In this 
peoject the relevent data is the comments of users on youtube so we select the relevant 
data only.” 

5. Data Transformation 

 “Data transformation is the process of transforming and consolidating the data into 
different forms that are suitable for mining. Data transformation normally involves 
normalization, aggregation, generalization etc. For example, a data set available as "-5, 37, 
100, 89, 78" can be transformed as "-0.05, 0.37, 1.00, 0.89, 0.78". Here data becomes more 
suitable for data mining. After data integration, the available data is ready for data mining. ” 

6. Data Mining 

 “Data mining is the core process where a number of complex and intelligent methods are 
applied to extract patterns from data. Data mining process includes a number of tasks such 
as association, classification, prediction, clustering, time series analysis and so on. In this 
project we used the NLTK library to extract patterns from the data and perform sentiment 
analysis.” 

7. Pattern Evaluation 

“ The pattern evaluation identifies the truly interesting patterns representing knowledge 
based on different types of interestingness measures. A pattern is considered to be 
interesting if it is potentially useful, easily understandable by humans, validates some 
hypothesis that someone wants to confirm or valid on new data with some degree of 
certainty.” 

8. Knowledge Representation 

 “The information mined from the data needs to be presented to the user in an appealing 
way. Different knowledge representation and visualization techniques are applied to 
provide the output of data mining to the users. ” 

Objectives 

The objectives of the project were as follows : 

1. To learn how to use Python and perform data Mining and pre-processing. 

2. To learn and use different libraries, APIs and Jupyter notebook. 

3. To learn about sentiment analysis and various machine learning algorithms. 
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Organization of Project Report 

This Major Research report gives the documentation of project completed during the 4th 
semester. There are 4 chapters in this report which are summarized as below - 
 

• Chapter 1: This chapter gives the Introduction of the project and the tools we are going to 
use for sentiment analysis and the literature review. 

• Chapter 2: This chapter talks about the Data collection Process used in the Project. 

• Chapter 3: This chapter talks about the Pre-processing of the Data and cleaning of the data 
using Regex. 

• Chapter 4: In this chapter we discuss about the word cloud and different visualization 
techniques used in sentiment analysis. 

• Chapter 5: In this chapter we Implement the machine learning algorithms and fit the model 

• Chapter 6: Results 

• Chapter 7: Conclusion 
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Chapter 2: Data Collection 

Introduction 

Sentiment analysis now requires text data that expresses people's sentiment about the Nike 
campaign. Some of the available options are using the YouTube API, Facebook API, Twitter API, 
and scraping data from web pages. I consider YouTube to be a large psychological database with 
the YouTube API "Dream further | Nike". 

Comments for projects are collected from YouTube using the YouTube API. The API stands for 
Application Programming Interface. 

The API can generate both internal and external types of large-scale values. Managing and 
processing data is one of the important factors in business management, and every company has 
built IT systems. As the size of data is increasing rapidly, however, there is a limit to all data being 
encountered through traditional IT systems. In this sense, implementing APIs can be a solution 
with better efficiency and security. It can break down barriers between systems, which simplifies 
work processes, enables interoperability between organizations and higher preservation of data. 

The external properties of the API are also hardcore. If a company opens its API publicly or with 
additional fees, it can provide new services and gain potential customers in their favor. 
Customers can experience the high level of services already available. By offering API services, 
third-party developers can create whole new types of products that companies had never 
thought of. For example, the most popular API among developers, Google Maps, did not 
previously expect to attract that effect. By applying those figures to real estate and various other 
fields, developers brought a lot of value and property back to Google. 

Nowadays the number of APIs is continuously increasing, and this trend will continue or even 
more. Now we can say that the implementation and management of a company's API is one of 
the important factors for its competitive and strategic values. The YouTube Application 
Programming Interface (YouTube API) allows developers to access video statistics and YouTube 
channel data via two types of calls, REST and XML-RPC. Google describes YouTube API resources 
as "APIs and tools that allow you to bring the YouTube experience to your webpage, application, 
or device. The Player and Player API section identities are ways you can provide your users with 
your application You can watch YouTube videos and control the playback experience. With an 
embedded YouTube player, you can integrate the YouTube video playback experience directly 
into your web page or application. You can use the player to customize the format of the player. 
Can use parameters, and you can also use the Player API to control the player directly from your 
web page or app.  

“Google provides a large set of API’s for the developer to choose from. Each and every service 
provided by Google has an associated API. Being one of them, Youtube Data API is very simple to 
use provides features like – 

• Search for videos 
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• Handle videos like retrieve information about a video, insert a video, delete a video etc. 

• Handle Subscriptions like lists all the subscriptions, insert or delete a subscription. 

• Retrieve information about comments like replies to a specific comment identified by a 
parentId etc.” 

Jupyter Notebook 

 

 

Jupyter Notebook Interface 

1. Running Jupyter - On Windows, you can run Jupiter via the shortcut Anaconda Add to your 
Start Menu, which will open a new tab in your default web browser that should show 
something. This is a notebook dashboard, specifically designed for managing your Jupiter 
notebooks. Think of it as a launchpad for discovering, editing, and creating your notebook. 
Be aware that the dashboard will only give you access to files and subfolders within Jupyter's 
start-up directory; However, the start-up directory can be changed. It is possible to start a 
dashboard on any system via a command prompt (or terminal on a Unix system) by entering 
the command jumper notebook; In this case, the current working directory will be the start-
up directory. 

2. ipynb File – “It will be useful to understand what this file really is. Each. ipynb file is a text file 
that describes the contents of your notebook in a format called JSON. Each cell and its 
contents, including image attachments that have been converted into strings of text, is listed 
therein along with some metadata. You can edit this yourself — if you know what you are 
doing! — by selecting “Edit , Edit Notebook Metadata” from the menu bar in the 
notebook.You can also view the contents of your notebook files by selecting “Edit” from the 
controls on the dashboard, but the keyword here is “can“; there’s no reason other than 
curiosity to do so unless you really know what you are doing.” 

3. “Keyboard Shortcuts – 

– Toggle between edit and command mode with Esc and Enter, respectively. 

– Once in command mode: 
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– Scroll up and down your cells with your Up and Down keys. 

– Press A or B to insert a new cell above or below the active cell. 

– M will transform the active cell to a Markdown cell. 

– Y will set the active cell to a code cell. 

– D + D (D twice) will delete the active cell. 

– Z will undo cell deletion. 

– Hold Shift and press Up or Down to select multiple cells at once. 

– With multiple cells selected, Shift + M will merge your selection. 

– Ctrl + Shift + -, in edit mode, will split the active cell at the cursor. 

– You can also click and Shift + Click in the margin to the left of your cells to select 
them.” 

4. Kernels- A kernel runs behind each notebook. When you run a code cell, that code is 
executed within the kernel and any output is displayed back in the cell. The state of the 
kernel persists over time and between cells - this is related to the document and not as 
individual cells. 

5. Save and Checkpoint - Each time you create a new notebook, a checkpoint file is created as 
well as your notebook file; It will be located within a hidden subdirectory of your save 
location called ipynb_checkpoint and is also an ipynb file. By default, Jupiter will 
automatically save your notebook to this checkpoint file every 120 seconds without making 
changes to your primary notebook file. When you "save and checkpoint", the notebook and 
checkpoint files are updated. Therefore, the checkpoint enables you to recover your saved 
work in the event of an unexpected problem. You can check the file at the checkpoint from 
the menu, "Return to checkpoint." 

6. Steps to enable the API and start using it 

 

YOUTUBE API Website 
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Create New Project, Enable API and Create Credentials:  

In this step we will create a project and will enable the API. 

• Go to Google Developers Console and click on Sign in at the top right corner of the page. Sign 
in using valid Google account credentials. If you do not have a Google account, set up an account 
first and then use the details to sign in on the Google Developers homepage. 

• Now go to the developer dashboard and create a new project. 

• Click the Enable API option. 

• In the search field, search for the YouTube Data API and select the YouTube Data API option 
that appears in the drop-down list. 

• You will be redirected to a screen that says information about the Youtube Data API with two 
options: enable and TRY API 

• Click the Enabled option to get started with the API. 

• In the sidebar under APIs and Services, select Credentials. 

• In the Credentials tab, select the Credentials drop-down list, and choose the API key. 

There are two types of Credentials: API Key and OAuth. OAuth provides you with Client Id and a 
Secret Key in the form of a .json file. OAuth is generally used where authorization is required like 
in the case of retrieving liked videos of a user. So, for the rest cases where authorization is not 
required like searching for the videos using a keyword or for searching for the related videos etc 
we will be using API Key. 

Installation 

Google API client for python can be installed using simple pip command: 

• pip install –upgrade google-api-python-client 



 

11 
 

 

Import The Youtube API client Using Jupyter Notebook 

“As you can see from the image that we got the API key and used youtube.commentTreads() 
function to fetch all the comments present on the video having video id mentioned above. The 
we used the Print result command to print the result we got from the API and it is in JSON Format 
as mentioned above.” 
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Chapter 3: Pre-processing of YouTube Data 

Introduction 

In any machine learning process, data preprocessing is the step in which data is transformed, or 
encoded, to bring it to a state that now the machine can easily parse it. In other words, the 
characteristics of the data can now be easily interpreted by the algorithm. A dataset can be 
viewed as a collection of datasets, often referred to as records, points, vectors, patterns, events, 
cases, samples, observations, or entities. Data objects are characterized by a number of 
attributes, which capture the basic characteristics of an object, such as the mass of a physical 
object or the time at which an event occurs, etc. .. Features often include variables, attributes, 
fields Called as, qualities, or dimensions. Features can be: 

• hierarchical: attributes whose values are derived from a defined value. For example, days in the 
week: Monday, Tuesday, Wednesday, Thursday, Friday, Saturday, Sunday is a category because 
its value is always taken for this set. Another example could be a Boolean set: true, false 

• Numeric: attributes whose values are constant or integer-valued. They are represented by 
numbers and possess most of the properties of numbers. For example, how many steps you take 
in a day, or the speed at which you are driving your car. 

Because data is often taken from multiple sources that are usually not very reliable and that too 
in various formats, more than half of our time is spent dealing with data quality issues when 
working on a machine learning problem. It is easy to expect that the data will be correct. 
Problems can occur due to human error, range of measuring devices, or flaws in the data 
collection process. Let's learn about some of them and ways to deal with them: 

1. Missing values: It is very common to have missing values in your dataset. This may have 
occurred during data collection, or may have been due to some data validation rule, but missing 
values should be taken into account regardless. 

Eliminate rows with missing data: Simple and sometimes effective strategy. Many items fail if 
they do not have values. If a feature has mostly missing values, then that feature can also be 
eliminated. Estimate Missing Values: If only appropriate percentage values are missing, we can 
also run a simple interpolation method to fill those values. However, the most common way of 
dealing with missing values is to fill them with the mean, average, or mode value of the 
corresponding feature. 

2. Inconsistent values: We know that data can contain inconsistent values. Most probably we 
have already faced this issue at some point. For example, the 'Address' field contains 'Phone 
Number'. This may be due to human error or perhaps the information was incorrect during the 
handwritten scan. Therefore it is always advisable to do data evaluation such as knowing what 
the data type should be and whether it is the same for all data objects. 

3. Duplicate Values: A dataset may include data objects that are duplicates of each other. This 
can happen when it is said that the same person submits the form more than once. The term 
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duplicate is often used to refer to the process of dealing with duplicates. In most cases, duplicates 
are removed so as not to give advantage or bias to that particular data object while running the 
machine learning algorithm. 

Dimensionality Reduction 
Most real-world datasets have a large number of features. For example, consider an image 
processing problem, we may have to deal with thousands of attributes, also called dimensions. 
As the name suggests, dimensionality reduction is intended to reduce the number of features - 
but only by selecting a sample of features from the feature-set, which is something else - feature 
subset selection or simply feature selection. Conceptually, the dimension refers to the number 
of geometric planes that are contained in the dataset, which may be so high that it cannot be 
visualized with pen and paper. The greater the number of such planes, the greater the complexity 
of the dataset. 

Formation of Data Frame using Pandas. 
Pandas Data Frames make it easier to manipulate your data by choosing or changing columns 
and indices to manipulate your data. Pandas is a popular Python package for data science, and 
with good reason: it's o ers powerful, expressive, and that's external data structures that make 
data manipulation and analysis easier, among many other things. The DataFrame is one of these 
structures. We get the JSON file related part for sentimental analysis, only required to do the 
comment text so that we use for loop and get individual comments and store it in the video 
variable. Then we converted that video into a variable data frame using a library of pandas. The 
output of df.head () is shown where the top 5 rows are printed and showing the comments. 

 

Extract Relevant Data from the Raw imported Data 
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Output after extraction of relevant data 

Data cleaning 

“In this step we created a function called cleandf() which takes a Data frame as input and clean 
the files as per the requirements. The steps of cleaning the data frame are as follows. 

• Remove Duplicate Rows 

• Remove the unnecessary text and symbols using RE function 

• We replace all these symbols with a whitespace character. 

• The re.sub() function searches for a pattern and replaces with the text we specify.” 

 

Cleaning the data 

POS-Tagging and Sentiment labelling 

“We are done with the basic cleaning part of text data. In the ML algorithms that we are going to 
implement ‘full_text’ of the comments acts as a predictor variable(other variables that can be 
used are reply-count, favorite-count if we want to predict the impact of a comment, but that’s 
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not a part of our task currently). As it is evident, we need to create target variables (sentiment 
scores) for our data. For this purpose, we use SentiWordNet. SentiWordNet is an enhanced lexical 
resource explicitly devised for supporting sentiment classification and opinion mining 
applications. It has a large corpus of POS-tagged English words along with their sentiment.” 

 

POS tagging and sentiment labelling 

“SWN gives pos_score and neg_score for each word as in the above case. The higher the 
pos_score, the more positive is the word. We use a simple linear summation of these scores(We 
add pos_score of all the words in a comment to form a pos_total and in a similar way, we obtain 
neg_total. Then we add these two to obtain sent_total) and label a sentence as positive(1) if 
it(sent_total) is greater than 0, negative(-1) if it is less than 0 and neutral(0), otherwise. As you 
may have figured out, we need to find POS-tags(Parts of Speech-tags) of our comments in order 
to use SWN. The pos_tag feature of nltk helps us to tag the text, but it is not simplified(Besides 
noun, pronoun, adjective, verb it also tags text with many more tags like adposition, conjunction, 
determiner, etc.,). But SWN accepts only simplified tags. So, we try to simplify the tags using 
map_tag function from nltk library. ” 
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Stop Words Removal 

Stop words are commonly used words such as', 'the', 'etc.' In our context, they do not add too 
much weight to emotion. Also, they increase the mobility of data. So we remove the word stop 
using the nltk library (in the next part). Before feeding this textual data to the ML algorithm, we 
transform it into vectors (in later parts of the article). And we don't want to have different 
(vector) values for the same words. We expect the same values for all these terms -, distribution 
', distribution', same distribution ', they distribution' because they give essentially the same 
meaning. This is better achieved (assigning the same values to similar words) if we use the 
Lemmatizing and Stemming nltk modules.Lemmatizing and Stemming 

“Stemming reduces the words to their stems. Stemming algorithms are majorly rule-based ones. 
For instance, they reduce all the above-’distribute’ words to ‘distribut’. A lemmatizer does the 
same thing as Stemmer but keeping the linguistics of the word in context. For instance, all the 
above words will be condensed to ‘distribute’.” 

 

 

Lemmatizing and Stemming 

It       iis       iworth       inoting       ithat        ithe       iabove       ithree       icleaning       iprocesses(Stop       iwords       iRemoval,       iStemming,       

iLemmatizing)       iare       inot        iperformed       ibefore(sentiment       ilabeling)       ibecause       idoing       iso       iwill       icause       

iirregularities       iin       isentiment        idetection.       iThe       iwords       ilike       i‘distribut’,        i‘cleanin’       ican’t        ibe       ifound        iin       iSWN’s       

icorpus       iof       iEnglish        iwords,       ithus       iSWN       ifails       ito       idetect        ipositive       iand       inegative       iscore       iof       ithese       iwords.       iThis       

imakes       icomments       ifrom       ionly       ia       ipart       iof       ithe       idataset       ilabeled        iwith       ia       isentiment        iscore.       iWe       ialso       iconvert       

iall       icomments       ito       ilower       icase       iusing       inltk       ilibrary.       iThen        iwe       ifind        ithe       isentiment       iof       ithe       icomments       iby       ithe       

imethod,       imentioned       iabove        iin       ithe       iintroduction.       iAfter       iobtaining       isentiments       ifrom       iSWN,       iwe       iadd       ithree       

imore       icolumns       ito       iour       iCSV-       i’pos_score’,        i’neg_score’,       i’sent_score’.       iThe       i‘pos_score’       iof        ia       icomments       iis       

ithe       inet        ipositive       iscore       iof       iall       iwords       iin       ia       icomments       iand        ithe       isimilar       igoes       iwith        i‘neg_score’. 
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Output after preprocessing 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

18 
 

Chapter 4: Data Visualization 

Introduction 

Data visualization refers to presenting data in graphical or graphical form, such as pie charts. This 
allows viewers to identify patterns more quickly. Interactive visualizations allow decision-makers 
to drill down through layers of detail. This approach changes so that users can review the facts 
behind the analysis. Here are ways that data visualization affects decision making and change 
organizations. 

 

• Improved Insight  

data visualization can provide insights that traditional descriptive statistics cannot. An accurate 
example of this is Anscombe's quartet, created in 1973 by Francis Anscombe. This illustration 
includes four different datasets with approximately equal variance, mean, correlation between 
X and Y coordinates, and linear regression lines. However, the patterns are clearly different when 
plotted on a graph. Below, you can see that the linear regression model graph will apply to one 
and three, but the polynomial regression model graph would be ideal for two. This depiction 
sheds light on why it is important to visualize data and not just rely on descriptive statistics. 

• Fast decision making 

Companies that can gather on their data and act faster will be more competitive in the market 
because they can make informed decisions sooner than the competition. Speed is the key, and 
data visualization helps in understanding vast amounts of data by implementing visual 
representation of data. This visualization layer typically sits on top of a data warehouse or data 
lake and allows users to search and locate data in a self-serving manner. This not only promotes 
creativity, but it reduces the need for IT to allocate resources to create new models. 

 For example, says a marketing analyst, who works on 20 different advertising platforms and 
internal systems need to quickly understand the effectiveness of marketing campaigns. A manual 
way to do this would be to go to each system, draw a report, combine the data, and then analyze 
in Excel. The analyst will then need to look at a swarm of matrices and attributes and have 
difficulty drawing conclusions. However, modern business intelligence (BI) platforms will 
automatically connect to data sources and layer on data visualization so that analysts can easily 
slice and dice the data and quickly come to conclusions about marketing performance. 

Tools Used for visualization in this project 

Matplotlib 

Data       ivisualization       iis       ia       ikey       iskill       ifor       iaspiring       idata       iscientists.       iMatplotlib       imakes       iit       ieasy       ito       icreate       

imeaningful       iand       iinsightful        iplots.       iHere,       iyou’ll       ilearn        ihow        ito       ibuild        ivarious       itypes       iof       iplots,       iand       

icustomize        ithem       ito       ibe       imore        ivisually       iappealing       iand        iinterpret-able.       iMatpoltlib        iis       ia       ivery       ipopular       

iPython        ilibrary       ifor       idata       ivisualization.       iLike       iPandas,       iit       iis       inot       idirectly       irelated       ito       iMachine       iLearning.       iIt       
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iparticularly       icomes       iin       ihandy       iwhen       ia       iprogrammer       iwants       ito       ivisualize       ithe       ipatterns       iin       ithe       idata.       iIt       iis       ia       

i2D       iplotting       ilibrary       iused        ifor        icreating       i2D       igraphs       iand       iplots.       iA       imodule       inamed        ipyplot        imakes       iit       ieasy       ifor       

iprogrammers       ifor       iplotting       ias       iit       iprovides       ifeatures       ito       icontrol       iline       istyles,       ifont       iproperties,       iformatting       

iaxes,       ietc.       iIt       iprovides       ivarious       ikinds       iof       igraphs       iand       iplots       ifor       idata       ivisualization,       iviz.,       ihistogram,       ierror       

icharts,       ibar       ichats,       ietc. 

Textblob 

TextBlob        iis       ia       ipython       ilibrary       iand        ioffers       ia       isimple       iAPI       ito       iaccess       iits       imethods       iand        iperform        ibasic       iNLP       

itasks.       iA       igood       ithing       iabout        iTextBlob       iis       ithat        ithey       iare       ijust        ilike       ipython       istrings.       iSo,       iyou        ican       itransform       

iand       iplay       iwith        iit       isame       ilike       iwe       idid        iin       ipython.       iBelow,       iI       ihave       ishown        iyou       ibelow        isome       ibasic       itasks.       iDon’t       

iworry       iabout       ithe       isyntax,       iit       iis       ijust       ito       igive       iyou       ian       iintuition        iabout       ihow        imuch-related        iTextBlob        iis       ito       

iPython        istrings.       iTextBlob        iis       ia       iPython       i(2       iand       i3)       ilibrary       ifor        iprocessing       itextual       idata.       iIt       iprovides        ia       isimple       

iAPI       ifor       idiving       iinto       icommon        inatural       ilanguage       iprocessing       i(NLP)       itasks       isuch       ias       ipart-of-speech       itagging,       

inoun       iphrase       iextraction,       isentiment        ianalysis,       iclassification,       itranslation,       iand       imore. 

 

 

Code for TextBlob and Matplotlib 

As we can see from the Image where we used text blob to count the number of positive, negative 
and neutral comments and then we plotted a PIE chart using the matplotlib library 
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Plot of PIe chart using text blob and matplotlib 

Wordcloud 
Word clouds (also known as wordl, word collage, or tag cloud) are visual representations of words 
that give more prominence to words that appear more frequently. For Mentmeter Word Clouds, 
words that are most frequently added by audience members using their smartphones. This type 
of visualization can help presenters quickly gather data from their audience, uncover the most 
common answers, and present the data in a way that everyone can understand. We use 
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WordCloud to represent most words in each sense. To that end, we add the text of all comments 
that contain a positive label to form a string and represent this string as pos_string. 

We follow the same method for negative and neutral text. 

 

Code for Word cloud 

 

Plot of POS_text word cloud 
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Plot of NEG_text word cloud 

 

Plot of NEUT_text word cloud 
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Chapter 5:Training the Models 

Splitting the data 

“We split our data into training, validation and test sets using train_test_split function of 
model_selection module from nltk library. The division is as follows — 90% of training data, 5% 
validation data, and 5% test data. More proportion of data is for training, keeping in mind the 
smaller number of Comments.” 

 

Splitting of data using test train split 

Vectorizing the text of Comments 

Before we apply different ML text classifiers, we need to convert the text data into vectors. This 
is important because algorithms expect data in some mathematical rather than textual form. We 
apply two vectorizers from Scalar - Calculate Vector Cityizer and Tuffed Cleaner. Both of these 
fall under the bag-of-words model. The compute vectorizer counts the number of times a word 
appears in the document (in each comment) and uses this value as its weight. To visualize, all 
comments in a vector (after vectoring) have all different words and each line contains comments. 
The counter vectorizer gives us a sparse matrix (filled with many zeros) as a vector. 

 

Vectorizing the text of comments 
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output 

TF-IDF       istands       ifor       i“term       ifrequency-inverse       idocument        ifrequency”.       iThe       iweight        iassigned       ito       ia       itoken       iis       

ithe       iproduct        iof       ithe       iterm(word)       ifrequency       iand       ithe       iinverse       iof       idocument        ifrequency       iof       ithe       iword.       

iThus,       iif       ia       iword        iappears       imore        ioften        iin       ithe       icomments,       iit        iis       iassigned        iless       iimportance(IDF-weight)       iin       

ithis       ivectorizer. 

 

 

output term frequency-inverse document frequency 
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Implementing classifiers from sklearn 
After       ivectorizing       iour       icomments,       iwe       iare       iall       iset        ito       iimplement        iclassification        ialgorithms.       iThe       

iclassifiers       iwe       iare       igoing       ito        iimplement        iare-Naive       iBayes       imodels(MultinomialNB,        iBernoulliNB,),       

iLinear       imodels       i(LogisticRegression,       iRidgeClassifier,       iPassiveAggressiveClassifier,        iPerceptron)       i,       

iEnsemble       imodels(       iRandomForest        iclassifier,       iAdaBoostClassifier)       iand        iSVM       imodel(LinearSVC).       iWe       

iuse       ithe       iaccuracy       iscore       ito        imeasure       ithe       iperformance        iof       ithe       imodel       i(precision        iscore,        irecall       iand       

iconfusion        imatrix       iare       ialso       icalculated). 

K-fold        icross-validation        iis       iperformed       iwith        ieach       iclassifier       ito       iverify       ithe       iconsistency       iin       ithe       

iperformance        iof       ithe       imodel       iusing       icross_validate       imodule        iin       isklearn.       iThe       inumber       iof       ifolds       iis       iset        ito       i10       

iand        ithe       imean        iand       istandard        ideviation        iof       icross-validation        iscores       iare       inoted.       iThe        itime       itaken        ifor       

itraining       ieach        iclassifier       iis       ialso        imeasured        iusing       itime.time()       ifunction 

 

 

 

Importing sklearn libraries and performing the Traning of algorithms. 
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Chapter 6: Conclusion 

In the Major research project titled “ Sentiment analysis of Nike-Dream Further Campaign using 
Python” by using the NLTK and various machine learning algorithms where we used the YouTube 
comments data using API and it can be concluded that the Campaign is a very successful and this 
can be verified using the positive Comments count vs the negative comments counts which are 
almost half of positive comments. This can be viewed from the Fig. 4.2 where the pie chart 
explains that the campaign is successful. This model is also verified using the accuracy got in the 
further below results from the various machine learning models. Using various Visualisation 
techniques like word cloud it explains the words which are used most frequently by customers in 
their comments on social media. 

 

 

Youtube video used for the analysis. 

After Implementation of the various Machine learning algorithms we print the accuracy of every 
algorithm for each of the N-grams In simple words, n-grams are all combinations of adjacent 
words that we can find in our text(comments). All combinations possible for the sentence “I like 
toys”: unigrams- (‘I’, ’like’, ’toys’), bigrams- (‘I like’, ‘like toys’), trigrams- (‘I like toys’). Both CV 
and Tfidf gives a parameter called ngram_range. The ngram_range as (1,1) denotes uni-gram, 
(1,2) a bigram, (1,3) a trigram and so on. We implement uni, bi, and trigrams with both CV and 
Tfidf and observe which of them gives more accuracy score. 
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Output of Accuracy score of various algorithms 
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Output of Accuracy score of various algorithms 

In the image, ‘Ac’ represents the accuracy score and ‘cv_1’ means CountVectorizer with 
unigrams. In terms of cross-validation mean score and standard deviation, LinearSVC seems 
better. It is worth noting that our dataset is imbalanced- with more positive and negative 
comments than neutral comments. So, in this case, the accuracy scores may lead us to wrong 
conclusions. To avoid that, we also used Random Forest Classifier with balanced class weights. 
Below are the models which provided the accuracy greater than 70%. 

 

Output of Accuracy score of algorithms having accuracy > 70% 
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