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Abstract  
 
 
In this thesis, novel methods for background modelling, tracking and occlusion handling via 

multi-camera configurations are presented. Specifically, we have developed a system to first 

track moving persons in a given scene and generate colour-based models of those persons 

to accomplish identification at a later time. The tracking is non-invasive meaning that it does 

not require persons to wear any particular electronics or clothing to be able to track them. 

Tracking is accomplished using a position-based data association algorithm while the colour 

modelling is accomplished using a mixture-of-Gaussians statistical model. The expectation-

maximization algorithm is used to generate the colour models over a sequence of frames of 

data; but to track people successfully in multiple perspective imagery; one needs to 

establish correspondence between objects captured in multiple cameras. We present a 

system for tracking people in multiple uncalibrated cameras. The system is able to discover 

spatial relationships between the camera fields of view (FOV) and use this information to 

correspond between different perspective views of the same person. We employ the novel 

approach of finding the limits of field of view (FOV) of a camera as visible in the other 

cameras. Using this information, when a person is seen in one camera, we are able to 

predict all the other cameras in which this person will be visible. 
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Chapter 1 

1.1 Introduction 

The field of machine (computer) vision is concerned with problems that involve interfacing 

computers with their surrounding environment through visual means. Such problems like 

surveillance, activity monitoring and gait analysis has an objective to monitor a given 

environment and report the information about the observed activity that is of significant 

interest. In this respect, video surveillance usually utilizes electro-optical sensors (video 

cameras) to collect information from the environment[28  27]. In a typical surveillance 

system, these video cameras are mounted on fixed positions or on pan-tilt devices and 

transmit video streams to a certain location, called monitoring room. Then, the received 

video streams are monitored on displays and traced by human operators. However, the 

human operators might face many issues, while they are monitoring these sensors. One 

problem is due to the fact that the operator must navigate through the cameras, as the 

suspicious object moves between the limited field of view of cameras and should not miss 

any other object while tracking it. Thus, monitoring becomes more and more challenging, as 

the number of sensors in such a surveillance network increases[26]. Therefore, surveillance 

systems must be automated to improve the performance and eliminate such operator 

errors. Ideally, an automated surveillance system should only require the objectives of 

application, in which real time interpretation and robustness is needed. Then, the challenge 

is to provide robust and real-time performing surveillance systems in an affordable price. 

However, machine vision algorithms (especially for single camera) are still severely affected 

by many shortcomings, like occlusions, shadows, weather conditions, etc[20]. As these costs 

decrease almost in daily basis, multi-camera networks that utilize 3D information are 
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becoming more available. Although, the use of multiple cameras leads to better handling of 

these problems, compared to a single camera. 

There are still challenging problems within the surveillance algorithms, such as background 

modelling, feature extraction, tracking, occlusion handling and event recognition. Moreover, 

machine vision algorithms are still not robust enough to handle fully automated systems 

and many research studies on such improvements are still being done. 

 

1.2 Overview of related work 

The set of challenges outlined above span several domains of research and the majority of 

relevant work will be reviewed in the upcoming chapters. In this section, only the 

representative video surveillance systems are discussed for better understanding of the 

fundamental concept. 

Haritaoglu et al. [1] propose a real time visual surveillance system, W4, for detecting and 

tracking multiple people and monitoring their activities in an outdoor environment. The 

system can identify and segment the objects that are carried by people and can track both 

objects and people separately. Moreover, it can recognize events between people and 

objects, such as depositing an object, exchanging bags, or removing an object. Mittal and 

Davis [2] present a system, M2 tracker, that is capable of segmenting, detecting and tracking 

multiple people in a cluttered scene by using multiple synchronized surveillance cameras 

located far from each other. The system is fully automatic, and takes decisions about object 

detection and tracking by the help of evidence collected from many pairs 

of cameras[23]. 

Beymer et al. [3] developed a system to measure the traffic parameters. The proposed video 

traffic surveillance system extracts the 3D positions and velocities of vehicles and processes 
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the track data to compute local traffic parameters, including vehicle counts per lane, 

average speeds, lane change frequencies, etc. These parameters, together with track 

information (time stamp, vehicle type, colour, shape, position), are transferred to the 

transportation management centers at regular intervals. 

Carnegie Mellon University (CMU) and the Sarnoff Corporation (Sarnoff) constructed a video 

surveillance program, denoted as ‘Video Surveillance and Monitoring (VSAM)’ [4][25  24]. 

The objective of the program is to develop a cooperative multi-sensor video surveillance 

system that provides continuous information over given environment. The system provides 

the capability to detect moving objects, classify them as human or vehicle, keep track of 

people, vehicles and their interactions, as well as classify these activities. 

 

1.3 Scope of the Thesis 

This thesis is devoted to the problem of defining and developing the fundamental building 

blocks of automated video surveillance systems via multi-camera configurations. The 

fundamental building blocks can be decomposed into two main parts: 

The first part consists of the blocks that can be used in single camera configurations as well 

as in multi-camera configurations. For the first part, initial problem, which is the extraction 

of the objects or features that are subject to interest in surveillance application, is discussed 

and background subtraction methods are compared. 

The second part is based on the methods which use the advantages of multi-camera 

systems and utilization of 3D information obtained from overlapping field-of-view(FOV) of 

different camera network. A major problem for tracking applications, which is occlusion, is 
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discussed and a novel algorithm to handle occlusions by using two cameras is proposed. 

Finally, multi-camera tracking and event recognition by using multi-view data are explained. 

 

1.4 Outline of the Thesis 

 In Chapter 2, building blocks of single camera surveillance, which are moving object 

detection and tracking, are discussed. Moving object detection algorithms include 

frame differencing, eigenbackground subtraction, Gaussian mixture 

modelling(GMM) are used and simulation results are presented while tracking 

algorithm include position based data association algorithm. 

 In Chapter 3, we chose to use colour as the feature which we will use to distinguish 

one person from another. The colour modelling is accomplished using a mixture-of-

Gaussian statistical model. The expectation-maximization algorithm is used to 

generate the colour models over a sequence of frames of data.  

 In Chapter 4, an algorithm is presented to handle occlusions by using two cameras. 

We formalize the handoff problem and describe how the relationship between the 

FOV of different cameras can be used to solve the handoff problem. We describe 

how this relationship can be automatically discovered by observing motion of people 

in the environment. 

 In  Chapter 5, we present the result of the experiment on different test videos. 

 In Chapter 6,Conclusion  

 The future plans is suggested in Chapter 7. 
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 Chapter 2 

2.1  Methodology for tracking & identification 

We envision a system of many cameras networked to provide large scale surveillance over a 

wide area or over a small area with many different points of view. (See Figure 2-1.) 

 

Each camera would be connected to a system such as that described herein in order to track 

and identify each person in that camera’s field of view. The data from each camera would 

send critical information about each person to a central database. That same database 

would provide human identification information to the individual cameras by acting as a 

query server whereby a camera (and its attached computing) can request identification of 

an unknown person. If the database cannot make a positive identification, the camera will 

continue to track the unknown person while it captures the identifying features. When a full 

identification feature set is developed, the camera hands it off to the database for future 

use. 

 

2.2  Design basics 
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We chose to use background subtraction for finding movement regions in the field of view 

of a fixed camera. Instead of using a simple static background image as Zapata [5] did, we 

chose to use a statistical model of the background built over time in order to get a better 

“subtraction” of background from foreground. This system is used by Khan et al. [6] and 

others. The use of a statistical model rather than an image of the background not only 

improves the “subtraction” process but also provides a path whereby we can update the 

background slowly over time simply by updating the statistics using common methods. 

Updating a static background image is usually a more binary problem: a pixel in the 

background must be updated in one time step rather than slowly over time unless you wish 

to generate some “weighting” scheme whereby it updates incrementally. 

The tracking system we use is a position tracker best described in radar literature [7]. This 

basic tracking system--which only uses position to follow a person around the scene is given 

as the foundational infrastructure on which better tracking can be accomplished. Position 

tracking is a very low overhead operation which is scalable to many targets. By using 

tracking in combination with other classification or identification methods, we can reduce 

the complexity of certain problems. 

 

2.3 Image Processing 

2.3 .1 Background subtraction to find motion regions 

The main purpose of the image processing is to find moving objects in the scene. Because 

we use stationary, fixed field-of-view cameras, we can use a background image with no 

moving objects in it as a reference to later determine if anything has changed by subtracting 

the current frame from a background image which does not have any moving (or changing) 
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objects in it. We initially used mathematical subtraction of colours in RGB (red-green-blue) 

colour space. However as noted by Zapata [5], we found that the HSV (hue-saturation- 

value) colour space was more conducive to reducing the effects of the shadow. 

 

Figure 2-2: Background subtraction and segmentation overview 

Mathematical subtraction of colours in HSV space proved a better solution but still caused 

problems. The biggest problem was caused by how a pixel in the current frame is 

determined to be foreground (part of a moving object) or background. We made the 

determination using 

] (2.1) 

Where the hue component of the background pixel is, is the hue component of the 

foreground pixel (pixel from the current frame) and  is a threshold. The same pattern 

holds for the saturation and value variables. If Equation (2-1) evaluates logic true, then the 
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pixel was considered foreground otherwise background. The problem was that the 

thresholds  were very difficult to determine experimentally. 

To eliminate the need for three thresholds, we chose to do as Khan, et al. [6] and 

model the background as an array of normal distributions with one distribution per pixel. 

The first n frames of the video sequence are used to initialize the normal distributions. We 

use a three dimensional vector   given in Equation (2-2) which represents the colour in 

HSV colour space at pixel  for frame k. Equations (2-3) and (2-4) compute the mean and 

covariance of the distribution over n frames of data per pixel. 

When 

a new frame is to be processed, it is necessary to classify each pixel in that frame as either 

background or foreground. Using the background model for a given pixel, we can compute 

the “distance” of that pixel from the mean of the distribution using either the Euclidean or 

Mahalanobis distance. 
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The Mahalanobis distance was chosen because it considers the “spread” of the normal 

distribution (given by the covariance, ) and is therefore more likely to give useful results. 

Using this method, we are able to get rid of the three thresholds and replace them with one, 

the maximum distance from the mean of the background model (given by the Mahalanobis 

distance) that a pixel can be before it is considered foreground. It is easy to find this 

distance experimentally. 

The background “subtraction” process produces a binary mask as shown in Figure 2-2. The 

white areas are “foreground” or movement whereas the black areas are considered 

background or unchanged. 

 

Figure 2-3: Moving region mask 

2.3.2 Segmentation 

2.3.2.1 Connected region segmentation 

The next step is to use the moving region mask as shown in Figure 2-2 to find connected 

regions of movement. We will define a “blob” as being one connected region of pixels in the 
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mask image. For example, in Figure 2-2 the mask of the person is one blob which we would 

like to track. The noise near the top of the frame would also be considered a blob. 

We send the binary image mask through a blob detection algorithm. The algorithm does a 

recursive search through the binary mask finding connected regions of mask pixels. To later 

recover the pixels in the original image contained in a given blob, a second mask is created. 

The second mask, known as the “blob identifier mask,” begins as a copy of the binary 

moving region mask. As the blob detection algorithm searches through a connected region 

of pixels in that mask, it classifies each pixel as belonging to a unique blob and replaces each 

pixel in the mask with that blob’s unique identifier number label. 

The blob detection algorithm also returns a list of statistics about each blob: 

• size in pixels:   

• extents:    

• centroid:    

• unique identifier label 

We will send the centroid information to the track processor. The blob size (in pixels) is used 

to eliminate objects which obviously cannot be people because they are too small. The 

centroids of these small blobs are discarded. 

 

 2.3.2.2 Improving Image Segmentation 

We found that the above image processing algorithm works sufficiently well for most 

images but was not foolproof. The most common problem we encountered was a person 

wearing clothing which resembled the background in colour. Figure 2-3 shows how 

something as simple as a belt blending into the background can cause the moving region 
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mask for a person to split into two blobs. (The head also disconnects because the subject’s 

neck looked like the background.) When the track processor then encounters two blobs 

instead of one, it will fail by dropping the track up to that frame. 

 

Figure 2-4: Disconnected moving region mask(left) and grown mask(right) 

We chose to use a region growing algorithm to re-join separated blobs. The algorithm is 

very simple: Using the blob identifier mask, each blob is “grown” by searching each pixel in 

the blob and, if it its neighboring pixels are considered background, it makes those  

neighbors members of the given blob. Eventually, the entire blob will grow by one pixel- 

width. The algorithm can be repeated for greater growth but usually one pass works. When 

the growing is complete, the new blob identifier mask is passed through the blob detection 

algorithm to find newly connected regions and generate a new blob identifier mask. The 

image on the right in Figure 2-4 shows a reconnected moving region mask after growing it 

by one pixel. Note that while the head is still disconnected, the body is now one connected 

region. 

The are two significant drawbacks to using a region growing algorithm. The first is that it will 

indiscriminately grow unconnected regions -- two separate people into one. The second is 
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that by growing the blobs without regards to background, there is a distinct possibility of 

growing background pixels or shadows into the blob. 

2.4 Tracking moving objects 

This chapter presents a generic framework for accomplishing moving target tracking using 

only position information of the target. The goal of object tracking is to be able to do three 

things: initiate a track, continue an initiated track and drop a track at the appropriate time. 

These three steps will serve as the basis for tracking any moving object and combine to form 

a robust mechanism known as the ’track processor’ on which object recognition can be 

built. 

Figure 3-1 shows the general flow of data through the track processor. The incoming data to 

be tracked, as stated earlier, is merely the point centroid of a bigger object as determined 

by the image processing and segmentation described in Chapter 2. 

 

Figure 2-5: Basic operation of the tracking processor 

 

2.4.1 Track initiation 

The first step in tracking is determining what to track. The main problem to solve is that 

each frame of data from the image segmentation described in Chapter 2 has noise scattered 
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in with the legitimate point object(s) (our "signal") we wish to track. For any single frame, 

there is no way to distinguish between noise and signal from the given position data alone. 

However, using a series of frames we can find our signal if we make three assumptions: 

Firstly, that the objects we wish to track move with constant velocity over a small number of 

frames. Secondly, that the noise found with our object is random. Thirdly, that our objects 

move with an upper- and lower- bounded constant velocity. The assumptions are all valid 

for the average person walking or even running as it is unlikely they will change velocity or 

direction very often. 

Using these three assumptions we can use a standard algorithm from radar known as 

"retrospective processing" [7] with some changes for greater speed. The idea of this 

processor (known here as the Track Initiation Processor or TIP) is to match objects in a 

frame X with those in frames X+1, X+2,...,X+n following our three assumptions. The objects 

from frame X are all initially assumed to be our signal, that is, there is no noise. We will 

revisit this data later to eliminate the noise retrospectively. Given our third assumption, 

that all objects we wish to track move with a bounded upper velocity, we know that they 

can only move a certain distance in the constant time between two frames of video. 

Knowing this, we can draw circles of distance around the objects in this initial frame. These 

circles are the maximum distance each of these objects could possibly travel by the next 

frame if in fact they are signal objects and not noise. Figure 3-2a shows first frame data 

(blue dots) from a simulation and the maximum distance circles. Figure 3-2b shows (as red 

dots) the data from frame X+1. Note the red dots that fall inside the green maximum 

distance circles. All of these objects are potential signals because they fall within that 

maximum distance from an object from frame X. All other objects in frame X+1 are 

eliminated as potential signal objects. 
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Figure 3-2c shows the predicted locations (magenta circles) of objects in frame X+2 if those 

potential objects from frames X and X+1 really are signals and not noise. Finally, Figure 3-2d 

shows (as black dots) the objects from frame X+2. Note that only one of them falls within a 

circle predicted by the assumptions given the data from frames X and X+1. This means that 

only the three points making up that line follow our three assumptions.  

It is useful to note that this processor eliminated five noise objects out of six in each 

frame. If we keep our three known-good points as a track, we can go back to frames X, X+1 

and X+2 and eliminate all of the noise. In practice this wouldn’t matter and we would be 

content with knowing a good track. 

There is always the possibility that one of those three points is actually noise. To gain 

more confidence in the sequence of points before declaring it a good track and passing it 

along to the next stage, we can do the exact same processing described above over a series 

of N frames of data. This is easy to accomplish as the frames come in by analyzing frames 

[X,X+1,X+2] and finding any preliminary tracks from those. (The preliminary tracks -- those 

tracks which are incomplete are held in the preliminary track file as shown in Figure 3-1.) 

Then, when frame X+3 arrives, we can analyze frames [X+1,X+2,X+3] and make sure that the 

preliminary tracks found previously still follow with new data. When frame X+4 arrives, we 

can again analyze frames [X+2,X+3,X+4] and again make sure that any preliminary tracks 

found earlier still exist in these frames. By overlapping the frames we analyze it is assured 

that any objects we track over all five frames (in this example) follow our assumptions. 

The number of frames to track an object over before declaring it a legitimate signal track 

can be as little as three or as many as needed. There is a trade-off between a number too 

high and too low. Using the minimum number (three) makes false positives more likely. 

However, using many frames means that any noise in the measurement of the centroid of 
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the objects could cause the processing to fail and it would need to start all over wasting 

time. 

 One way to prevent noise in the measurement of centroids from effecting the TIP is 

to make the matching of frame X+2 data with the predictions of frames X and X+1 very  

“lenient.” The magenta circles in Figure 3-2d give the maximum distance from the 

predictions that a black point (a frame X+2 objects) could be and still be considered 

“matched” with the prediction. By making it large you risk noise being mistaken for signal. 

Making it too small and noise in the measurement of the centroid of an object will cause the 

match and ultimately the tracking to fail. 
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Figure 2-6: Track Initiation Processor (TIP) simulation 

 

2.4.2  Data association 

Once a track has been initiated, we need to continue following that object as it moves 

through the scene. We also want to prevent this object from being mistaken for yet another 

trackable object by the TIP. Therefore, as shown in Figure 3-1, we look for objects we are 

already tracking in the data association filter before sending the unused objects on to the 

TIP for analysis. 

2.4.3  Kalman filtering 

The data association filter works by matching incoming objects with predictions of where 

pre-existing tracks indicate that the object should be. We use a simple linear-model Kalman 

filter with the following parameters: 

    

    

   (2-6) 

     

As can be seen above, the state of the system  is defined by the location  of the 

object and its velocity  . The state update matrix  contains the frame update rate 

of the camera . We use the standard formulation for the linear Kalman filter: 
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For each trackable object returned by the TIP, a new Kalman filter is added to the “filter 

file”. The Kalman filter is converged (or “seeded”) with known good data by using the entire 

track found by the TIP. In this way the filter will be prevented from returning bad data 

before it has a chance to update its state. 

The operation of the data association filter is very simple. As objects (noise and signal) enter 

from the image processing and segmentation code, the data association filter determines 

which objects are being tracked by which filter. It does this by making a prediction of the 

state of the system (the location of the object) in frame X using data from frames 0..X-1. 

When frame X enters the system, it matches those predictions with the objects. 

Figure 3-3 depicts a common problem for the data association filter. Given the five initial 

points of an object which the TIP says is a signal (shown as black points), the data 

association filter must classify the incoming data (white points) as data or noise. In this 

example, there is an object that is clearly the one associated with the initial track. That point 

will be used to update the state of the Kalman filter for that track. The other three points 

will be ignored. 
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Figure 2-7: The data association problem 

2.4.4  Nearest neighbour data association 

The question arises of how to associate the predictions given by the Kalman filter with the 

incoming objects. If a noise object is mistakenly associated with a filter tracking an object, 

the track will probably be lost so it is critical that the data association be as robust as 

possible. 

There are many methods for choosing which data is associated with which prediction. The 

most common method is nearest neighbour association and this is the method we chose. 

The Kalman filter, in addition to predicting the next state of the system, gives a error 

measure for that state, Pk.. Using that error measure, we determine the Mahalanobis 

distance from the prediction to each of the incoming objects. The object nearest the 

prediction is associated with the filter that made the prediction. 
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Figure 2-8: Mahalanobis distance versus Euclidean distance 

We chose to use the Mahalanobis distance because the Euclidean distance can be incorrect 

depending on the error in the measurement of the centroids of each object. Using the 

prediction error measure, , a situation as in Figure 3-4 can arise where the Euclidean 

distance is smaller than the Mahalanobis distance (the ellipse). However, based on the error 

surface returned by the Kalman filter, object number two is more likely to be associated 

with the filter which gave the prediction. Therefore, we use the Mahalanobis distance to 

determine the nearest neighbour. One problem with a simple nearest neighbour approach 

is that if a new object appears (noise or a new signal) or an object disappears (noise is 

removed or an object leaves the scene) we encounter a situation where the number of 

filters is unequal with the number of incoming objects to associate with. In the case where 

there are too few objects, we simply assume that the filter which doesn’t get data 

associated with it will be dropped. (See the next section on track drop.) In the situation 

where there are more objects than filters, we need to “gate” the association to prevent 

a filter from becoming associated with any object on the screen. 

Gating is a simple way of saying that a filter will not be associated with data if that data is 

too far from the prediction of that filter. This prevents a common problem where the object 

a filter is tracking disappears (usually because it leaves the scene) so the filter searches for 

any available object (including noise) to be associated with. By limiting the search to a 

region near where the filter thinks its tracked object should be, we prevent noise from 

interfering. It will also help when it comes time to drop a track. 

 

2.4.5  Track Drop Rules 

Identifying the situations in which a track should be dropped -- that is, when it should be 
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realized that the object it is tracking no longer exists in the video sequence -- is a difficult 

problem. It must be solved with respect to the overall mission of the tracking software. 

We use one simple track drop rule which works well for our application. The rule is that is a 

prediction from a given tracking filter goes unmatched to an object for N frames, that track 

with the associated filter will be dropped. N must be chosen based a number of factors: 

Firstly, if N is too low, a track may be dropped because of noise in the measurement of the 

centroids of the object it is tracking is too low and the filter won’t have time to try to 

recover the object if it is lost because of noise. If N is too high, the filter may become 

associated with noise because the filter will essentially be waiting for an object (including 

noise) to classify as the object it has been tracking.  

Through the dynamics of the track initiation processor, data association and the track drop 

rules, we are able to follow moving objects through a scene with great robustness even in 

the presence of noise. By carefully choosing how we implemented the track initiation, we 

made sure that only valid moving objects were tracked. Also choosing how quickly the 

tracks are dropped made sure that noise was not unintentionally classified as a signal. 
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Chapter 3 

3.1 Colour modelling 

3.1.1 Introduction 

We chose to use colour as the feature which we will use to distinguish one person from 

another. There are many other features we could have used such as face recognition but 

none that are as obvious or as simple as colour. In a real-world system where positive 

identification is necessary, face recognition would be a much better identification scheme. 

The goal of our work is to develop a fast, robust method of statistically modelling the 

colours contained in the pixels of the person as segmented by the algorithms described in 

Chapter 2. The colour model has to be able to be generated (or ‘trained’) quickly but must 

also provide a way to compare the colour of incoming pixels to an already-generated colour 

model for recognition purposes. The colour model must also be practically usable in that 

each model generated will have to be stored in a database. 

 

3.1.2 Gaussian mixture modelling 
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Figure 3-1(a) shows a typical person segmented from a video sequence by the image 

processing described in Chapter 2. Figure 3-1(b) shows a graph of each pixel in that image 

mapped in RGB (red-green-blue) colour-space. We need to be able to model those pixels in 

RGB colour-space efficiently and quickly over a series of video frames. 

The model we chose is a gaussian mixture model. In this model, we assume that our data 

(the colours in colour-space) is statistically spread as k gaussians. Figure3-1(c) shows the 

data from the segmented image modelled as three gaussians (red, green and blue ellipses.) 

As can be seen, two of the three gaussians (red and green) overlap significantly because 

most of the data falls in one region of colour-space. The rest of the data is modelled by the 

remaining ellipse (blue) which has a greater spread because the data it models is much 

more spread than the data modelled by the green and red ellipses. 

 

3.1.3 Expectation Maximization(EM) algorithm 

In order to generate the mixture-of-gaussians models, we use the expectation maximization 

(EM) algorithm. The EM algorithm is a method of producing maximum-likelihood paramter 

estimates for mixtures of exponential distributions. In our application, we will use a mixture 

of k Gaussian distributions over n vectors of data. For this model, the individual component 

densities are given in Equations (3-1) and (3-2),      

  

  (3-1) 

           (3-2) 

where   and  give the mean and covariance for the ith component density, respectively. 
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The EM algorithm applied to the mixture-of-Gaussians problem produces three parameter 

update equations found in [8], 

    (3-3) 

    (3-4) 

   (3-5)  

Where, 

             (3-6) 

are the maximum likelihood parameters we wish to estimate and where the d-dimensional 

data is assumed to be taken from the probability density function, 

          (3-7) 

Where  gives the probability of the ith component density,  . 

In order to develop an algorithm for computing the mixture model, we need to 

compute which is expressed by Bayes’ rule expansion, 

             (3-8) 
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3.1.4 Training the mixture model 

When a person is unrecognized by pre-existing mixture models, a new model needs to be 

trained. If we make the replacement suggested by Equation (3-8) into Equations (3-3), (3-4) 

and (3-5) we will have three EM update equations capable of being implemented in 

software. However, notice that although all three update equations share the expression 

 , all three require at least one sum evaluation for one Gaussian. Two factors can 

therefore be seen to effect the execution time: number of Gaussians in the mixture model 

and the number of datapoints over which the model will be fit. 

 

                                     

(a)           (b) 
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(c) 

Figure 3-1: Example of gaussian mixture modelling. a) Segmented person image from image 

processing. b) Colour-space diagram for pixels in person image. c) Mixture of three gaussians 

model for the colour data. 

From experimental data, a person image such as that in Figure 3-1 occupies approximately 

1000-1600 pixels. Using a mixture model of three Gaussians over that many pixels would be 

very computationally expensive. For that reason, we chose to subsample the pixel data to a 

reasonable, representative number. The EM updates are still computationally expensive, 

however, when it is considered that to converge the model, one needs to iterate those 

equations many times. 

 

3.1.5 Comparing Colour Data to the Database Model 

To determine if person who has just been acquired by the track processor is someone we 

have seen before, we need to compare that person’s colour data to the colour models in the 

database. This is done simply by finding the sum log-likelihood of the data over the model. If 
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that likelihood is above a certain threshold (determined experimentally) then we match that 

person with the model. If none of the models return log likelihood above that threshold, we 

create a new model for that person as described above. 

 

 

 

 

 

 

 

 

 

 

Chapter 4 

4.1 Multiple camera tracking 

4.1.1 Overlapping field of view 

To cover an area of interest, it is reasonable to use cameras with overlapping FOVs. 

Overlapping FOVs are typically used in computer vision for the purpose of extracting 3D 

information[33]. The use of overlapping FOVs, however, creates an ambiguity in monitoring 

people. A single person present in the region of overlap will be seen in multiple camera 

views. There is need to identify the multiple projections of this person as the same 3D 

object, and to label them consistently across cameras for security or monitoring 

applications. 
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The two test videos which we have taken for tracking purpose have the following  

overlapping field-of-view (FOV)[31]: 

 

                     

Figure 4-1(a): Field Of View of   Figure 4-1(b): Field Of View of 

      Test video: 1           Test video: 2 

 

 

 

4.1.2 Edge of field-of-view (FOV) lines 

The handoff problem occurs when a person enters the FOV of a camera[30]. At that instant 

we want to determine if this person is visible in the FOV of any other camera, and if so, 

assign the same label to the new view. If the person is not visible in any other camera, then 

we want to assign a new label to this person. Note here that we could have matched colour 

features of the persons visible in one view to the new view in other view to find the most 

likely match; but sometimes the condition is harsh to identify the same person from 

different views as because different cameras can have different intrinsic parameters as well 
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as photometric properties (like contrast, colour-balance etc.). Lighting variations also 

contribute to the same object being seen with different colours in different cameras. 

 For shallow mounted cameras each FOV’s footprint can be described by two lines on 

the floor-plane, the left and the right limit of FOV. Let  and  be the left and right limits 

of FOV of the ith camera (Ci) on the ground plane (Figure 4.1). Let the projection of 

  in camera j can be noted by . Note that   denotes the left 

and the right sides of the image in Ci. As far as the camera pair( i, j) is concerned, the only 

locations of interest in the two images for handoff . These are up to four lines, 

possibly two in each camera. Let us currently assume that a person already visible in one of 

the cameras is entering the FOV of another camera. In this case, all that needs to be done is 

to look at the associated line in the other camera and see when person is crossing that line. 

The figure below describes more clearly. A person is entering the FOV of C2. There isn’t any 

person visible in C1 at this instant. This person is being tracked and we have a bounding box 

around him. By looking at the bottom part of the bounding box, we can determine quite 

easily when this person has entered the FOV of C1. The line that helped us determine this is 

 i.e. the left FOV of C2 as seen in C1. The new person in C2 is therefore assigned the same 

label as the one it was assigned in C1. Note that we are considering only the left and right 

edges of FOV in this formulation, which is sufficient for cameras mounted at a low angle of 

depression. 

 

4.1.3 Occlusion handling 

This framework implicitly handles occlusion well.  As described in chapter 2 when a new 

person enters the scene the system models its feature with colour modelling and make a 
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database for that particular person. Now if the person goes outside the field-Of-View (FOV) 

or is being occluded with some obstacle then the system tries to find out the view from 

different camera where he is visible[29]. If there isn’t any track able object for n (found 

experimentally) consecutive frames then view automatically switch to the second camera. 

Now, if the person comes out of the  occlusion then again with the help of previously stored 

database we will identify that person.  In case, if the person is trackable in both the scene 

then we can opt for anyone of the views as best view. 

 

4.1.4 Detection of new person 

A person entering from the door (in this case he might just “appear” in the middle of the 

image) or he might be entering the FOV from a point that is not visible in any other camera. 

If the camera setup is such that the environment is completely covered, then the latter case 

will never happen. However, to keep the formulation general, the second case has to be 

considered too. In the previous case, we looked at the FOV lines of the current camera as 

seen in other cameras. To find whether a person is visible in other cameras or not, we 

look at the FOV lines of other cameras as seen in the current camera. Consider the scenario 

when a person is entering the FOV of Ci. Whether this person is visible in any other camera 

(Cj, ,j  i) or not can be determined by looking at all the FOV lines that are of the form  , 

i.e. edge of FOV lines of other cameras as visible in this camera (Ci). These lines partition the 

image Ci into (possibly over lapping) regions, marking the areas of image Ci that correspond 

to FOV of other cameras. Thus all the cameras in which current person is visible can be 

determined by acquiring the region of the person’s feet. Thus with each line , an 

additional variable  is stored. The value of  can either be +1 or –1, depending 
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upon which side of the line falls inside the FOV of Cj. Then, given an arbitrary point (x’, y’) in 

Ci, the point’s visibility in Cj can be determined by just determining if this point is on the 

correct side of both  and . If  is represented by A x’ + B y’ + C. The point (x’, y’) is 

visible in Cj if and only if 

 

 

In the case when only one of the left or right lines of Cj is visible in Ci, the condition in above 

Equation is simplified to only one of the anded terms. 

 

 

 

 

Chapter 5 

5.1 Experimental results 

We have taken view from two cameras and the tracked object is chosen from the two views: 

Test video # 1 

CAMERA 1     CAMERA 2   TRACKED VIEW 
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Test video # 2 

CAMERA 1  CAMERA 2  CAMERA 3   TRACKED VIEW 
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Chapter 6 

6.1 Conclusion 

In this paper, we have combined the concept of mathematics, computer science, image 

processing along with mathematical geometry to model a method for efficiently tracking a 

person in multi-view environment with obstacle handling. Suitable changes could make the 

whole process near realtime.Initially, the statistical distributed frame differencing is used for 

background subtraction and postion-based data association algorithm is used for tracking of 

the object in single-view environment. This type of background subtraction and tracking is 

robust as it intends to remove the effects of shadow and light intensity variations in the 

background. Now for the identification of the object we have used colour based modelling 

using Gaussian mixture model (GMM). This is again a weak parameter for identification as 

the person blob size is variable while in motion and can identify as different person if it 

tracks from backward; Face recognition technique can be used in place of it but its require 

high memory allocation along with high picture quality camera. For tracking in 

multidimensional environment we have used overlapping Field-Of-View(FOV) lines 

techniques as mentioned by Mubarak S.[9]. In case of occlusion, automatic switching of 

views have been made for continual tracking of object.   
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Chapter 7 

7.1 Future Aspects 

7.1.1 Using Non-Stationary Cameras 

In development of the human tracking system described herein, it was realized that 

moving cameras such as those on pan-tilt units could be used successfully as the image 

source. The basic problem with using a moving camera and a background “subtraction” 

scheme as described in Chapter 2 is that the background will change so significantly that the 

algorithm will see only movement where there really is none. The solution to the problem is 

twofold. First, we need to qualify the use of moving cameras. A camera continually moving 

will not work with this algorithm without major modification. However, a camera that 

moves to specific discrete locations and stays at each for a significant period of time (at least 

a few seconds) would work. 

The reason we can move the camera and still accomplish tracking is because we can 

make the initial assumption that the first frame we get after moving the camera is the 

background. This is usually not a valid assumption, however, as there could be people in the 

scene. Assuming we did use that first frame as our background (or at least as part of our 

background model) any moving people in that scene would cause two movement regions to 

appear when the background subtraction was done. The first region would be the person. 

The second would be where the person was a stationary region caused by the person 

moving and thus revealing the real background. 
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7.1.2 Efficient region growing and shrinking 

we use a simple region growing algorithm to reconnect objects that became 

disconnected by a bad background subtraction. The algorithm is currently very inefficient -- 

having to search the entire moving region mask. A better algorithm could snake around the 

outside edge of a connected region and only look at those limited number of pixels for 

pixels to grow. 

Another good algorithm to implement would be an efficient region shrinking 

algorithm to shrink regions after having grown them. This would not, however, cause 

regions which became connected by the growing to disconnect. It would only shrink pixels 

that are on the outside edge of a connected region.  

One problem with growing one region into another is that the two regions could be 

unconnected in reality. (Two people walking near one another, for example.) In order to 

prevent them from becoming connected, before growing one region into another, the 

algorithm could check the colour models of the two regions. If they are significantly similar, 

they could be the same region and should be connected. If not, the growing algorithm 

should be prevented from connecting them. 

 

7.1.3 Camera model for real world coordinates 

In order to accomplish tracking over a distance greater than that covered by one 

camera, a global coordinate system would be necessary to fuse the multiple tracks of the 

same person onto a map, for example. The algorithm presented in this thesis does not deal 

with the problem of mapping coordinates in an image to coordinates in a real-world space 
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or into a synthetic space shared among multiple cameras. The problem is to produce a 

model of what the camera sees -- a “camera model” -- and using that to map locations in 

the image to locations in a different coordinate frame. Work has been done using these 

camera models [12,20] to generate three-dimensional coordinates of an object from two 

cameras. A similar method would be used to recover two-dimensional coordinates from one 

or more cameras. 

 

7.1.4 Speed improvements 

One simple method of improving how long it takes to analyze a single video frame is 

to use a significantly sub-sampled image to find motion regions of interest before looking to 

the whole frame for details. For example, instead of using a whole 320x240 image, we could 

subsample that to 160x120. We could do an initial background differencing on that smaller 

image to find regions we will then difference in the bigger image. This method could save a 

significant amount of time by only differencing those regions where movement is likely[32]. 
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