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ABSTRACT 

Identifying regions in an image and labeling them to class is called image segmentation. Automatic 

image segmentation has been one of the major research areas which is in trend nowadays. Every 

other day a new model is being discovered to do better image segmentation for the task of computer 

vision. As the better a computer is able to see, the better we can automate the tasks around our daily 

life. In this survey we are comparing various image segmentation techniques and on the basis of our 

research we are applying the best approach to an application i.e. developing a model to identify 

diseased plants and to give an idea to the people what kind disease is present in a plant. The detailed 

analysis of the methodology is done with the help of various analysis techniques, which are used in 

reference to the context of the work. Our focus is on the techniques which we are able to optimize 

and make them better than the one which are present before. This survey emphasizes on the 

importance of application of image segmentation techniques and to make them more useful for the 

common public in daily life. So that they get benefits of this technology in the monitoring of any 

activity occurring around that can’t be done manually.  

 

Keywords: Image segmentation, Deep Learning, Convolutional Neural Networks, Edge detection 

models etc. 
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CHAPTER 1  

INTRODUCTION 
1.1 Background 

In modern world, images are primary source of information sharing. We can find them in almost 

every area of work. But images can be read accurately only by humans as they need to be interpreted 

in a natural perspective way. Nowadays, as we know the technology has advanced up to an extent 

such that it can match the ability of a human brain. Now interpretation of images by computer is 

possible. Images can be read and objects in it can be identified automatically. Based on those results 

analysis and automatic decision making is now a possible task. Various machine learning 

technologies have been introduced for such tasks, but CNN (Convolutional Neural Network) proves 

to be the best technique to do image segmentation or object identification. 

1.1.1 Machine learning introduction and technique 

Machine learning is the quintessential skill of this digital age. As we dissect the process how a 

machine learns to classify and the inputs or the raw materials needed for learning the specifics of the 

desired task, features or attributes forms the basis of what we feed in the learning algorithm. In the 

task of image processing and object identification machine learning plays an important role. There 

might be many techniques available to do such task. We will discuss various methods that can be 

used to achieve such task.  

In this world of digitization, images play a very important role in various areas of life 

including scientific computing and visual persuasion tasks. Technically images can be binary 

images, grey scale images, RGB images, hue saturation value or hue saturated lightness images etc. 

Each data record can be represented via a huge number of features. But all features are not 

necessarily significant for analysis or classification. Thus, feature selection and feature extraction are 

significant research areas. 

1.1.2 ANN (Artificial Neural network) using an MLP (Multilayer Perceptron)  

A multilayer perceptron is a kind of feed forward artificial neural network. Artificial neural network 

is inspired by structure and functions of biological neural network. Generally, by biological neural 

network we mean the structure and working of human brain. ANN tries to imitate the functioning of 
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the human brain by following its principles. As human brain is composed of billions of nerve cells 

called neurons similarly, an artificial neural network consists of many artificial neurons called nodes 

which behave as the same way a biological neuron does. Biological neurons are consisting of three 

parts. 

Dendrites - They accept the input from the previous layer. 

Axon - Neurons are connected to each other through the axon. 

Synapses - They transfer the output to the next layer neurons.  

The input is taken by dendrites and sent to the nucleus, then nucleolus decides whether to generate 

an output signal or not. If an output is fired by the nucleus it goes to synapses through the axon to be 

passed onto the next layer neuron. The information received from dendrites is passed onto the cell 

nucleus, and then it decides whether to transfer stimuli to the next layer or to reject the signal based 

on some threshold value.  Similar way, an ANN also consists of neurons called nodes, they are 

connected to each other by links and each link is associated with some weight. a nodes receiver input 

from many nodes and based upon the activation function used in a node and action is taken or 

rejected. If the sum of input values reaches up to a threshold value then the output is generated ad 

passed onto the next layer input. Otherwise the input is rejected is rejected and no action against it is 

taken. 

1.1.2.1 Advantages of ANN 

 ANNs can learn by themselves and can create nonlinear complex relationships. Nonlinear 

relationships are very useful to construct as all the real-life relationships between inputs and 

outputs are generally non--linear input-output graph. 

 ANN can be smart as humans, as after learning from a set of big training data, They can create 

unseen relationships' between inputs and outputs. Thus, they can be very useful in prediction 

of output on never seen input data. 

 ANN never put restrictions on input data variables. Also, it is studied that ANN produces 

better results on heterogeneous data which has very high volatility and non-constant variance.  

1.1.2.2 Applications of ANN 

 Image processing and character recognition - As images are usually consist of non-linear 

instructed patterns, so ANN can work effectively on identifying the never seen objects in 
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images based on some previous learning. Also recognizing characters is a task where unseen 

images are need to be processed, so based on some mathematical calculations and prediction 

ANN finds the class to which an object has most compatibility. 

 Forecasting- This is also one of the major applications of ANN, as forecasting in any fields of 

life is mostly unpredictable so ANN tries find that unpredictable behavior and can forecast the 

outcomes before the happening of the event, which sometimes prove to be very useful- e.g. 

weather forecasting, stock market forecasting, score predictions etc. 

1.1.2.3 Disadvantages of ANN 

 Long detaining times - As ANN is used for predictions of unseen data this is the reason it 

requires a long training time to train the model. This is especially true if you are using CPU for 

the training instead of a GPU. 

 Needs lots of data - Models with many layers need lots of data to completely build the network 

model. As there are lots of weights and connections, therefore it requires adjusting weights 

according to the input data given. 

 Architecture must be fast tuned - Only having a good data set doesn't assure you the best 

result. It also requires the weights of the network to be adjusted optimally so that the 

predictions made later can be more accurate. 

 

 

Figure 1.1 Architecture of ANN 
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1.1.3 Feature Selection 

Feature selection can be defined as a problem of choosing the minimal set of features that are able to 

address the problem in a more effective, compact and computationally efficient manner. Feature 

selection involves creating new features existing ones, removing redundant and insignificant 

features, combining several features to a minimal count, as well as splitting a feature to several 

features. 

1.1.4 Image segmentation using machine learning 

Image segmentation is an important task in machine learning and computer vision applications. 

Semantic segmentation tries to partition the image into meaningful parts and label each part to one of 

a predefined class. There are infinite numbers of tasks that we can achieve with the help of image 

segmentation. For e.g. self-driving systems, background detection, robot controlling system, fruits 

and vegetables quality monitoring systems, production line quality maintenance, body cells 

diagnosis system etc. In image segmentation each pixel in image is labeled to different classes. This 

pixel labeling task is also called as dense prediction. Suppose in an image there are various objects 

available like cars, trees, signals, animals. So, image segmentation will classify all trees as a single 

class, all animals to a single class and all signals to a single class. One important thing to consider in 

image segmentation is that it considers two objects of the same type as a single class. We can 

differentiate objects of the same type using instance segmentation. 

1.2 Need of Image Segmentation 

Suppose, you are crossing a road and you see various objects around like vehicles, traffic lights, 

footpath, zebra-crossing and pedestrians. Now, while crossing the road your eyes instantly analyze 

each object and process their locations to take decision of whether to cross the road at that moment 

or not.  

Can computers do this task? The answer to this question was „No‟ since a long time before the 

breakthrough inventions in computer vision and object identification. But now with the help of 

image segmentation and object identification techniques it is possible for the computers to see the 

real-world objects and based on their positions they can now take necessary actions.Also, in the task 

of identifying cancer cells, image segmentation plays an important role. As it‟s crucial to identify the 

shape of cells in blood and any unusual growth in shape of blood cell will be diagnosed for the 
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presence of cancer cells. This makes the recognition of cancer in blood at an early stage so that it can 

be cured within time.  

1.3 Why image segmentation with CNN is better 

Among all the neural networks CNN (Convolutional Neural Network) is the most used and most 

trending neural network. As, nowadays everything works upon artificial vision and automation of 

tasks. People want to make self-drive cars, robots that can travel by themselves. All this is possible 

only with the help of CNN. CNN proves to the best method to process images, to identify objects in 

it, to detect scenes, human faces and other details in images.  

1.4 Various ways to do Image Segmentation 

Region Based Image Segmentation 

Edge-detection based Image Segmentation 

Clustering based Image Segmentation 

CNN based Image Segmentation 

1.4.1 Region Based image segmentation 

Separates the objects into different regions based on some threshold value(s). This technique makes 

use of the image pixel intensities. It segments the similar intensity regions out of higher intensity 

regions. A threshold is selected for differentiating. Pixel intensity less than a threshold come under 

one region and above the threshold value pixels area comes under another region. Similarly, more 

one threshold can be selected and an image can be segmented into more than two regions based on 

pixel intensities. 

It is the simplest way of segmenting an image based on its pixel values. This makes use of the fact 

that there will be a huge difference in pixel values at the edges of an object from the pixel values of 

its background pixels. So, in such cases we can set a threshold value, the difference in pixel values 

falling below the threshold can be segmented accordingly. In case there is one object in front of a 

single background only one threshold value will work. But in case there are multiple object or 

overlapping among objects we might need multiple threshold values. This technique is also called as 

threshold segmentation. 
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1.4.1.1 Advantages of Region Based 

 Simple calculations 

 Fast operation speed. 

 When the object and background have high contrast, this method performs really well. 

1.4.1.2 Limitations of Region Based 

This method doesn‟t perform well when objects in an image have their edge pixels overlapping with 

each other. It is not able to identify the boundaries of both objects and may consider both objects as 

one. 

1.4.2 Edge Based Segmentation 

In an image, what divides an object with its background or other object is an edge. So, this technique 

makes use of this fact that whenever a new edge is encountered while scanning an image, we are 

detecting a new object. This detection of edge is done with the help of filters and convolutions. Here, 

we have a filter matrix which we need to run over the image to detect the specified type of edge for 

which the filter was made. Edge based image segmentation is one of the most used and easy to 

implement image segmentation technique. As most of the task in image processing involves object 

identifications, which can be accomplished with detecting the edges in an image. It makes use of 

discontinuous local features of an image to detect edges and hence define a boundary of the object. 

This technique works well if there are only one or two objects in the image and also there is no 

overlapping between them. In other cases, this technique fails to identify objects correctly. These are 

also called kernels. These may be of many types. Some of the types are as follows: 

 Sobel Filter (horizontal) - This filter is used to detect horizontal edges in the image. 

 

 
Figure 1.2 Sobel Filter (horizontal) 
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 Sobel Filter (vertical) - This filter is used to detect vertical edges in the image. 

 

Figure 1.3- Sobel Filter (vertical) 

 Laplace Filter (both horizontal and vertical) - This filter is used to detect horizontal edges as 

well as vertical edges in the image. 

 

Figure 1.3- Laplace Filter (Both horizontal and vertical) 

 Blurring filter - This filter is used to blur out an image. 

 

Figure 1.4- Blurring Filter 

 Sharpening filter – This filter is used to sharpen an image. 

 

Figure 1.5- Sharpening Filter 
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1.4.2.1 Advantages of Edge Based Segmentation 

 It is good for images having better contrast between objects. 

 Fast calculations. 

1.4.2.2 Limitations of Edge Based Segmentation 

 Not suitable when there are too many edges in the image and if there is less contrast between 

objects. 

 It doesn‟t work correctly on images having overlapped object boundaries. 

1.4.2.3 Step-by-step process Edge Based Segmentation 

 Take the weight matrix 

 Put it on top of the image 

 Perform element-wise multiplication and get the output 

 Move the weight matrix as per the stride chosen 

 Convolve until all the pixels of the input are used. 

 

1.4.3 Clustering based image segmentation 

This technique work in the way that it divides the data points in an image in some clusters having 

similar pixel values. Based on the number of objects that might present in the image the value of 

number of clusters is selected. Then during the clustering process similar kind of data points were 

classified into a single cluster. In the end image gets classified into several regions. Although this 

might be a time taking process but it provides accurate results on small datasets. Image segmentation 

using clustering is based on the principle of divides the pixels of the image into homogeneous 

clusters. It selects the random cluster centers throughout the image, and then keeps increasing the 

size of clusters based on the similarity parameter. In this way the image gets segmented into regions 

equals to the number of clusters chosen. This technique work in the way that it divides the data 

points in an image in some clusters having similar pixel values. Based on the number of objects that 

might present in the image the value of number of clusters is selected. Then during the clustering 

process similar kind of data points were classified into a single cluster. In the end image gets 

classified into several regions. This might be a time taking process but it provides accurate results on 

small datasets. 
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1.4.3.1 Advantages of Clustering Based Segmentation 
Works really well on small datasets and generates excellent clusters. 
1.4.3.2 Limitations of Clustering Based Segmentation 
 Computation time is too large and expensive.  

 K-means is a distance-based algorithm. It is not suitable for clustering non-convex clusters. 

 Selecting the optimal value of k can be tricky sometimes. 

1.4.4 CNN based image segmentation 

This method is currently the state of art technique in image segmentation field of research. It works 

on images which are of 3 dimensions i.e. height, width and number of channels. First two 

dimensions tell us the image resolution and third dimension represent the number of channels (RGB) 

or intensity values for red, green and blue colors. Usually images which are fed into the neural 

network are reduced in dimensions which reduce the processing time and avoid the problem of under 

fitting. Even though if we take an image of size 224*224*3 which when converted in to 1 dimension 

will make an input vector of 150528. So, this input vector is still too large to be fed as input to the 

neural network.  

Image segmentation task using CNN is becoming very crucial nowadays. This technique is 

currently the state of art technology in image segmentation field. This is basically used for 

semantically segment an image into regions. Semantic segmentation is useful in scenarios where we 

need to train a car for self-drive. For doing this we use bunch of images and manually label all the 

images according to objects in it. Like we label trees, cars, signals, people, footpaths, trucks, cycles, 

animals etc using different masks and can later use this labeled data to train our CNN. Then when 

any new such image is fed into the network it will then be able to identify such objects and can take 

driving decisions according to objects identified in the scene. On the recent survey, it is found that 

deep learning is becoming a very important part of image segmentation techniques and algorithms 

increasingly. And it is continuously contributing in making the task of computer vision and 

automatic surveillance systems well trained and smart. 

1.4.4.1 Advantages of CNN Based Segmentation 

 It outperforms the traditional image segmentation methods. 

 It can operate of any size of input 

 The trained model is able to pixel wise predictions. 
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1.4.4.2 Limitations of CNN Based Segmentation 

 Need of a large dataset. 

 If network is pretty deep then each step takes a long time. 

 Performance of the network highly depends upon parameter tuning 

1.5 Applications of image segmentations in various fields 

 In medical fields to identify tumors and cancer cell generations. 

 cell segmentation task in light microscopic images 

 Scene recognition 

 Motion detection 

 Video surveillance 

 Geo sensing- for identifying target resource areas in satellite images 

 Autonomous Driving 

 Automatic braking 

 Parking sensors 

 Robotic path detection 

 Facial segmentation- for identifying facial emotions, features or estimation of gender etc. 

 In fashion for categorizing the clothing items. 

 Agriculture – for segmenting the area in farms which needs to be herbicide. (reduces manual 

monitoring) 

 Rotten vegetable identification 

 Identifying neuronal structures in electron microscopic recordings. 

1.6 Role of Deep Learning in image segmentation 

As all other machine learning techniques work in a way of taking the training data and based of that 

training, they process new input and take the decisions. But as oppose to this deep learning works 

with neural networks and can make the conclusions of its own without the need of labeled training 

data. This method is useful for a self-driving car, so that it can differentiate between a sign board and 

a pedestrian. Neural networks use algorithms which are present in network side by side and output of 

one algorithm is subject to the outcome of another algorithm. This creates a system which can think 
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as a human being for taking the decisions. And this makes a model which is a perfect example of an 

artificial intelligence system. 

1.7 CNN (Convolutional Neural Network) 

CNN is used for the classification of images. The input images which are used in CN are of 3 

dimensions i.e. height, width and number of channels. First two dimensions tell us the image 

resolution and third dimension represents the number of channels (RGB) or intensity values for red, 

green and blue colors respectively. Usually, images which are fed into the neural network are 

reduced in dimensions which reduce the processing time and avoid the problem of under fitting. 

Even though if we take an image of size 224*224*3 which when converted in to 1 dimension will 

make an input vector of 150528. So, this input vector is still too large to be fed as input to the neural 

network.  

Layers of CNN are: 

 Convolution layer 

 Activation layer (e.g. using ReLu) 

 Pooling layer 

 Batch norm Layer 

 Drop out Layer 

 Fully connected Layer 

1.7.1 Convolution Layer: 

A filter or kernel is used to run over the image in fixed gap intervals called strides. Selecting the size 

of stride is crucial to achieve desired results. During running the filter over the image, dot product of 

filter with part of image on which filter lies is calculated. Then sum of all values of product matrix is 

copied to the corresponding position in convolved feature map matrix. Thus, we get a reduced 

dimension feature map of image. Filters may be of many kinds, where each filter is used to extract 

different kind of feature from the image. For e.g. one filter may be responsible for extracting one 

kind of feature from the image based on shapes and edges and another filter may be used to extract 

feature based on color intensities.  
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1.7.1.1 Parameters which helps in adjusting CNN’s performance: 

 Stride - This defines the number of pixels by which we have to move our filter over the image 

so that we can focus on a new set of pixels while doing convolution. Stride‟s value ranges 

from 1 to 3 depending upon the amount of loss which we can be accommodated during 

convolution. The amount of loss in image increases with the increasing value of stride.   

 Padding - It is a process of adding zeroes around the border of original image symmetrically. 

This helps us obtaining the feature map output to be of size as per our requirement. Commonly 

it is used to preserve dimension of image after convolution. 

 Filters - These are also called kernels. These may be of many types. Each filter increases the 

depth of the output generated after convolution. So, if we are using 3 filters then the depth of 

the output will be 3. There are 3 parameters on which the output of convolution depends i.e. 

Stride, Depth and Padding. We must finely tune these parameters to obtain the desired output. 

1.7.1.2 Dimension reduction in CNN 

While convolution operation, the dimension of the input image is reduced after a filter matrix is 

convoluted over the input image. It also increases the depth of the image as this helps in identifying 

the regions in the image. e.g. a 9*9 RGB image with 3, 3*3 kernels at stride 1(per channel), will 

produce an RGB feature of 7*7*3. Here 3rd dimension represents the depth of the convolved image. 

1.7.2  Pooling Layer 

This layer operates a small kernel on the image at fixed stride. It is used to pick the pixel with 

highest intensity and discard other pixels. The resultant matrix will be a reduced dimensional matrix 

of feature image.  This helps in reducing the unnecessary sparse cells of image which are of no use 

in classification. Max pooling helps reduce the dimensionality of the network (or image), but this 

may cause some information loss. The concept behind these is that adjacent or nearby pixels can be 

approximated by the maximum information carrying pixel. 

1.7.3  Activation Layer 

This layer mostly uses ReLu as an activation function. ReLu is a function which is used to set all 

negative values to zero and keeps positive value as it is. This step is usually followed by convolution 

and pooling layer. In numerous fields such as Computer Vision they are becoming the state of art 

achieving near human or better performance. They sound fascinating but designing a CNN is a 



13 
 

herculean task in itself. Till now there is no fixed formula for the design of CNN. Many researchers 

have come up with the general suggestions such as. But they don‟t always hold, as the task is 

dependent as importantly on data as it does on the algorithm. CNN exploits the spatial hierarchical 

features of data, extracting features and help classify them into different classes. This has led to 

development to a stream of data augmentation and pre-processing to increase the data, as more data 

allows for chance of better training and avoiding over fitting. This helps build models that are more 

robust to new samples as we try to make it more generalized to noise at training phase. 

1.7.4  Dropout Layer 

Dropout Layer is usually applied after the layer containing neurons in the fully connected network. 

Dropout layer is a regularization layer. It randomly drop out the weights of some input neurons in 

every iteration so that the other neurons get more weightage in that iteration. Usually people take 

dropouts of 20-50%. By using dropout layer, normally the performance of a network increase 1 to 2 

%. 

1.7.5  Fully Connected Layer 

The structure from top to down usually forms a pyramid structure, the number of parameters in these 

layers keep on converging till they finally reach the number of desired classes. Increasing the 

number of hidden units in the layer can increase the learning ability of the network, but there is 

saturation of the increase in accuracy of the network. There is no formulation of the units you choose 

as it is a hit and trial usually. These also pile up with the depth of the fully connected subset of the 

network. Most of the networks in research usually perform well with number of units in multiple of 

64. Two to three layers networks are good if there are enough patterns being passed to the network 

after flattening the outputs of the Convolutional layers.  

1.7.6  Data Pre-processing and Augmentation 

CNN capture spatial hierarchical features, but an algorithm‟s capability is also limited by the pattern 

that exists in the data. One of features needed in a good algorithm is generalization. The training data 

tends to over fit and give high accuracy results on the training data while giving poor performance 

on the unseen data or testing data. One of the ways to improve it is data augmentation and pre-

processing. Techniques such as flipping, rotation, translation, channel drop, Gaussian noise and 

cropping, this helps create more synthetic data and make it more robust to real world unseen data 
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and classify it with better accuracy. The other benefit it provides is more data which usually allows 

opportunity for optimizing the parameters of CNN in a better manner. In this study, we investigate 

the specific case of image/video analysis. On the other side, many techniques exist, which try to 

provide a cleaner image rather than intentional noises such as Gaussian Noises. See in the dark, 

super resolution and reconstructing the blurred images are among them to name a few. 

1.7.7  Basic Architectural diagram of CNN 

This section discusses the design structure of CNN based on data and the optimization techniques 

that can help most of the CNNs with low dependency on the structure. We are actually going to see 

the techniques in a reverse manner similar to the flow of a back propagation to demonstrate the 

learning cycle of a CNN. 

 

Figure 1.7 Architecture of CNN 
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1.7.8 OUTPUT OF CNN 

The output of a CNN in tasks such as classification is usually the probability of different outputs. For 

example, if the final output of a CNN has 4 units (usually denoted as classes), they are normalized 

into probability of occurrence of these classes and the unit with maximum probability is labeled as 

the output class. This may actually vary for task specific cases such as facial recognition, where the 

output is an encoded form of the input rather than the representation of output for particular class. 

Back propagation helps minimizing the error by reducing the loss/cost function. 

 

Figure 1.8   Work flow diagram of CNN 
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1.8 Objective of work 

Here, in this work we are going to use image segmentation using CNN in plant disease detection. As 

we know farmers in our country are under crisis. And one of the main reasons of their situation is the 

deterioration of crops due to diseases. Most of the farmers in the country are illiterate so it is 

impossible for them to identify such diseases in crop at an early stage. So, till the time they get to 

know about the disease in their plants. The crop mostly crosses the time up to which they could be 

cured. So, in this approach we are intended to develop an automatic way to identify the plant disease 

that may be found in any kind of plant leaves. We are using several kinds of plant leaves as our 

dataset. And then any leave can be tested on the model to detect any such disease automatically. This 

way we can reduce the pressure of having availability of plant health expertise and risk of losing 

crop outcomes. Here, we are going to use several machine learning techniques such as CNN and 

edge detection and clustering for analysis and finding useful results of such classification image 

techniques.  

1.9 Scope of work 

As we know India is one of the largest crops producing country, but still the crop which it produces 

is not enough for the population which reside in it. So, it becomes necessary to produce hygienic 

disease-free crops for the people of country. A country progresses with its people. If its people are 

healthy and well fed then only, they can give a contribution in the wellness of country‟s 

economy. So, the work which we are going to do have a big scope in the industry as it automates the 

process of identifying diseases in plants only with the help of images. So, a farmer can do a quick 

analysis of the kind of crop that he/she is growing. This will ultimately help in good crop production 

and also contribute to better country.  

1.10 Organization of Dissertation 

Chapter 1 describes the background of this work, which includes all the technologies that underlie it. 

The need and importance to do this work is explained in details. The work-flow diagram is also 

displayed for better understand of the reader. Then in Chapter 2 a detailed literature review has been 

done explaining all the major work that has already been done in this field of work. Then in the end 

of chapter 2, our approach to solve the problem has been described. In Chapter 3, all the steps of 

implementation are explained. The architecture that we have used for CNN is also explained. Then 
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in Chapter 4, a detailed analysis and review of the implemented methods have been done. All the 

results have been discussed and areas of improvement have been mentioned. Results are displayed 

with help of graph plots and accuracy and other factors are being discussed as well. In Chapter 5, the 

conclusion and the future scope of this work has been discussed. A detailed discussion on how to 

extend the use of this technology has been done. Then Chapter 6 contains the references to all the 

resources that have been used to gather the information to work on this project.   
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CHAPTER 2 

LITERATURE REVIEW 
2.1 Work done in medical field 

Olaf Ronneberger et al. [1] have done Image segmentation on biomedical images dataset. They 

have done segmentation of neural structures found in microscopic images of human blood samples. 

Cell growth tracking in a human body is performed automatically using this approach. The typical 

task of CNN is classification, where output to single image is a class label. But in many other 

applications, localization information should be included in output. That is each pixel in an image 

need to be assigned to a class label. In their work they have used CNN to segment the image to 

identify different cell types and to track the growth of some specific cells in the body over a period 

of time. Along with identifying the cells in the body, the location of those cells is also important to 

monitor the cell growth properly. They have applied segmentation task on a raw image which 

classify objects with different colors then a black & white segmentation mask is generated using 

white for foreground and black for background. Then the image is mapped with pixel wise loss 

weight to identify the border pixels.  So, for that reason ceresin et al predicted the class label of 

pixels in images by providing a region which is local to the pixel in that image and with the help of a 

sliding window setup to train the network. Accuracy is 77.5%, training time is 10 hours [1].  

 Image segmentation is a very useful technique in medical area. As in MRI images or x-ray 

images, it is very difficult to identify different parts of body. Therefore, image segmentation helps in 

segmenting different part of the body from each other. Pim Moeskops et al. [4] applied image 

segmentation on MRI (magnetic resonance imaging) images of brain, breasts and cardiac CTA). The 

classical procedure of segmentation is to train the model with some hand-crafted features and then 

use the model on input data to classify the objects, whereas in this approach CNN automatically 

extracts features which are required at the hand for the task of classification. Here CNN is used to 

classify medical images of knee cartilage, brain regions, pancreas and coronary arteries. In their 

work they have done architecture extraction using segmentation of 3 orthogonal patches of 51 * 51. 

Extraction of features was done for each of such patches with the help of deep stack of 

Convolutional neural network have 25 layers. An output layer of 9 classes with two fully connected 

layers were implemented as well in this architecture. In convolution layer, 32 kernels for each input 

patch are used to extract features out of them, so in total 32*3= 96 filters were used to extract feature 
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maps [4]. There was a split on the dataset based on three applications that is brain MRI, breast MRI 

and cardiac MRI. The split ratios of them were 14/20, 14/20 and 4/6 respectively. Four results were 

obtained from the network, one when the network was trained only for brain MRI, second only for 

breast MRI, 3rd only for cardiac MRI and 4th when network is trained for all together. 25000 batch 

of images in a each task in used for training the network. [4]. 

Jie Chang et al. [5] have done segmentation of MR images of the brain using CNN for 

developing a method of automatic brain tumor detection. They have developed a two-way path 

model which contains one average pooling layer and other max pooling layer in different paths. 

Then, finally the CNN model is combined to a fully connected layer to predict optimized results. As 

MRI scans are very useful in detecting inner body dysfunction, the need of automatic region 

detection becomes an essential in the medical field.  Pre-processing-Not having properly normalized 

and quantifiable pixel intensities interpretation is one of very big defects in MRI data. So, we need to 

preprocess the training data in order to extract meaningful quantifiable data. Firstly they reduced the 

noise data of scanner then they corrected the variance shift by the bias field distortion. Then They 

applied CNN by build a model using directed graph having nodes and edges where nodes represents 

the image pixels and edges represents the kernels which will be used to create feature maps on the 

image [5]. Here a perceptron which is multi-layered is designed specifically for the task of 

recognizing the 2D patterns in images with having a very high degree of image transformations like 

skewing, scaling, translations or any kind of distortion. Here each layer of CNN consists of 6 feature 

maps. Filters in this given CNN can be of any specified size. Here, random weight selection is done 

with the help of normal distribution of standard deviations. The input to the CNN is a raw EM 

image. Features of the image are automatically detected by the CNN. CNN automatically learns by 

adjusting its weights using a stochastic gradient descent learning algorithm [5]. 

Dan C. Cirean et al. [7] have segmented neuronal structures in the stacks of electron 

microscopy images. The label of each pixel in the image is predicted by the pixel centered at square 

window in which the pixel exists. Then the input layer maps each pixel to a neuron. Then 

convolution and max pooling layers are applied to preserve the 2D information and to extract 

features of the image. This approach outperforms the competing techniques with a large margin in 

all three categories [7]. The solution is based on DNN (Deep neural network) used as a pixel 

classifier. The probability of a pixel being a membrane is calculated.  
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Venugopal K.R. et al. [10] have combined CNN with CC (connected component) algorithm 

to segment the SEM images. As we know CNN is used to extract features directly from raw images 

with minimal pre-processing.  Also, CNN is able to recognize patterns in the image which have not 

even provided as training data before. Provided it resembles one of the training data images. 

Accuracy (F-score) of the model is found to be 78% [10].They have done detection of neuron tissues 

in done on SEM (scanning images microscopy) dataset. SEM provides dataset of images whose 

resolution is almost perfect to identify the components in dense neuropil.  Here, an automated 

approach to identify the affinity graph using CNN is discussed. Furthermore, this affinity graph can 

be combined with any partitioning algorithm to accurately segment the image. Neurons are 

particularly difficult to segment as they are branched, intertwined and very closely packed. Axons in 

neural structures are very thin that only electron microscopy has enough resolution to reveal them. In 

this approach all steps of parameter tuning is automated. So, in order to do automate and avoid 

human interaction in parameter tuning CNN has been introduced. Only CNN has the capability to 

identify features that has not even been introduced earlier, although it must resemble one of the 

training input samples.  They have represented the CNN with the help of a directed graph where 

pixels are belonging to nodes and filters or kernels belong to the edges. In order to recognize 2D 

patterns with very high degree of images transformations techniques a CNN is used as a multi layer 

perceptron. Six features maps are constructed in each layer of this CNN model. All the filters in the 

CNN are given a size of 5 * 5. [10]. Random selection on the basis of normal distribution of standard 

deviations is one to calculate the weights of the edges in the model. The input to the CNN is a raw 

EM image. Detection of features in the image is done automatically by the CNN. CNN automatically 

learns by adjusting its weights using stochastic gradient descent learning algorithm. 

Image segmentation is a very useful technique in medical area. As in MRI images or x-ray 

images, it is very difficult to identify different parts of body. Therefore, image segmentation helps in 

segmenting different part of the body from each other. Moeskops P. et al. [12] have applied image 

segmentation MRI (magnetic resonance imaging) images of brain, breasts and cardiac CTA).The 

classical procedure of segmentation is to train the model with some hand-crafted features and then 

use the model on input data to classify the objects, whereas in this approach CNN automatically 

extracts features which are required at the hand for the task of classification. Here CNN is used to 

classify medical images of knee cartilage, brain regions, pancreas and coronary arteries. In this work 

3 orthogonal patches of 51 * 51 voxels were extracted for segmentation. For each of these patches, 
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features were extracted using a deep stack of 25 convolution layers. Along with two fully connected 

layers and an output layer of 9 classes are implemented in the architecture of CNN.  In convolution 

layer, 32 kernels for each input patch are used to extract features out of them, so in total 32*3= 96 

filters were used to extract feature maps [12]. The training and test data was split for brain MRI, 

breast MRI and cardiac MRI into 14/20, 14/20 and 4/6 respectively. Four results were obtained from 

the network, one when the network was trained only for brain MRI, second only for breast MRI, 3rd 

only for cardiac MRI and 4th when network is trained for all together. Each network is trained using 

25000 batches of images per task [12].  

Bullock et al. [13] have segmented x-ray images to identify various regions in an x-ray 

image like - bones, soft tissues, open beam regions etc. This segmentation is required to quickly 

identify the region in an x-ray image. As all regions in an x-ray image are of similar shade therefore 

it becomes very crucial and precisely done task. X-ray image segmentation is an important task in 

many medical applications such as image enhancement, computer assisted surgery and anomaly 

detection. These applications normally require medical images to be segmented into three categories 

i.e. open beam, soft tissue and bone. Current methods rely on classical processing methods such as 

clustering, line fluctuation analysis or entropy-based methods which normally requires the tuning of 

hyper-parameters for each body part separately.  They have designed a unique CNN architecture to 

perform the segmentation by extracting fine grained features, alongside with controlling the number 

of training parameters to control the over fitting problem [13].This model attains an overall accuracy 

of 82% (TF: true positives)   

Shan E Ahmed Raza et al. [15] have used CNN based deep architecture for the 

segmentation of cells, nuclei and glands in fluorescence microscopy and histology images. They 

have used extra Convolutional layers so that is can work on variable input intensities and object sizes 

to make the model robust to noisy data. This model helps us to build molecular profiles of individual 

cells. Input data set is using fluorescent images which are usually noisy and it makes segmentation 

task difficult. Also, variable size of cells makes it more challenging for segmentation algorithms. 

This technique produces better results on such noisy data. And the results produced by this model 

helps in building molecular profile in multiplexed fluorescence images. It learns features at multiple 

image resolutions for better understanding which makes the model more robust and flexible to.  

Cem M. Deniz et al. [16] have proposed a method to measure bone quality and access 

fracture risk. As we know, manual segmentation of Magnetic Resonance (MR) is time consuming 
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and error prone process. So, in order to deal with this problem and to take full advantage of MR scan 

technology an automatic femur segmentation technique has been developed. This method is totally 

based on Image Segmentation using Convolutional Neuron Network.  This method greatly helps in 

detection of proximal femur in bones.   The data set used is Microsoft COCO. It contains 2.5 million 

instances of labeled images [16]. This dataset contains around 20000 images of training set and 2000 

images of validation set along with 3000 images of testing set data. They used different types of 

CNN architectures to obtain the segmentation of proximal femur images. First they used 2D 

Convolutional network and 3D Convolutional network for segmentation and analyzed their 

performances. Then, the best performing model of both was improved by concatenating dilated 

convolutions with each time dilation having another value of dilation rate [16]. This technique 

helped in observing the effect of changing the parameters in designing the architecture of the model. 

Their model achieved the highest accuracy on segmenting the proximal femur images without post 

processing. It achieved the accuracy of 97.8% and exceeded the performance of 2D CNN by a large 

margin [16]. The performance of the model improved with adding of more number of layer and 

feature maps to the model. 

ZhuolingLi et al. [18] have developed a method to adapt domain called CLU-CNN, which 

is specifically designed for medical images. As oppose to normal object identification task which are 

designed for pedestrian, cars or trees detection, here the task is detecting object in medical images 

like some deformities in eye cornea images or some object in lungs x-ray images etc. As we know, 

medical images have apparently very different features from normal images, so they needed to be 

handled differently and model training also needs to be done while keeping this thing in mind. 

Another problem with medical images is that deep neural networks suffer from a very big amount of 

parameters and this result in slow convergence rate. To overcome this problem sparse methodology 

and new learning rate schemes have been introduced. Also, medical images are too expensive to 

obtain, this causes the size of training data to be not enough as the general images training data. The 

size of training data might be as low as less than 400 which cause not covering all the possible cases 

while training the model. Also medical images may be taken at different hospitals and different 

environmental conditions, so images relating to same problem might have a lot of dissimilarity. As a 

result of these shortcomings with medical data set a very deep neural network model cannot be used, 

as it has a lot of parameters to be trained and would need a larger dataset to be able to work 

accurately. So as a result they have developed a framework named Clustering Convolution neural 
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networks (CLU-CNN) which aims specifically at medical images segmentation task [18]. This 

model is relatively small and faster than the R-CNN. It consists of FCNN and Agglomerative 

Nesting Cluttering Filtering (ANSF) which is used to aim at medical single target image object 

detection. The two major contribution of their work are – one is domain adaptation method is 

developed requiring no extra training to be able to work efficiently and other is BN-IN net was 

designed by them to improve the model‟s stability [18]. 

With the growing number of microscopic images automatic Nano particle detection has 

become an essential task to achieve. AyseBetulOktay et al. [19] have discussed a method to detect 

Nano particle in microscopic images using segmentation. They have proposed a method for the 

detection of Nano-particles and detection of their shapes and sizes with the help of deep learning 

algorithms. This method employees multiple output CNN and has two outputs. First is the detection 

output which gives the location of the Nano particle in the input image. Other is the segmentation 

output which outputs the boundary of segmented Nano particles. The final sizes of the Nano 

particles are determined by the Hough algorithm that works on the segmentation outputs. Here they 

have used MOCNN i.e. Multiple Output Convolutional Neural Network for the purpose of 

detecting, localizing and segmenting of Nano particles found in microscopic images [19]. MOCNN 

takes an input image as a window and it produces two outputs for it, from which one output tells us 

the location of the Nano particle in the image and second output tells us the distance of the object 

boundary to the window center. 

Florent Marie et al. [24] have segmented the images of kidneys and nephron blastemal with 

the help of case based reasoning and CNN architecture. They have introduced two methods to 

achieve the required task. First one is CBR i.e. case based reasoning method for determining a region 

growth in process of image segmentation. And the second one is the method to perform image 

segmentation on a small dataset. Input images taken were are CT scans of kidneys of children having 

tumors in them. The result accuracy obtained is between 88 to 90% overall [24]. The CBR system 

that they have used comes from CT-scan and it searches for the closest image that has already been 

segmented in the base case. This technique helps in saving a lot of time and computations. In 

designing the CNN model the major problem arises is the need of a large training dataset. This 

however is not the problem in this case as here each tumor is unique and there is only a limited 

number of tumor segmentations available from the previous tests. Thus, they have developed a 
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method to establish a dedicated deep neural network for each patient that will carry the task of tumor 

segmentations automatically without the need of human interventions [24]. 

Hai Xie et al. [25] have proposed a deep supervised Fully Convolutional Neural Network for 

the purpose of robustly segment the HEp-2 cell images data set. This Deep Supervised Fully 

Convolutional Neural Network (DSFCNN) is based on a very deep network which integrates a very 

dense deconvolution layer (DDL) and it also integrated the hierarchical supervision structure (HS) to 

able to start working as a whole. The high resolution of the original image is restored using the up 

sampling feature of the DDL which replaces the traditional way of up sampling using the 

deconvolution layer. Dataset used is 13A-2014 public dataset. Here, the purpose of the methods is to 

segment the human Epithrlial-2 cell images, which play a very important role in detection of anti- 

nuclear antibodies. 

Mostefa Bennaceur et al. [26] have discussed the segmentation of MR images of brain 

using CNN for developing a method of automatic brain tumor detection. They have developed a 

two-way path model which contains one average pooling layer and other max pooling layer in 

different paths. Then, finally the CNN model is combined to a fully connected layer to predict 

optimized results. As MRI scans are very useful in detecting inner body dysfunction, the need of 

automatic region detection becomes an essential in medical field. One of the major defects in MRI is 

the absence of normalized and quantifiable interpretation of pixel intensities. So, they needed to pre-

process the training data in order to extract meaningful quantifiable data. First step was to reduce the 

noise data of scanner and second was to correct the variance shift by the bias field distortion. CNN is 

represented as directed graph in which nodes correspond to image pixels and edges correspond to 

filters. CNN is a multi-layer perceptron designed specifically to recognize 2 dimensional patterns 

with high degree of skewing, scaling, translations and other forms of distortions [26].  Here each 

layer of CNN consists of 6 feature maps. Filters in this given CNN can be of any specified size. 

Weights are randomly selected from a normal distribution of standard deviations. The input to the 

CNN is a raw EM image. Features of the image are automatically detected by the CNN. CNN 

automatically learns by adjusting its weights using stochastic gradient descent learning algorithm.  

 Cem M. Deniz et al. [27] have proposed a method to measure bone quality and 

access fracture risk. As we know, manual segmentation of Magnetic Resonance (MR) is time 

consuming and error prone process. So, in order to deal with this problem and to take full advantage 

of MR scan technology an automatic femur segmentation technique has been developed. This 
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method is totally based on Image Segmentation using Convolutional Neuron Network.  This method 

greatly helps in detection of proximal femur in bones. Dataset used- The data set used is Microsoft 

COCO. It contains 2.5 million instances of labeled images [23]. This dataset contains around 20000 

images of training set and 2000 images of validation set along with 3000 images of testing set data.  

They used different types of CNN architectures to obtain the segmentation of proximal femur 

images. First they used 2D Convolutional network and 3D Convolutional network for segmentation 

and analyzed their performances. Then, the best performing model of both was improved by 

concatenating dilated convolutions with each time dilation having another value of dilation rate [27]. 

This technique helped in observing the effect of changing the parameters in designing the 

architecture of the model. Their model achieved the highest accuracy on segmenting the proximal 

femur images without post processing. It achieved the accuracy of 97.8% and exceeded the 

performance of 2D CNN by a large margin. The performance of the model improved with adding of 

more number of layer and feature maps to the model. 
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2.2 Work done on identification or classification of objects in surroundings 

Ahmed Bassiouny et al. [2] have used CNN to categorize images into different categories on giving 

an input data set of different scenes. Here, an image segmentation map of the image is created and 

the purpose was to represent the images by its segmentation map itself. Image segmentation map is a 

one to one mapping of each pixel of image to a set of labels. This approach not only identifies the 

objects contained in the scene but also identifies shape, location and size of the objects. They have 

first extracted the images based on suggestions given then created a feature vector for image by 

encoding the images according to that. Then  image vector classification is done. Feature extraction 

may be of 3 type i.e. high level, mid level and low level feature extractions techniques are available. 

Attributes or features such as color, texture, contrast, hue etc. which describes the physical properties 

in an images are considered to be low level feature extraction. Mid-level features may include 

extracting the shape and spatial relations without actual knowing the semantics of the shapes. It just 

compares various shapes available in an image with already labelled images and tries to find the 

similarities. Then there comes the high-level image features, on which we are mainly focusing. They 

primarily include mapping of image representation to a meaning.   

High resolution remote sensing data image segmentation is done by Xiaomeng Fu et al.[3] 

with the help of fully Convolutional neural network. It is shown that FCN works better than CNN in 

automatic segmentation of remote sensing images. The accuracy achieved with FCN in this model is 

above 85%.  As we know with increase of satellites, there is a sudden increment in remote sensing 

image data. And it is almost impossible to segment those images manually to find useful results. 

Now as the deep learning technique has advanced, it is now possible to extract low level to high 

level features from raw input data images automatically. Hinton has explained in his work that deep 

learning methods can obtain much more useful features than the existing methods, and also has the 

good classification ability.  FCN can accept the input image of any size and can deconvolute the data 

to obtain the feature map of last convolution layer. The first layer in model is an image of dimension 

h*w and having number of color channels as d [3]. The upper layers in CNN correspond to the 

coordinates of their connections in the image. What CNN does is that it distorts and translates the 

basic components of the image. (I.e. convolution, pooling and ReLu). Typical pattern identification 

networks use fixed size inputs on CNNs to produce non-spatial outputs, i.e. output only contains 

classification information. But with FCN input of any size can be taken and classification image map 

is produced as output classifying each pixel of the image. FCN network combined with matrix 
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expansion technique for better efficiency is used to semantically segment the high-resolution remote 

sensing images [3]. The roads, plantation, buildings and water bodies are segmented accurately in 

the output results.  

One more interesting work in this field is to recognize the marine organisms present near the 

sea surface in sear surface images. Nowadays, automatic robotic capturing of underwater marine 

organisms' detection is becoming important day by day. As we know all the seafood is captured by 

human divers, which makes it difficult and dangerous for their lives. Many of the divers get injured 

during seafood capturing. So, in order to detect areas having availability of marine organisms we 

needed an automatic way to detect and capture them. This R-CNN model can be used later on robots 

to accomplish the task of capturing the seafood without endangering human lives.  Jie Chang et al. 

[6] have applied R-CNN to detect and recognize the marine organisms in image restoration sea 

surface images. R-CNN requires a lot of labeled training data to work accurately and it is impossible 

to find such a big data set of marine organisms. So, there are three data augmentation methods for 

underwater imaging has been proposed in this paper. A way of inverse process is used for the 

simulation of different turbulences in the marine environment. Then the performance of each data 

augmentation method is compared. Although there have been so many advantages of robotic 

capturing, and some of the techniques have already been applied in practical. For e.g. Norway 

developed an ROV (Remote Operated Vehicle) for submarine harvesting but it requires an 

experienced operator who knows where and how to reach a location where lot of marine organisms 

can be found. So, this object detection and machine learning algorithm is becoming quite successful 

during the past decade which helps in automatic object detection and recognition.   

A fast R-CNN works in a way that it takes input as an entire image and an object set and the 

whole image is processed with the help of base CNN network . As a result a 512 dimensional feature 

map is produced by this RCNN model.  Then the mapping of each object is done where a region is 

allotted to reach object where this object has interest according to feature maps. Then in order to 

convert the features of region interest to a fixed spatial extent of 7 x7, the ROI pooling layered uses 

the max pooling technique. Then the sequence of fully connected layer branch receives this 7 x 7 

feature vector into its two sibling output layers [6]. As shown by the results this model is able to 

achieve around 60% accuracy with this implemented model. 

M. Yang et al. [8] have used CNN on 3D input to recognize human activity. They have used 

CNN to process raw input, thus making process of feature extraction automated. This model works 
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on 3D data as most of other CNN models only process 2D data. So it works on both spatial and 

temporal dimensions to recognize the activity in a scene. It works on several frames of input thus 

generates multiple channels of information. The final result is obtained by combining all the input 

channels together detecting the motion activity in sequence of frames.  As we know recognizing 

human actions has variety of domains such as automated video surveillance, customer attributes 

recognition, and shopping attributes recognition. But to accurately identify the actions there may 

come some problems like clustered background, occlusions or view point variations etc. When video 

was taken certain assumptions about the circumstances of the situation are made because of the 

issues like small scale and changes in the viewpoint. But such kind of assumptions hardly holds in 

real world scenario. All these techniques follow conventional pattern recognition paradigm in which 

we have to manually extract features from the input the only we can give the input to classifier. But 

in our approach the model automatically identifies which features are needed to be extracted from 

the input on the basis of that input is fed to the model to identify the actions. The extraction of high 

level features to low level features that is indentifying a hierarchy of features can be done by Deep 

Learning models, thus this make the task of feature extraction automatic and time efficient. 

Ji Shunping et al.[9] have used 3D CNN to automatically classify the crops in remote 

sensing images taken by satellites. In order to structure the multi-spectral remote sensing data, 

kernels are designed according to that. Also, fine tuning of 3D CNN‟s parameters are done in order 

to train the model with samples of the crops which leads the model to learn spatial and temporal 

representations. Full crop growth cycle samples are preserved for training the model again for the 

fully-grown crops.  Crop classification from remote sensing images taken by satellites or UAVs 

(unmanned aerial vehicles) is becoming a fundamental task for yield estimation, economic assistance 

and crop transportation [9]. In addition to remote sensing data, SAR (synthetic aperture Radar) 

images data can also be used as input to the CNN model. Nowadays, deep learning is becoming the 

main algorithm for the classification tasks. As this method can automatically identify the feature 

representations with multiple levels (from low to high level), at low level – edges and shapes and at 

higher levels- structure, color and other detailed features.   

Sadegh Karimpouli et al. [11] have used CNN to segment rock images. As segmentation 

in rock images in a critical step as images are present in grey-scale format. Conventional methods of 

segmentation such as thresholding or watershed algorithm don‟t work accurately with digital rock 

images data. As these methods work color contrast to segment the regions with each other, so the 
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problem comes when two phases of similar color and contrast found to be side by side. Then these 

algorithms consider them as a single phase. Then several machine learning approaches have also 

been introduced but the Convolutional auto encoder was found to be producing more accurate results 

than others. However, available dataset for digital rock images is very small, but they have used data 

augmentation method to increase the size of training dataset to train the model.  In order to create a 

training seed which consists of manually and semi manually segmented images is constructed with 

the help of a data set of images from Berea sandstone. Then the dataset is dividing among groups of 

training, testing and validation. From which only 10% of the data was required and used for 

validation purpose and another 10% was used for the testing purpose and rest of remaining data i.e. 

80% was for used to train the model accurately [11]. Then this dataset is given to stochastic image 

generator which makes the size of dataset bigger to train the model more effectively. Then CNN 

model was implemented which provided results with an accuracy of 96% [11].  

Yan Song et al. [14] have discussed segmentation and synthesis methods for sonar images. 

Also, SSS image segmentation is done for which features are extracted using CNN of multi-

pathways. The advantage of CNN with multi pathways is that it can learn local and global features 

adaptively. SSS i.e. side sonar scanner provides essential high-resolution underwater images which 

is useful for many tasks like- mine detection, oceanographic research and rescuing underwater. SSS 

images can be segmented into areas like object highlights, object shadows or sea floor areas. But 

there is lot of noise and in homogeneity in SSS images that makes the task of segmenting SSS 

images very difficult and inaccurate.  The method used here for segmenting SSS images combines 

feature of well-trained CNN of multiple pathways with ELM. This method allows model to use local 

and global features [14]. ELM is sort of a regression algorithm. Then applied methods describe the 

effectiveness of ELM in SSS image segmentation and synthesis.  

  Despite very accurate and one of the best ways of image segmentation by CNN, it does have 

some uncertainties which nobody likes to tackle. Guotai Wang et al. [20] have analyzed these 

different kinds of uncertainties for CNN based 2D and 3D image segmentation. Additionally, they 

have analyzed a test time augmentation-based uncertainty to analyze the effect of different kind of 

image transformations on segmentation outputs. They have proposed a test- time augmentation based 

uncertainties in order to monitor the effect various transformations on the input images. Their task 

consists of image and noise transformations. Then they compared and combined the proposed 
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aleatoric uncertainty with uncertainty of the model. They concluded that test time augmentation 

based aleatoric uncertainty provides better results than any other kind of uncertainty calculation 

method. 

Nowadays, UAV are most useful in monitoring of ocean areas rather than radars or satellites. 

As UAVs provides high resolution real-time images and this is not possible with other two sources. 

Wang, S. et. al. [21] have developed a technique to finding the Ulva prolifera regions around oceans 

by extraction of UAV images and applying image segmentation using CNN [21]. Here first of all 

raw images are processed with super-pixel algorithm to get the local multi-scale patches. Then CNN 

classification is applied on those patches. By combining super pixel algorithm segmentation and 

CNN classification they have produced much better results as compared to pixel level segmentation 

or instance aware segmentations. First of all, a reflection of light is removed as a pre-processing step 

to process raw UAV images. Then we choose super pixels elements extracted via energy driven 

sampling.  It iteratively refines the super-pixels by updating their boundaries.  Here energy function 

is defined as the sum of parts H(s) and G(s) [21]. “E(s) = H(s) + y G(s)” Where, H(s) is based on the 

likelihood of the color of super pixels. G(s) = is a prior of the shape of the super pixel. In the end 

they have compared different numbers of super pixels to evaluate and improve the accuracy and 

efficiency of the model. 

Hao Wu et al. [22] have categorized the images into different categories according to the list 

of categories given with the input set. On giving a set of images and a set of categories the model 

will assign a category to each image from the list of available categories. The approach is to 

represent an image by its semantic segmentation map, which is a mapping from each pixel to one of 

pre-defined sets of labels. This approach not only identifies the objects contained in the scene but 

also identifies shape, location and size of the objects. They have first extracted the images based on 

suggestions given then created a feature vector for image by encoding the images according to that. 

Then image vector classification is done. Feature extraction may be of 3 type i.e. high level, mid 

level and low level feature extractions techniques are available. Attributes or features such as color, 

texture. Mid-level features may include extracting the shape and spatial relations without actual 

knowing the semantics of the shapes. It just compares various shapes available in an image with 

already labeled images and tries to find the similarities [22]. Then they have worked on the high-
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level image features, on which image segmentation technique mainly focuses. They primarily 

include mapping of image representation to a meaning. 

Florent Marie et al. [26] have segmented the images of kidneys and nephron blastemal with 

the help of case based reasoning and CNN architecture. They have introduced two methods to 

achieve the required task. First one is CBR i.e. case based reasoning method for determining a region 

growth in process of image segmentation. And the second one is the method to perform image 

segmentation on a small dataset. Input images taken were are CT scans of kidneys of children having 

tumors in them. The result accuracy obtained is between 88 to 90% overall. The CBR system that 

they have used comes from CT-scan and it searches for the closest image that has already been 

segmented in the base case. This technique helps in saving a lot of time and computations. In 

designing the CNN model the major problem arises is the need of a large training dataset. This 

however is not the problem in this case as here each tumor is unique and there is only a limited 

number of tumor segmentations available from the previous tests. Thus, they have developed a 

method to establish a dedicated deep neural network for each patient that will carry the task of tumor 

segmentations automatically without the need of human intervention 

 Feng-ping An et al. [23] have proposed a computational model of feedback 

mechanism in Deep Convolutional Neural Network. They have developed two algorithms for this 

task, i.e. first is for learning and extracting the deep features of the image in order to construct 

feedback mechanisms for the CNNs. Secondly they have in order to segment the medical images 

they have used the model to classify the pixel block samples. As we know, medical image 

segmentation has received lot of attention from researchers and clinicians. Although there are 

already lot of medical image segmentation methods available but they focused machine learning 

method of image segmentation primarily. As there were already many types of semantic image 

segmentation available like region based, threshold based, and deformation model based or graph 

theory based but none of these methods proved to as efficiently accurate as deep machine learning 

method of segmentation. They have also solved feedback optimization problem with the help of 

greedy technique. They have proposed an optimization method which is used to update the feedback 

neuron state of each layer [23]. They have done this without the need of changing contribution 

coefficients. A bottom up method is used to optimize the objective function. 
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2.3 Our work 

Here, in this work we have compared various image segmentation techniques and after researching 

various techniques we have found the CNN is one the most powerful tool in image segmentation 

techniques. Then we have applied CNN to the plants datasets to identify the diseases that might 

present in them. There are already various techniques to identify diseases in plants but either they are 

not automatic or they have very little accuracy in them. So, in order to provide good quality and 

accurate results we have developed a methodology that provides high accuracy as well as real time 

results which, helps in early detection of plant disease that can be cured within the time. We have 

developed a CNN based machine learning model which can segment an image into various parts and 

this helps also in reducing the number of tasks required for identification of diseases in plants.            
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CHAPTER 3 

IMPLEMENTATION 

3.1 Problem Statement 

Here, we are trying to detect those plants which are suffered from some plant tissue disease by 

looking at their image samples taken from different angles. The main purpose of doing this task is to 

minimize the loss occurred due to disease affected plants which ultimately results in growth of crop 

production. For solving this problem, we are using the image segmentation technique with the help 

of CNN deep neural network architecture.  

3.2 Dataset 

The data has been collected from crowdAI from the Plant Village Disease Classification Challenge. 

It has been downloaded the dataset suing the link and command. The dataset consists of leaves of 

various categories of diseases found in plants. In this dataset each category consists of around 1000 

images of same kind plant diseases. There are total of 15 kinds of diseases which are used to 

categorize input images. The data structure format is shown in the figure 3.1. 

 

Figure 3.1 Input Dataset Structure 
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3.3 Sample input image dataset 

The images which are collected in the dataset are all of different kinds of plants. Images having 

leaves of same kind of diseases are categorized into one folder. Later when model is training if any 

new input data comes having same features as of these data images, then that image will also get 

included in the existing database. And model gets smarter by the new features of the input image 

which may useful to categorize future input data. Some of the sample input image data is shown in 

the figure 3.2. 

 

Figure 3.2- Example input image from the Dataset 

3.4 Tools used 

As we know, developing any project or thing in common requires some tools to be used. Here while 

working on this project we too needed some tools to be able to carry our work out forward. Tools 

which were used during the development of this project are given below. 

3.4.1 Jupyter Notebook as an IDE 

To be to work on machine learning project using python, it becomes easier to write code if you use 

an IDE. So, In order to carry out this work the code is written in python using Jupyter Notebook. 

Jupyter provides a good interactive development platform where viewing output and results become 

much easier and enhanced. 
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3.4.2 Keras python library 

Keras is a python library which has functions needed to implement deep neural networks and other 

visualization of results techniques. We can use already created deep neural networks model and can 

train them using our dataset. By doing this we can be assured that our model has the efficient 

execution time and will be trained efficiently. 

3.5 Technology used 

There are various technologies available nowadays for doing any single task. But to choose the most 

optimal and suitable technique according to our need becomes the crucial task. Here, we are using 

machine learning deep neural network method in order to do image segmentation. Although, there 

are many other image segmentation methods available, but after deep analysis we have found that 

CNN is the most suitable method to do the image segmentation. 

3.5.1 Machine Learning using CNN 

We have used CNN in order to implement the solution for this problem, i.e. plant disease detection 

using image segmentation. This technology is becoming very famous in the field of machine 

learning. So, with the advancement in technology our approach is going to be matching the industry 

standards available. 

3.5.2 Image segmentation  

Image segmentation is the task of allocating each pixel of image to a class label. It is much different 

than mere identifying the object or recognizing them. It is to solve the problem that where exactly is 

that object present in the image. So, this task plays a very crucial role in identifying the diseases in 

the plant leaves, by which we can identify where in the image does the part of leaf is infected. 

3.6 Steps of Implementation 

Here, in this section we have discussed all the steps required to implement the project. 

3.6.1 Importing Libraries 

Here, we imported all the python libraries which will be required in developing the project. 
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Here, numpy library is used perform array operations on image pixel array. Keras libraray has almost 

all the features required to implement the deep convolutional neural network. Skllearn libraray is 

used to preprocessing on the input data. Preprocessing is also as important as training the model 

because without proper preprocessing the model may learn the input incorrectly and may start 

producing improper results. Thus, in order to get corret and accurate results pre processing needs to 

be done.  
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3.6.2 Loading Image Dataset 

Here in this section we are loading the image dataset into the memory in order to feed in to the 

model for training. The data will stay in main memory till the training has been completed. Once the 

model has been trained then we can release the memory resources containing this dataset. This might 

take some time to process. The code shown below is taking 200 images from each folder to train the 

model. Then the images are being converted into array. 
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3.6.3 Converting image to array 

Here, images are converted into numerical arrays for the sake of calculations in the model. As the 

CNN mathematical model only understands numerical values. So, It will update its weights 

according to image pixel values obtained in the image array. 

 

3.6.4 Converting Image labels into Binary levels 

Image labels are converted into binary levels for the purpose that the model can be able to identify 

each label easily and fast. So binary representation for each label has been encoded and assigned to 

the label class. This also makes labeling the image less time consuming and easy to interpret. 
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3.6.5 Splitting of Input 

While designing a machine learning model it is always necessary to spit the input into train, test and 

validations sets. In order to train, test and validate the input data. Therefore, input is split into test 

and training sets, where the test set is taken as 20% of data and the train set is taken as 80% of the 

data. 

 

Here, augmented input array is created after splitting the data into test, train and validation sets. 

Augmented array is created by translating the input images by rotating or flipping the images 

randomly. This helps model to learn the images with the need for them to align perfectly. The 

model can read and classify rotated or flipped images after that as well. 
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3.6.6 Model Building 

In this step the model is being built, the layers of the model are defines. And the final model 

consists of a repeated pairs of convolution, pooling and ReLu layers. Here, in this model there 

are 5 convolution layers, 6 ReLu or Activation layers and 3 max pooling layers. 

 

 

3.6.7 Model compiling 

Here, in this set the defined model is compiled as a one using „model.fit.generator‟. The model 

starts to build after this statement which takes some time to completely train and build. 
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„opt‟ variable is used to store configuration for the model according to the training will be done. 

It contains number of epochs the model will do to train itself.  

 

 

3.6.8 Plotting the Graph 

Here, in this step after building the model the results are plotted on to the graph. Here first of all 

training and validation accuracies are calculated after each epoc. And the growth in accuracy is 

plotted according showing the improvement in model training with time.  
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3.7 Graph plot results 

Graph is plotted in order to visualize the performance of the model better. Here graphs for analyzing 

the accuracy and training loss is visualized with respect to the increase in number of epochs with 

time. 

3.7.1 Accuracy Graph Plot 

This graph represents the change in model‟s prediction accuracy using test set and validation set with 

the increase in number of epochs done while training the model.  

 

Figure 3.2 Training vs. Validation Accuracy vs. No. of Epochs Graph 

Here, we can see how training and validation accuracy is increasing with the increase in number 

of epochs. With each epochs there is a small improvement happening in the accuracy. 
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3.7.2  Loss Graph Plot 

This graph represents the change in the value of training loss using test set and validation set data 

with the increase in number of epochs. 

 

Figure 3.3 Training and validation Loss vs. Number of Epochs 

Here, we can see how the validation loss and training loss reaches to zero with the increase in the 

value of number of epochs. 
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3.8 Calculating Model’s Accuracy 

The model accuracy is calculated with the help of validation and test data and the model is saved for 

use again in future. The test set accuracy after the 25 epochs comes to be 96.77 %. 
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CHAPTER 4 

RESULTS AND ANALYSIS 

4.1   Comparison 

Here, we are comparing various methodologies that can be used for image segmentation. By 

comparing we found that for the task where image sizes are small and there separate objects 

available, that is there is no overlapping between objects then region based segmentation is suitable. 

And for the cases where edges are clearly visible despite of having overlapping of objects there we 

may use edge based segmentation. And where there are many objects spread across the region there 

using cluster based segmentation would be efficient. And if we want most accurate results in 

segmenting the objects then we use CNN based segmentation.    

Advantages 

Region Based Edge Based Cluster Based CNN Based 

Simple calculations. Good for images 

having better 

contrast between 

objects. 

Works really well on 

small datasets and 

generates excellent 

clusters. 

Provides highly 

accurate results.  

Fast operation speed. 
   

Disadvantages 

Region Based Edge Based Cluster Based CNN Based 

If there is no significant grayscale 

difference or an overlap of the gray 

scale pixel values, it becomes difficult 

to get accurate segments. 

Not suitable when 

there are too many 

edges in the image. 

Computation time is too 

large and expensive. 

Takes comparably 

longer time to train 

the model. 

 

TABLE 4-1   Comparison and Analysis of different Image Segmentation Techniques 

 

4.2   Flow of action 

„Flow of work‟ starts with getting know about all the image segmentation techniques available. After 

a detailed survey review of the existing methods have been done to decide the method to follow in 

order to achieve desired results. Then it comes to deciding the problem to solve with the existing 
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latest technology. After that we collect the required data set needed to visualize the solution to the 

given problem. Then it comes the turn to develop the model by writing some efficient code and 

tweaking its parameters to reach a final model that can provide best results out of all.  

4.3   Result and Accuracy 

In this work, we get really good results with high accuracy. As the requirement of the problem was 

to predict whether a plant shows symptoms of any diseases, this makes our task very crucial and 

difficult as we don‟t have any prior knowledge of environmental conditions where those plants are 

growing. So, we can‟t take any kind of assumptions for any data. All analysis is to be done on the 

image virtual data. And as we know processing images for such complex task is itself a very big task 

to achieve. Our model does a very good job in solving the problem effectively. The accuracy 

provided by our model on given input set is around 96%. It may be possible that the model doesn‟t 

provide such good accuracy with further data sets taken randomly from around the world. Also, we 

know that in any work there is always space for a change or improvement.  So here also there might 

be possibility that this model may not produce those much accurate results on some unknown 

dataset. But with proper sampled training we can make it learn any new dataset prior to use it for 

classification purpose. 
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CHAPTER 5 

CONCLUSION & FUTURE SCOPE 

 5.1 Conclusion 

In this work we have compared various image segmentation techniques and after researching various 

techniques we have found that the CNN is one the most powerful tool in image segmentation 

techniques. Detailed analysis of CNN is also done here explaining different layers and workings of 

each layer. We have explained all the possible advantages and fields where CNN can be used in our 

daily life. As we know CNN technology is at a boost of implementation nowadays in making the 

human life more and more convenient and less manual. Yet there is still a lot of work to be done in 

the making those automatic monitoring systems more accurate and reliable. There is a need to 

improve the accuracy of such systems to an extent that they can be relied upon to do crucial tasks 

such as monitoring unidentified activities in restricted areas such as country borders or ministerial 

offices, where a slightest inaccuracy may prove to be disastrous. Some work also needs to be done in 

the field of making various implemented model to combine as a one such that they can be fed to a 

robot by which it can act and do the tasks more intelligently and accurately In this work we have 

compared various image segmentation techniques and after researching various techniques we have 

found that the CNN is one the most powerful tool in image segmentation techniques. Detailed 

analysis of CNN is also done here explaining different layers and workings of each layer. We have 

explained all the possible advantages and fields where CNN can be used in our daily life. As we 

know CNN technology is at a boost of implementation nowadays in making the human life more and 

more convenient and less manual. Yet there is still a lot of work to be done in the making those 

automatic monitoring systems more accurate and reliable. There is a need to improve the accuracy of 

such systems to an extent that they can be relied upon to do crucial tasks such as monitoring 

unidentified activities in restricted areas such as country borders or ministerial offices, where the 

slightest inaccuracy may prove to be disastrous. Some work also needs to be done in the field of 

making various implemented model to combine as one such that they can be fed to a robot by which 

it can act and do the tasks more intelligently and accurately.  
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5.2 Future Scope 

There is always room for improvement, innovation or change of existing technique  in any research 

field. So, despite availability of so much quality research work in this field yet there is still a lot of 

work to be done in the making of those automatic monitoring systems more accurate and reliable. 

There is work needed to be done in handling the uncertainties where images are of bad quality or the 

boundary pixels of the segmented objects are overlapping.  There is a need to improve the accuracy 

of such systems to an extent that they can be relied upon to do crucial tasks such as monitoring 

unidentified activities in restricted areas such as country borders or ministerial offices, where the 

slightest inaccuracy may prove to be disastrous. Some work also needs to be done in the field of 

making various implemented model to combine as one such that they can be fed to a robot by which 

it can act and do the tasks more intelligently and accurately.   
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