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ABSTRACT 

Power sector is one of the important infrastructures of a country, which is the prime mover 

of the overall economic development. The all India demand for electricity is increasing 

continuously across all segments of the economy such as agriculture, industry, commercial 

sector, domestic sector etc. Thermal power is the prime resource to meet the demand. Coal 

power generation increased 3% in 2018 (similar to the 2017 increase), and for the first 

time crossed the 10000 TWh. mark. Coal remains firmly in place as the largest source of 

power of overall generation. To meet the demand of all sectors, generation of electrical 

power is essential. Economic Load Dispatch problem is an optimization problem which 

minimizes the total fuel cost of all committed plants while meeting the demand and losses.  

Real life problems may be nonlinear, non-differentiable and discontinuous. These cannot 

be solved using classical optimization techniques. Classical techniques have the tendency 

of settling down at local minima instead of the global best solutions. Therefore, intelligent 

techniques are being used to solve real life problems. But their computational efficiency 

is very slow and suffer from poor convergence. To overcome the limitation of Intelligent 

techniques, some improvements /modifications need to be carried out.   

The optimal power system operation is achieved when various objectives of power 

systems: cost of generation, system transmission losses, environmental emission etc. 

simultaneously achieve their minimum value. But these objectives may be conflicting in 

nature and cannot be handled by conventional single objective optimization techniques. 

Single objective optimization techniques give the best value of objective under 

consideration whereas the values of other objectives may not be acceptable at all. 

Therefore, Multiobjective approach has been used to solve such problems.  
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In this research work, economic load dispatch (ELD) and multiobjective economic load 

dispatch (MELD) problem have been solved using intelligent techniques i.e. genetic 

algorithm (GA) and basic particle swarm optimization (BPSO). Using improvement and 

many modifications in basic particle swarm optimization (BPSO) new improved / 

modified algorithms i.e. initial selection based particle swarm optimization (IPSO IS), 

adaptive social acceleration constant based particle swarm optimization (ASACPSO) and 

feasibility oriented particle swarm optimization (FOPSO) have been developed, which 

have resulted in significant reduction in computational effort. Also, the Pareto – Front for 

MELD problem has been achieved in a single run (rather in a partial run) using FOPSO 

for IEEE 5, 14 and 30 bus systems considering cost of generation, system transmission 

losses and environmental emission. MELD problem for IEEE 5, 14 and 30 bus systems, 

considering cost of generation, system transmission losses and environmental emission is 

formulated using weighting method and Noninferior set has been generated by basic 

particle swarm optimization (BPSO). MELD problem for IEEE 5, 14 and 30 bus systems, 

considering cost of generation, system transmission losses is also formulated using 

constraint method and Noninferior set has been generated by genetic algorithm. In this 

research work a sincere effort has been made to improve the computational efficiency of 

intelligent techniques in general and to solve ELD and MELD problem in particular. 

Many improvements and modifications have been carried out in BPSO, which have 

resulted in significant reduction of computational effort.  
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CHAPTER 1 
INTRODUCTION 

1.1    OVERVIEW 

Development of infrastructure is always a priority of any country for overall development 

of the country. Power sector is one of the important infrastructures of a country, which is 

the prime mover of overall economic development. With all round development and 

efforts of the government to supply electricity to each and every corner of the country the 

all India demand for electricity is also picking up continuously across all segments of the 

economy such as agriculture, industry, commercial sector, domestic sector etc. To meet 

the demand of all sectors, generation of electrical power is essential. Thermal power is 

the prime resource to meet the demand.  

Cost of generation: Minimizing cost of generation of power is one of the most important 

objective because if cost of generation increases the power will be supplied to ultimate 

consumer at higher price. Cost of power is significant input cost of any product and if 

cost of power increases, the cost of every product or service gets increased. As an 

objective of multiobjective economic load dispatch (MELD) problem besides achieving 

other objectives the cost of generation of power is sought to be minimized. In other words, 

power generation and transmission has to be in such manner as to minimize cost. 

System transmission losses: Power saved is power generated and power losses in 

transmission ultimately pushes up the cost of power transmitted to ultimate consumer 

besides waste of this significant resource. Transmission losses form 5-10% of total 

generation. As an objective of multiobjective economic load dispatch, (MELD) problem 
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besides achieving other objectives the transmission losses are sought to be minimized.  

Because reduction of system transmission losses will result in improvement of voltage 

profile and this in turn would result in reduction of cost of generation. In other words, 

power generation and transmission has to be in such manner to minimize system 

transmission losses. India has one of the highest levels of electricity transmission and 

distribution (T&D) losses in the world. T&D losses represent electricity that is generated 

but does not reach intended customers. India's T&D losses are almost 20% of generation, 

more than twice the world average and nearly three times as large as T&D losses in the 

United States.  

Environmental emission: The significance of control of pollution and environment 

emission is very important, especially in the case of thermal power generation. In the case 

of thermal power generation coal is the main fuel, which results in emission of pollutant 

gases and substances such as Sulphur oxides, Nitrogen oxides and Carbon dioxide into 

the atmosphere which is harmful for human as well as other life –forms. As an objective 

of multiobjective economic load dispatch, (MELD) problem besides achieving other 

objectives, the environmental emission is sought to be minimized. In other words, power 

generation and transmission has to be in such manner to minimize environmental 

emission.  

In this research work, three important objectives of power systems – cost of generation, 

system transmission losses and environmental emission have been considered for 

multiobjective economic load dispatch (MELD) of IEEE 5, 14 and 30 bus systems. 

 Single objective optimization techniques give optimal solution of a problem with respect 

to only one aspect i.e. they give the best value of the objective function under 
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consideration. However, the value of other objectives in such a solution may be such that 

these cannot be accepted. Hence, the results are of no use for utilities to facilitate decision-

making. This situation paves the way for multiobjective approach to problem solving 

because in practical situation there are a number of objectives to be optimized, some of 

them   may be conflicting. 

There are two limbs of multiobjective decision-making process: analysis and decision-

making [3]. Analysis of a problem gives information and details of the problem for 

making decisions. Multiobjective approaches pursue a different decision - making 

process. It needs clear consideration of the relative effects of the different objectives on 

the problem. These approaches to decision making highlight and emphasize the range of 

choices associated with a decision-making problem. The responsibility of assigning 

relative values to various objectives remains with the decision maker (power system 

operator). The significance of multiobjective approach can be understood from the fact 

that these provide sufficient information to facilitate decision-making process. 

 Multiobjective techniques are used to generate and evaluate more than one alternative. 

These techniques indicate to decision makers a range of choices beyond one optimal 

alternative identified by single objective techniques. A general rule for decision making 

which is assumed is that more information carefully presented is better than less 

information. The decision to accept or reject a single optimal alternative is an uninformed 

decision. Informed decision-making requires a knowledge of full range of possibilities 

provided by multiobjective analysis. Multiobjective analysis allows several 

noncommensurable effects to be treated without artificially combining them.  

In this research work, Intelligent Techniques - Genetic Algorithm (GA) [2,14]  and  Basic 
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Particle Swarm Optimization (PSO) [10,11] have been used to solve economic load 

dispatch (ELD) and multiobjective economic load dispatch (MELD) problems. Many 

modifications of basic particle swarm optimization (BPSO) i.e. initial selection based 

particle swarm optimization (IPSO IS), adaptive social acceleration constant based 

particle swarm optimization (ASACPSO) and feasibility oriented particle swarm 

optimization (FOPSO) have been suggested, which have resulted in significant reduction 

in computational effort. Also, the Pareto – Front for MELD problem has been achieved 

in a single run (rather in partial run) for IEEE 5, 14 and 30 bus systems considering cost 

of generation, system transmission losses and environmental emission.  

In this research work a sincere effort has been made to improve the computational 

efficiency of intelligent techniques in general and to solve ELD and MELD problem in 

particular. Many improvements and modifications have been carried out in BPSO, which 

have resulted in significant reduction of computational effort. There are various ways of 

measuring the time consumed in running a computer programme. First, the easiest and 

obvious method is to consider the time given by the computer. This method includes the 

time taken for input and output statements along with the time taken for computation. For 

this reason, it is not a correct measure of computational effort. Further, the time given by 

the computer for execution of the programme depends on technology. We know 

technology is changing fast.  Computers are becoming faster and faster day by day. So, 

the computational time given by a computer for running a particular programme at a 

particular instant of time cannot be compared with time taken by another computer after 

some time. Second, in case of iterative techniques, the number of iterations have been 

taken as measure of computational effort by many researchers. This also cannot reflect 

true computational time because the time taken for each iteration is not same. In the 
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techniques study in this research work involves calculation of the value of objective 

function to be optimized. It is done several times before the optimal solution is obtained. 

This has been considered as the measure of computational effort. It is represented by 

“Kount”. This represents the  number  of  time  a function has been evaluated during the  

optimization process. So new parameter “Kount” has been designed to measure the 

computational effort.  

1.2  THE GOALS OF THE PROPOSED RESEARCH WORK 

Following are specific goals of the research work presented in this thesis:  

1. To improve the performance of existing meta-heuristic algorithms for the economic 

load dispatch problem considering single as well as multi-objective criterion. 

2. To develop improved algorithms for maximum exploitation and exploration of the 

solution search space to ensure global solution. 

3. Validation of modified / improved algorithms using several standard mathematical 

benchmark functions. 

4. Implementation of modified / improved algorithms for ELD of IEEE 5 bus,14 bus 

and 30 bus systems. 

5. Identification of objectives of Multiobjective Economic Load Dispatch problem.  

6. Formulation of   Multiobjective Economic Load Dispatch (MELD) Problem and 

creation / production / identification of Pareto-Optimal Front / Noninferior set.                                                                                                                                                                             

7. Implementation of Intelligent Techniques, improved and modified Intelligent 

Techniques to Multiobjective Economic Load   Dispatch (MELD) of IEEE 5bus,14 

bus and 30 bus systems. 
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8.  Achievement of Target Point / The Best Compromise Solution. 

1.3 METHDOLOGY 

The proposed research work has been carried out in these lines  

(1) Identification of objectives  

There are various important objectives of power systems: cost of generation, system 

transmission losses, environmental emissions, voltage stability, reliability etc. some of 

these may be conflicting in nature. In this research work, three important objectives of 

power systems have been considered-cost of generation (FC), system transmission losses 

(FL) and environmental emissions (FE). 

(2) Formulation of   Multiobjective Economic Load Dispatch (MELD) Problem and 

creation / production / identification of Pareto-Optimal Front / Noninferior set  

   

Generating techniques emphasize the development of information about a multiobjective 

problem that is presented to a decision maker that allows the range of choices and 

tradeoffs among objective to be well understood. In the present research work, weighting 

method, ε constraint method and Minimum Distance method have been used to formulate 

MELD problem and for creation/production/identification of Noninferior set /Pareto 

Optimal Front. 

(3) Development of Improved and Modified Intelligent Techniques 

 

Intelligent techniques are inherently computationally slower than conventional 

techniques; however, these techniques have other advantages. The conventional 

optimization techniques are unable to globally optimize a system effectively. They are 
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generally single path search algorithms, starting from an initial condition and improving 

the control variables in every iteration. These techniques are trapped in a local optimum. 

Intelligent techniques have the capacity to deal with highly nonlinear optimization 

problem. 

In this research work, a sincere effort has been made to improve the computational 

efficiency of intelligent techniques in general and for ELD and MELD problem in 

particular. Many improvements and modifications have been carried out in Basic Particle 

Swarm Optimization (BPSO), which have resulted in significant reduction of 

computational effort.  

As already mentioned, new parameter Kount has been designed to measure the 

computational effort. Improved PSO is based on initial selection of particles and is named 

as (IPSO IS) has been developed to reduce computational effort. Some modifications have 

been carried out in BPSO leading to the development of two modified algorithms- 

Adaptive Social Acceleration Constant based Algorithm (ASACPSO) and Split Phase 

Economic Load Dispatch Algorithm (SPELDA). 

A new algorithm Feasibility Oriented Minimum Distance Based Particle Swarm 

Optimization (FOPSO) has also been developed for MELD problem. This algorithm 

enables us to achieve Pareto Optimal Front in less than single run i.e. in a partial run for 

IEEE 5,14 and 30 bus systems.  

(4) Implementation of Intelligent Techniques to Economic Load Dispatch (ELD) 

Intelligent techniques have been implemented to solve ELD problem. The improved and 

modified intelligent techniques: ISPSO IS, ASACPSO, SPELDA have been successfully 
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implemented on ELD problem of   IEEE 5, 14 and 30 bus systems. 

(5) Implementation of Intelligent Techniques to Multiobjective Economic Load 

Dispatch (MELD) problem 

 

MELD problem has been formulated using weighting method and Ɛ - constraint method.  

Pareto-Optimal Front has been obtained by Basic Particle Swarm Optimization (BPSO) 

and Genetic Algorithm (GA). In this case, the MELD problem has to be executed many 

times to generate the Pareto-Optimal Front / Noninferior set. A modified algorithm 

FOPSO has been designed to obtain the Pareto – Optimal Front in less than a single run. 

Three important objectives of power systems – cost of generation, system transmission 

losses and environmental emission have been considered for multiobjective economic 

load dispatch (MELD) of IEEE 5, 14 and 30 bus systems. 

(6) Achievements of Target Point / The Best Compromise Solution 

The Target point / the best compromise solution has been identified from the Pareto - 

Optimal Front / Noninferior set using different methods: Maximization of minimum 

relative attainment, Fuzzy Logic system and Minimum distance method. 

1.4 ORGANIZATION OF THESIS 

The thesis has been organized in eight chapters. 

Chapter-1: This chapter presents the overview, research goals, methodology and 

organization of thesis work. 

Chapter-2: This chapter describes a literature survey on intelligent techniques and their 

applications in Economic Load dispatch and Multiobjective Economic Load Dispatch 

problem.  
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Chapter-3: This chapter deals with   the Genetic Algorithms and its implementation to 

benchmark function. The effect of bit size on convergence of the function is presented. 

The application of Basic Particle Swarm Optimization (BPSO) to benchmark functions 

has also been studied. 

Chapter-4: This chapter addresses the design and development of two improved / 

modified Basic Particle Swarm Optimization (BPSO) algorithms. These are Improved 

PSO (IPSO IS) based on initial selection of particles and Adaptive Social Acceleration 

Constant based PSO (ASACPSO) algorithm. These two algorithms have been 

implemented on benchmark functions and ELD problem for IEEE 5, 14 and 30 bus 

systems. In addition, the comparison of results of these improved algorithms with BPSO 

for all the systems is presented.  

Chapter-5: Chapter 5 presents Split Phase Economic Load Dispatch algorithm 

(SPELDA) and its implementation to Economic Load dispatch of IEEE 5, 14 and 30 bus 

systems. The results of SPELDA have been compared with BPSO and Lambda iteration 

method.  

Chapter-6: This chapter introduces the formulation of Multiobjective Economic Load 

Dispatch (MELD) problem using weighting method considering three objectives – cost 

of generation, system transmission losses and environmental emission. The Pareto-

Optimal Front has been generated using BPSO for IEEE 5, 14 and 30 bus systems. 

The Multiobjective Economic Load Dispatch (MELD) problem has also been formulated 

using constraint method considering two objectives - cost of generation and system 

transmission losses. The Pareto - optimal Front has been generated for IEEE 5, 14 and 30 
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bus systems using GA. Target point of MELD problem has been identified using 

Maximization of Minimum Relative Attainment and Fuzzy Logic System. 

Chapter-7: In this chapter, a new proposed algorithm called as Feasibility Oriented 

Minimum Distance Based Particle Swarm Optimization (FOPSO) to solve Multiobjective 

Economic Load Dispatch problem considering two objectives and three objectives of 

power system simultaneously has been presented.  The implementation of algorithm on 

IEEE 5, 14 and 30 bus system to generate Pareto-Optimal front in less than single run 

(Partial run) has been discussed. 

Chapter- 8: Chapter 8 provides conclusions drawn from various improved and modified 

intelligent techniques applied to solve the Economic Load Dispatch (ELD) and 

Multiobjective Economic Load Dispatch problem (MELD) problem. Some suggestions 

are also presented for further work in the areas covered in this thesis. 
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CHAPTER 2 
LITERATURE SURVEY 

 
2.1     INTRODUCTION 

 

To meet the demand of all sectors, generation of electrical power is essential. Economic 

Load Dispatch problem is an optimization problem [93] which minimizes the total fuel 

cost of all committed plants while meeting the demand and losses. Real life problems 

may be nonlinear, non-differentiable and discontinuous. These cannot be solved using 

classical optimization techniques [143, 145]. Classical techniques have the tendency of 

settling down at local minima instead of the global best solutions. The optimal power 

system operation is achieved when various objectives of power systems: cost of 

generation, system transmission losses, environmental emission etc. simultaneously 

achieve their minimum value. But these objectives may be conflicting in nature and 

cannot be handled by conventional single objective optimization techniques. Single 

objective optimization techniques give the best value of objective under consideration 

whereas the values of other objectives may not be acceptable at all. Therefore, 

multiobjective approach [1, 15, 17, 18, 21, 29] has been used to solve such problems. 

Literature survey has been carried out on intelligent techniques, particularly on Genetic 

Algorithm, Particle Swarm Optimization and their application to solve Economic Load 

Dispatch (ELD) and Multiobjective Economic Load Dispatch (MELD) problem. 

2.2 ELD USING CONVENTIONAL TECHNIQUES  

The conventional techniques to solve ELD problem are Simplex linear programming [12], 

Steepest descent gradient [150], Lambda iteration method, Modified lambda iteration 

method [129], Merit order reduced gradient, Newton - Raphson method [32], Interior 
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point method, base point and participation factor method, integer programming etc. 

However, these methods require the incremental cost curves to be monotonically 

increasing or piece-wise linear. The input/output characteristics of modern units are 

inherently highly nonlinear due to valve-point effect, ramp rate limits etc. Consideration 

of highly nonlinear characteristics of the units requires highly robust algorithms to avoid 

getting stuck at local optima [5, 30, 92, 93, 130].  

2.3 ELD / MELD USING INTELLIGENT TECHNIQUES 

Stochastic search algorithms like Genetic Algorithm (GA) [9, 22, 24, 31, 43], 

Evolutionary strategy (ES) [13, 44], Evolutionary programming (EP) [20, 23, 33], Pattern 

search [58], Differential evolution [59, 148, 189], Aartificial bee colony [88, 139, 163], 

Harmony search [78,100,107,164,180], Biogeography based optimization [89,108,109, 

138, 146], Teaching learning-based optimization [147], Cuckoo search [151], Aunt 

colony optimization [60], Bacterial foraging [149,174], Genetic-fuzzy [45, 167, 177, 187] 

Firefly algorithm [110, 114, 142, 152],  Jaya optimization algorithm [159], etc. have been 

used to solve the ELD / MELD problem. Saoussen Brini et al. [77] suggested solution of 

economic environmental dispatching (EED) of hybrid power system including wind and 

solar thermal energies, using Strength Pareto evolutionary algorithm (SPEA).   

In [168] ELD problem for dual objectives has been solved by Flower pollination 

algorithm (FPA). Results were compared with PSO, Personal best-oriented PSO (PPSO), 

Adaptive personal-best oriented PSO (APPSO), Modified particle swarm optimization 

(MPSO) and Adaptive real coded GA (ARCGA). Results shows that cost was minimum 

for FPA and highest for PSO. W.T. Elsayed et al. [165] suggested Modified social spider 

algorithm (MSSA) for solving ELD problem and observed that the algorithm overcome 
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the problem of premature convergence.  Opposition-based krill herd algorithms [173,179] 

use behavior of krill heard to find optimization with large population size. Adaptive 

cuckoo search algorithm has been implemented to solve ELD problem of ten-unit system 

with multiple fuel options and valve point loading effect in [166]. They compared the 

results with Genetic algorithm (GA), Improved Genetic Algorithm with Multiplier 

Updating (IGA-MU) and PSO. Floating search space [181], Grey wolf [162], Efficient 

cultural particle swarm optimization [99], Ameliorated grey wolf optimization [190], 

Improved stochastic fractal search algorithm [192], Hybrid intelligent algorithms 

(Particle swarm optimization (PSO) and Artificial fish swarm algorithm (AFSA)) [193], 

Deep learning [191] etc. have been used to solve ELD problem. 

 X. Yu et al. [189] proposed Ensemble multiobjective differential evolution algorithm 

(EMODE) to solve economic and emission dispatch problem. Results were found to 

be better than PSO, differential evolution (DE), recursive, improved recursive, Pareto 

differential evolution (PDE), Nondominated Sorting Genetic Algorithm-II (NSGA-II) 

and Strength Pareto Evolutionary Algorithm-2 (SPEA-2) and Many Objective 

Differential Evolution (MODE). This algorithm provides high quality solution. D. 

Poornima et al. [175] suggested A-loss coefficient method to calculate the 

transmission losses. A-loss coefficients were derived for any transmission line from 

the knowledge of load flow analysis at few operating conditions using perturbation 

method. A loss coefficients were used to solve MOELD problem for 6 generating   

units for 283.4 MW load using weighted sum approach and Strength Pareto Genetic 

Algorithms. Conventional methods Newton-Raphson method (NR method) and Genetic 

algorithms were also used to solve MOELD problem. Results were compared with these 

algorithms; it was found that Strength Pareto genetic algorithm gives better result. T. M. 
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Mohammadian et al. [182] suggested the new evolutionary PSO using the three 

operators Mutation, Crossover and Reproduction to enable the search process to skip 

local optimal points and enhance computational efficiency. Dynamic inertia weight, 

cognitive and social weight coefficients were included to improve the exploration 

and exploitation for smooth convergence. 

2.4. GENETIC ALGORITHM 

Holland [2] presented the genetic algorithm as an abstraction of biological evolution and 

gave a theoretical framework for adaptation under GA. K.F. Man et al. [14] presented the 

basic fundamental of GA. In GA size of population was varied according to problem. 

Crossover and mutation two main operators were required to generate new population for 

next generation. Probability of crossover rate was varied between 0.6 to 1. Probability of 

mutation rate less than 0.1 was required to give good performance. Setting of crossover 

rate and mutation rate was complex for nonlinear optimization problem. Global, 

Diffusion and Migration were types of parallel GA to enhance the computational speed. 

In Global GA total population worked as a single breeding mechanism. In migration GA, 

population was divided in subpopulation. Diffusion GA considered the population as a 

continuous structure. They also discuss some. advantages of GA. GA is used to solve 

constraint type problem simply by coding of chromosome. It can be used to solve 

multimodal, nondifferientable, noncontinuous problems. It can be easily interfaced to 

existing simulations and   models. To understand the working of GA knowledge of few 

mathematics was required. Some shortcoming of GA has also been discussed in this 

paper. Some objective functions may be difficult to optimize by GA. Such functions are 

called as GA-deceptive functions. There is no guarantee of obtaining the global optimal 

point using GA, although it has the tendency to do so. GA is not suited for analyses that 
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would provide guaranteed response time. It is unwise to apply GA directly to a real system   

without any simulation model. Following are the applications of GA: Parameter and 

system identification, Control systems engineering, Robotics, Pattern recognition, Speech 

recognition, Planning and scheduling, Engineering designs, Classifier system. GA can 

apply to various fields using integration with other Technologies-Neural network, Fuzzy 

logic systems. GA can be used to detect Brain tumor [183], Workshop scheduling [185], 

Parallel indexing the color and feature extraction of images [153], Software testing [76], 

Feature subset selection [154] etc. 

2.4.1     Economic Load Dispatch using Genetic Algorithm 

Results of GA in terms of accuracy was not effective for large variables. Larger string 

was not able to search better solutions. These drawbacks of GA were overcome by design 

of two phase GA (TGA) [9]. In two phase GA, approximate solutions were searched in 

first phase with shorter string. In second phase the better solution was searched in details 

around the approximate solution. The decimal coding of variables was compared with the 

binary coding. Simple GA and two phase GA were implemented on 20 units system to 

evaluate the optimal solution. The uniform crossover was used to generate new solutions. 

The crossover rate was   0.9. In GA mutation rate was 0.03, while in TGA it was 0.065 

for Phase 1 and 0.015 for Phase 2. In case of Two phase GA, if number of iteration 

becomes 50, then phase 1 moved to phase 2. Convergence characteristics and accuracy 

of Two phase GA were better than simple GA. GA and   Micro GA models have been 

suggested in [22] to solve ELD problem of  combined cycle and cogeneration power 

plants in the Thailand. The eastern region of   Electricity Generating Authority of Thailand 

(EGAT) system has 50 buses,55 lines and 15 generators with the installed capacity of 

5,206.6 MW. The fifteen generating units in the eastern region of EGAT system consists 
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of one steam turbine plants, eight combined cycle plants, two cogeneration plants and one 

hydro plant. The cogeneration plants were considered to perform in the same way as 

combined cycle plants. Three types of load: light load, day load and peak load had been 

considered. Open cycle operation of the gas turbine causes the cost characteristics of such 

plants to be, generally non smooth and continuously non-differentiable. GA was coded in 

binary form and length of string depended on accuracy required. Three types of GA 

operator’s reproduction, crossover and mutation (creep mutation and jump mutation) 

were applied to solve ELD problem. Probability of crossover was between 0.6 to 0.8 and 

probability of mutation was between 0.0001 to 0.1. Roulette wheel selection method was 

used to generate new population. For conventional GA and light load case creep mutation 

rate was 0.04 and jump mutation rate was 0.01 provided the best solution for ELD. In 

case of Micro GA, population size was varied and best result was found for population 

size 28. Results of both the GA models provide reduction in cost for three types of load. 

It was also observed that Micro GA was capable to give best results for small population 

size i.e. 27 to 30 in comparison to GA (population size 50). The Micro GA had distinct 

advantage of providing faster solution as compared to the conventional GA. 

H.Ling et al. [31] suggested an improved Genetic Algorithm for Economic Load Dispatch 

(ELD) with valve-point loading. In the conventional GA genetic operations - crossover 

and mutation were carried out in a random manner but in this paper crossover operation 

modified in the form of arithmetic crossover, heuristic crossover and simple crossover. 

Mutation was modified in the form of uniform and non-uniform mutation. With the 

proposed crossover operation, the probability of obtaining good off springs increased 

whereas search domain of the selected gene became smaller. Improved GA was used to 

solve economic load dispatch problem and the results showed that the proposed GA 
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performed more efficiently and had faster convergence rate. Younes Mimoun et al. [43] 

developed a combination of two genetic algorithms (GAGA), one to determine the values 

of the genetic operators and the other to optimize the cost function. Tournament selection 

has been used to select the strings for crossover. Single point crossover as a first operator 

was used to explore search space. Mutation as a second operator was used to prevent the 

premature stopping. Crossover rate between 60% to 100% and mutation rate 0.1% to 5% 

have been used in GA to solve Economic power dispatch (EPD) of 13 generators to meet 

the 2520 MW demand. Results of two genetic algorithms (GAGA) has been compared 

with GA1, GA2, GA3, GA4 and it is found GAGA converged to the global optimum in 

minimum cost 23681.313 $/hr. and time 33.897 sec. in comparison to GA i.e. Cost 

23693.211$/hr. and time 64.87 sec. The iteration required to converge the function 

reduced when adaptive probabilities for crossover rate and mutation rate were used for 

GA1, GA2, GA3 and GA4. 

 Lily Chopra et al. [111] suggested Refined Genetic algorithm to solve the economic load 

dispatch problem. In GA bit size 16 and population size 20, roulette wheel selection, one-

point crossover with 0.5 crossover probability and 0.01 mutation probability was used.  

In Refined Genetic Algorithm (RGA), computational speed was increased using Elitism 

for bit size 16 with population size 100 by decreasing the probability of crossover from 

0.7 to 0.6 exponentially, mutation rate was increased from 0.001 to 0.1 exponentially. 

Hong et al. [24] studied the effectiveness of GA for a system consisting of multiple co-

generators and multiple buyers in a deregulated market. They implemented it successfully 

on IEEE 30-bus system and IEEE 118-bus system. Sunny Orike et al. [140] proposed   a 

strategy that replaces the worst solutions of the new population with the best solutions of 

the current population. Genetic algorithm with this developed concept was called elitist 
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genetic algorithm (EGA). Constrained elitist genetic algorithm (CEGA) used the equality 

constraint and inequality constraint to solve Economic load dispatch problem of Nigerian 

power plant. The proposed approach was found to perform better   than  conventional and 

Micro genetic algorithm. Bishnu Sahu et al. [141] suggested the application of GA and 

Quadratic programming concept to solve ELD problem for IEEE 14 and 30 bus systems. 

They derived the transmission loss formulae in terms of generating power.   

2.4.2     Multiobjective economic load dispatch using genetic algorithm 

J. X. Xu et al. [16] presented application of GA to solve Multiobjective    Economic     and 

Environmental Emission Dispatch problem. The combination of economic and the 

environmental   objectives were represented by single objective equation as given below: 

                      F =   W * FC   + (1-W) * FE 

When W = 0 and W = 1, only environmental objective and economic objective have been 

considered respectively. By varying the value of W Pareto Front has been obtained. To 

evaluate the function three operators of GA, selection, one-point crossover and mutation 

have been used. Mutation is required to ensure that no point in the search space has a zero 

probability of being explored. The reproduction process iterates until no improvement on 

the solution can be obtained. 

 M.A. Abido [28] presented the comparative study of Multiobjective Evolutionary 

Algorithm (MOEA) for Environmental Economic Emission Dispatch (EED) problem. 

Niched Pareto genetic algorithm (NPGA), Non-dominated Sorting Genetic Algorithm 

(NSGA) and Strength Pareto Evolutionary Algorithm (SPEA) were applied to the 

standard IEEE 30 bus, 6 generator test system. Tournament selection was applied to 

individual in the current population was applied to SPEA.  



 

19  

M.A. Abido [25] presented a novel Multiobjective evolutionary algorithm (MOEA) for 

Environmental Economic Emission dispatch (EED) problem considering both equality 

and inequality constrains. A new Non-dominated sorting genetic algorithm (NSGA) was 

used which preserved the diversity of population and overcame the problem of premature 

convergence. Hierarchical clustering mechanism was used to reduce the Pareto-Optimal 

set to a desired number. Fuzzy set theory was used to extract the best solution. Real coded 

genetic algorithm with blend crossover and non-uniform mutation operator was 

implemented on IEEE 30 bus, 6 generator test systems. The results were compared with 

Linear programming (LP), Multiobjective stochastic search technique (MOSST). Novel 

NSGA was found to be the most efficient.  

Chao - Lung Chiang [40] proposed an integration of multiple fuel changes and valve point 

loading effects for solving power economic dispatch (PED) of third order cost function 

units for a load of 1400 MW using Improved genetic algorithm with multiplier updating 

(IGA-MU). IGA-MU was more effective than conventional GA-MU approach.  

Lahouari Abdelhakem Koridak et al. [62] presented bi- objective Economic and emission 

dispatch problem by Genetic algorithm with line flow constraints. The algorithm was 

applied to IEEE 30 bus system with 06 generating units and 41 transmission lines with 

four tap changing transformers. The total system load demand was 283.4 MW. Two 

objectives were optimized using a factor of hybridization (Hi). Tournament selection 

method, whole linear crossover and nonuniform mutation operator were used in GA. 

Elitist strategy was used to preserve the best possible solution. The proposed GA was 

found to be faster and more effective than the GA and Evolutionary programming (EP).  

M. A. Abido [47] presented Multiobjective evolutionary algorithm (MOEA) for 

Environmental Economic Emission dispatch (EED) problem. Three MOEA algorithms - 
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Non-Dominated Sorting Genetic Algorithm (NSGA), Niched Pareto Genetic Algorithm 

(NPGA) and Strength Pareto Evolutionary Algorithm (SPEA) have been applied to 

economic / environmental electric power dispatch problem of standard IEEE 30 bus, 6 

generator test system. A comparative study among the MOEA techniques has been carried 

out. In all the techniques (NSGA, NPGA, SPEA) Pareto optimal set was generated by 

implementing average linkage based hierarchical clustering algorithm and the best 

compromise solution has been selected by Fuzzy based mechanism.  

Y. S. Brar et al. [45] presented Multiobjective load dispatch problem of   5  generators,  

11 nodes power system set using Genetic fuzzy technique. They obtained real and reactive 

power transmission   line flows   by Generalized Z-bus Distribution Factor (GZBDF). 

Fuzzy based number of functional operating constraints such as equality and inequality 

constrains for real and reactive powers flows were included as penalties in the fitness 

functions, which guaranteed the optimal solutions. A fuzzy based penalty was imposed 

on any unsatisfaction of equality and inequality constraints. The proposed method was 

applied for economic emission power dispatch problem with and without security 

constraint and was observed to give accurate and feasible solutions with reasonable 

computational time.  

In [113,176], Noninferior set was obtained for IEEE 5, 14 and 30 bus systems considering 

two objectives, cost of generation and transmission losses and for three objectives, 

considering cost of generation, transmission losses and environmental pollution using 

GA. MELD problem was formulated by ε - constraint method. In both the papers 

Noninferior set was obtained for IEEE 5, 14 and 30 bus systems by executing multiple 

runs of optimization problem. R. Quiddir et al. [39] suggested Economic dispatch of 

Electrical power plant  of   Western   Algeria   using  Genetic  algorithm.  Parameters   of  
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GA i.e. population size = 10; Crossover probability = 0.85 and Mutation probability = 0.1 

has been used to solve EDP of 505 MW Plant for two cases. In first case transmission 

line losses calculated by Newton Raphson method i.e. 15.94 MW was constant, and in 

the second case transmission losses were considered as a linear function of real generated 

power. Results of both the cases were compared with Fletcher – Reeves and Fletcher 

methods. It was observed that economic cost obtained by GA was minimum in both the 

cases.  

C. L. Chiang [54] developed the IGAMU, which hybridize the Improved Genetic 

Algorithm (IGA) with the Multiplier updating (MU).  An Improved Genetic Algorithm 

(IGA), has two operators an improved evolutionary direction operator (IEDO) and a 

migrating operator, to reduces the effort required to explore the solutions, search and to 

maintain the diversity in small population   size. The    system      constraints    of     power 

economic load dispatch (PELD) problems were managed by introduction of Multiplier 

updating (MU) and it was able to avoid deforming the augmented Lagrange function. 

Proposed IGAMU had been implemented on real life problem of power economic load 

dispatch (PELD) of different sizes. A binomial mutual crossover was used for small 

population size to increase the local diversity of individuals. To implement the improved 

evolutionary direction operator (IEDO) three best solutions in each generation has been 

selected and then new solution becomes superior to the original best one and it reduces 

the blind search. A migration was included in the IGA to regenerate a newly diverse 

population, preventing individuals from gradually clustering and thus significantly 

increasing the amount of search space explored for a small population. The original 

objective function could be scaled to prevent ill-conditioning by updating penalty 

parameters and multipliers. The advantages of the proposed IGAMU are that the IGA 
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efficiently searches the optimal solution in the economic dispatch process and the MU 

effectively tackles system constraints. IGAMU has the following setting of parameters: 

iteration number of the IEDO operation 4; the population size 5. First case: 13-unit system 

considering valve-point loadings to meet load demand of 2520 MW, without transmission 

loss; the proposed IGAMU has been implemented on   this system   and  compared  with  

GA-MU and found more effective and efficient than the GA–MU. Case 2: 15 online units 

supplying a system demand of 2650 MW. Among these dispatching generators, units 2, 

5  and  6  have   three  prohibited  operation zones (POZs),  and  unit 12  has    two    POZs,  

forming 192 decision subspaces for this realistic system. This complex optimization 

problem contained one objective function with 15 variable parameters, one equality 

constraint, and four inequality constraints, since four units had the POZs. Results shows 

that the proposed IGAMU also has   the     lowest feasible cost of all methods tested. For 

case 2: Algorithm has been compared with deterministic crowding GA (DCGA), 

integrated artificial intelligence (ETQ), is a hybrid algorithm of thee algorithms:  

Evolutionary Programming (EP), Tabu search (TS) and Quadratic programming (QP), 

evolutionary strategy optimization ESO and GA-MU. Hence, for PELD problems of 

different size and complexity, the proposed IGAMU proved to be the best algorithm 

among those surveyed. The proposed algorithm combines the IGA and MU, it only adopts 

the IGA to solve the objective function and does not concern the penalty parameters or 

multipliers. The MU could manage system constraints by automatically updating the 

penalty parameters and multipliers Therefore, the proposed algorithm was easier to 

implement than fixed penalty- based optimizations. IGAMU had straightforward concept; 

easy implementation; better effectiveness than previous methods; better effectiveness and 

efficiency than the GA-MU; automatic adjustment of the randomly assigned penalty to 
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an appropriate value and the requirement for only a small population in realistic PELD 

problems.   

2.5 PARTICLE SWARM OPTIMIZATION 

James Kennedy and Russell Eberhart [10] developed Particle swarm optimization 

inspired by behavior of flock of birds and school of fishes and recommended the same 

for solving wide range of nonlinear functions. They suggested that Personal best (Pbest) 

and Global best (Gbest) function value used by PSO had analogy with crossover operation 

used by Genetic algorithm. Like other evolutionary computational models, it uses the 

concept of fitness. A set of agents (Particles) is used to evolve the function value. These 

agents (Particles) were used to explore the search space with changing velocity and 

positions to obtain the optimal solution. Russell Eberhart and James Kennedy [11] 

introduced new optimizer using Particle swarm theory. They tested and analyzed three 

versions of PSO. (i) ‘GBEST model’, which uses the information of group’s best value 

and (ii) two versions of ‘LBEST model’ one with a neighborhood of six and other with a 

neighborhood of two. All the models were tested on benchmark functions and it was also 

proposed that these models can be used for training of neural network and robot task 

learning. Yuhui Shi et al. [19] introduced a new parameter called inertia weight (IW) in 

Particle swarm optimization technique. Its effect on the performance of PSO was studied 

using a mathematical benchmark function- Schaffer’s f6 function. It was observed that 

when IW was in the range (0.9-1.2), the technique had a bigger chance of reaching to the 

global optimum in a lesser number of iterations. It was also observed that linearly 

decreasing IW improved the performance of PSO to a large extent. K.E. Parsopoulas et 

al. [26] published a review paper in which the authors have covered research papers up 

to 2002. In this paper ability of PSO in tackling multiobjective, minmax, integer 
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programming and l1 errors-in-variables problems as well as in noisy and continuously 

changing environments has been described. The authors also concluded that PSO gives 

promising results even when the size of the swarm is very small. Another survey paper 

was published by Keisuke et al. [73]. In this paper, they have covered papers up to 2008. 

In this paper, basically the progress of PSO, since its inception in 1995 is reviewed and 

modifications in the basic PSO for improving exploitation and exploration is also 

suggested. Many variants were investigated and proposed for further improvements. 

 C.A. Floudas et al. [74] presented an overview of research progress in global 

optimization during 1998-2008. The areas of twice continually differentiable non-linear 

optimization, mixed- integer non-linear optimization, optimization with differentiable 

algebraic models, semi-infinite programming, optimization with grey box / nonfactorable 

models and bi-level nonlinear optimization were covered. Boonserm et al. [41] also 

presented an investigation on PSO. N. K. Jain et al. [169] presented a review paper on 

PSO, which covered research papers from 1995 to 2016. 

Many variations of PSO have been proposed for the basic PSO: Comprehensive learning 

particle swarm optimizer (CLPSO) [46], Orthogonal learning particle swarm optimization 

(OLPSO) [101], self-learning particle swarm optimizer (SLPSO) [112], evolutionary 

game based particle swarm optimization (EGPSO) [55] and   particle filter based on 

organizational adjustment particle swarm optimization (OAPSO-PF) [136]. Improved 

particle swarm optimization has been suggested in [50,61,67, 80, 85, 94, 98, 124]. Ajith 

Abraham et al. [48] implemented PSO and ACO algorithms on some mathematical 

benchmark functions as Griewank function, Schwefel function, Quadratic function and 

also on real world applications as Travelling sales man problem and Data mining 

problem. They also analysed and discussed the results in detail. Ismael et al. [49] used 
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pattern search based algorithm for the global minimization of a function without the use 

of derivatives and conveyed to the stationary points starting from any arbitrary points. 

Zhiyu  you  et  al. [86]   proposed an   Adaptive weight  PSO  with   constriction   factor 

 (CF-AW-PSO) to overcome the problem of premature convergence. The value of inertia 

weight was set according to changes in the value of objective function. The algorithm 

was implemented on four standard benchmark functions and also compared with different 

types of optimization algorithms of PSO. The proposed algorithm showed better 

performance. A number of papers were published on applications of PSO: Quadratic 

assignment problem (QAP) [51], Location assignment problem [57], Weight optimization 

for evaluation [75], Equipment possession quantity [70], Mechanical optimization 

problem of single gear reduction [71], Flexible job shop scheduling problem [91], 

Medical imaging [102], Color quantization [87], Power quality and reliability 

improvement of distribution system [104], Artificial neural networks training with 

uncertain data [105], Discrete combinatorial optimization  problem  [106], Economic  

power  dispatch    problem    with     generator constraints [144], Optimum design of PID 

controller in AVR system [35], Reactive power compensation [127] etc. Saibal K. Pal 

et.al [114] compared Firefly algorithm with PSO for solving noisy non linear problems 

and reported firefly algorithm to be better than PSO for higher levels of noise. 

 J.J. Saiman et. al. [115] compared distributed generator sizing  using  three   types    of 

 PSO - Rank evolutionary PSO [REPSO] method, Evolutionary PSO [EPSO] and 

traditional PSO. REPSO was shown to be superior than PSO and EPSO for determining 

the optimum  size of distributed generation in  69 bus radial  distribution   system. They 

observed that implementation of EP in PSO allowed all the particles to move towards the 

 optimum value faster. 
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Bharat Bhushan and Pillai [142] compared PSO and firefly algorithm (FFA). Ten standard 

nonlinear functions were chosen. Elapsed time and mean value of the function were 

evaluated for PSO and FFA. PSO was found to be faster than FFA for most of the 

nonlinear functions. The mean value of function and elapsed time were also found to be 

much smaller for PSO. 

Many researchers suggested modifications in the original algorithm.W.B. Langdon et al. 

[36] suggested Kernel to provide the values for each particle of a swarm which guides the 

unit as a whole. They solved one- dimensional multi-model 3-peaks and Rastrigin 

function problem using kernel. M. S. Voss [37] suggested principal component PSO: 

PCPSO in which particles were made to fly in two separate   spaces   simultaneously, one   

in   traditional n-dimensional space and a rotated m-dimensional z- space where m ≤ n. 

PCPSO algorithm has been implemented on Greiewank function.  

Jaco F. Schutte et al. [38] studied the variants of PSO algorithms and applied to Dixan - 

Szego test set. The variations studied were: constant inertia weight, linear inertia 

reduction, limit on maximum velocity, constriction factor, dynamic inertia and maximum 

velocity reduction. They observed that constriction and dynamic inertia weight both 

affected reliability and found dynamic inertia reduction to be less sensitive than 

constriction factor. Wei-Bing Liu et al. [55] introduced Evolutionary game PSO (EGPSO) 

in which the behaviour of particles was modelled using replicator dynamics and multi - 

start technique. This technique overcame premature convergence and had better 

convergence property than traditional PSO.  Wei Zu et al. [56] proposed a new technique 

PSOED based on particle swarm equilibrium distribution in which a sub-optimum trap 

i.e. clustering of particles within a subarea of problem scope is avoided. This technique 

was applied to various benchmark functions and was found to be better than basic PSO 
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and GA. Serkan et al. [103] introduced multi-dimensional PSO (MD-PSO) where swarm 

particles can seek both positional and dimensional optima. They also proposed FGBF 

(Fractional global best function) technique to avoid premature convergence and applied 

to multi model dynamic environment, to track the global optima with minimum error. 

Yutaka et al. [64] proposed combinations of the particle swarm optimization and the 

simultaneous perturbation optimization method to optimize test functions to know 

convergence properties such as convergence rate or convergence speed. The proposed 

technique had good global search and effective local search capability. Md. Sakhawat 

Hossen et al. [72] also tried an adaptive Particle swarm optimization based on behavior 

of spider. They presented a comparison with traditional PSO and formed the suggested 

method to improve the performance. Chen-Chien et al. [63] experimented hybridization 

of PSO with Nelder - Mead simplex approach for multi-dimensional optimization 

problems. They reported the new algorithm increases the convergence rate and accuracy. 

Junqi Zhang et al. [65] proposed a new algorithm combining PSO with advanced and 

retreat strategy and clonal mechanism. They reported their algorithm to be 

computationally more efficient and more accurate. Zhi- Xiang - hou [66] developed an 

adaptive Particle swarm optimization algorithm and claimed this to be more effective and 

highly accurate. Yan Jiang et al. [50] proposed a population of points sampled randomly 

from the feasible space. Then the population is partitioned into several sub-swarms, each 

of which is made to evolve based on particle swarm optimization (PSO) algorithm. At 

periodic stages in the evolution, the entire population is shuffled, and then points are 

reassigned to sub-swarms to ensure information sharing. This method elevates the ability 

of exploration and exploitation. Simulations for three benchmark test functions show that 

IPSO possesses better ability to find the global optimum than that of the standard PSO 

algorithm. Rui Li et al. [79] proposed algorithm could expand the control point of the 
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searching area and optimize convergence speed. It sets swarm for each control point and 

then every swarm searches best point collaboratively through shared information, so it 

avoids the premature deficiency in traditional PSO algorithm. Xu Jun et al. [80] suggested 

three binary versions of PSO: Binary improved particle swarm optimization (BIPSO), 

Binary simulated annealing particle swarm optimization algorithm (BSAPSO), Binary 

cross particle swarm optimization algorithm (BCPSO). The results of all three algorithms 

were compared on the basis of convergence speed, global optimization capacity and the 

stability of algorithm. It was found that, the binary improved particle swarm algorithm, 

was better than the other three algorithms. Jun Tang et al. [81] formulated fine tuning 

hybrid PSO and found it to be better than other forms of PSO when applied on some 

benchmark functions. Wei Wang et al. [82] suggested improvement in premature 

convergence of high dimensional function. They tried Chaotic search for jumping out of 

local optimum. They demonstrated better convergence property and accuracy than 

traditional PSO for high dimensional problems.  

Bilal Benmessahel et al. [85] illustrated the effect of excluding the redundant particle 

from current iteration. Huanhuan Ji et al. [90] proposed a bi-swarm particle swarm 

optimization with cooperative co-evolution (BPSO-CC). In this model second swarm was 

generated from the first swarm which conducted the local search. They implemented the 

proposed technique on benchmark functions in dimensions of 100 to 500 and it observed 

that BPSO-CC performed better than the standard PSO (SPSO) in terms of speed and 

precision. Zhe Li et al. [87] have introduced a new PSO with parallel processing and color 

quantization. Nai-Jen Li et al. [96] proposed an improved PSO in which different weights 

with different particles of the swarm have been attached. Na Li et al. [95] explained that 

a basic PSO can miss the optimum point. They suggested a modified PSO with niche 
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particle and Bernoulli trap. Changming Ji et. al. [97] developed Catfish effect particle 

swarm optimization (CE-PSO) by introducing catfish particles through a startup device. 

This algorithm was implemented to solve reservoir optimal scheduling   problem  and  

compared  with  standard  PSO  and  chaotic  PSO  (CPSO).CE-PSO was found better 

than PSO and C-PSO in terms of global search ability and convergence speed.  

Weidong Ji and Keai Wang [98] combined PSO with gradient method, which avoids 

immature convergence. Kyle Robert Harison [116] hybridized GA with PSO. He found 

that new version of PSO overcame premature convergence. Yan Zhe ping et al. [117] also 

presented a PSO with two sub populations. Nikhil Padhye et al. [118] suggested three 

different PSOs with boundary handling approaches. In this paper, the authors have 

proposed two boundary handling methods - inverse parabolic spread distribution and 

inverse parabolic confined distribution. These were compared with existing boundary 

handling methods: Random, Periodic, Set on boundary, SHR (Shrink : the goal of SHR 

method to re-adjust the particle’s velocity) and Exponential distribution for four test 

functions. Inverse parabolic spread distribution was found to be the most robust and 

consistent method. 

Zahra Beheshti et al. [134] proposed binary accelerated PSO. They have shown that new 

PSO required only common controlling parameters viz no. of generations and population 

size. Luis Miguel Rios et al. [135] presented a review of derivative free algorithms 

including PSO for constrained problems. They combined twenty-two (22) such 

algorithms and implemented on a test set of 502 problems. It was observed that all solvers 

provided the best solution for at least some of the test problems and there is no single 

solver which provides best result for all the problems. Zhimin chen et al. [136] presented 

an organizational adjustment PSO based particle filter (OAPSO-PF) algorithm which 
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allowed the particles to adopt to environment and reach the global optimum. 

 Qi Luo et al. [67] developed a hierarchical structure poly – particle swarm optimization 

(HSPPSO) approach using the hierarchical structure concept of control theory. This 

algorithm was implemented on four benchmark functions – Spherical, Rosenbrock,   

Griewank  and Rastrigin and was also compared with PSO. HSPPSO was found to search 

better for global optimum and converged faster. 

Some researchers suggested the upgradation of velocity to improve the speed and 

convergence of basic PSO. Arasomwan Akube et al. [137] tried a PSO which upgrades 

the velocities based on Euclidean distance between particles. Chunming Yang et al. [42] 

proposed a new particle swarm optimization method (NPSO) considering the personal 

worst and global worst position as a guide for updating the velocity in PSO. The authors 

compared NPSO and PSO based on four different benchmark functions. The parameters 

were set to the following for both PSO & NPSO: c1=c2=2; Range of dimension [-50,50],  

of each function:2, 5, 10. With these settings, NPSO was found to give better results. But 

this was not a definite conclusion and more work needed to be done to find out condition 

under which these techniques give better results.  

Lu Baiquan et al. [119] have suggested a control system based strategy for designing 

PSOs. In this paper they revised the formulas for speed and position of PSO which 

resulted in improvement in speed of convergence as well as premature convergence. The 

authors carried out simulations on 13 benchmark functions and found the new algorithm 

GPSO to be more robust. GPSO was based on stability theory of discrete system to 

analyze the existing particle swarm optimization to overcome the stuck in local minima 

and low convergence speed. Proposed GPSO is better than existing PSO in the robustness 

and the convergence. Many researchers have attempted to hybridize the PSO with various 
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other techniques of optimization and claimed improvements from performance point of 

view. Ying Ping Chen et al. [53] proposed a new hybrid methodology called particle 

swarm optimization with recombination and dynamic linkage discovery (PSO-RDL) and 

implemented on four benchmark functions and a real world power system problem of 

economic dispatch. It was observed that the performance of PSO-RDL was comparable 

to that of advanced evolutionary algorithms – classical EP, fast EP (FEP), modified EP, 

improved FEP, as well as modified PSO (MPSO). Li Jian et al. [68] calculated the new 

positions of particles with the help of Genetic PSO (GPSO) as well as original PSO 

termed as OPSO in every iteration and then selected the better positions. They defined 

this method as Dual-PSO, and claimed it be more consistent in comparison to GPSO as 

well as OPSO. They did experiments on constraint functions. Jiao –Wei et.al. [69] 

implemented Elite Particle Swarm Optimization with mutation. In this method bad 

particles were replaced by elite particles. To avoid local convergence mutation was used. 

Suggested techniques were compared with linearly decreasing weight PSO and 

demonstrated an improvement. 

Jong-Bae Park et al. [94] suggested an improved PSO using chaotic sequences combined 

with the conventional linearly decreasing inertia weights and adopting a crossover 

operation scheme to increase both exploration and exploitation capability of the PSO. The 

proposed Improved particle swarm optimization (IPSO) was applied to three different ED 

problems with valve-point effects, prohibited operating zones with ramp rate limits as 

well as transmission network losses, and multi-fuels with valve-point effects. For each 

ED problem, four strategies are applied and compared: The conventional PSO with the 

proposed constraint treatment strategy (CTPSO); PSO with chaotic sequences (CSPSO); 

PSO with crossover operation (COPSO); PSO with both chaotic sequences and crossover 
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operation (CCPSO). It was also applied to the large-scale power system of Korea. 

Zhicheng Qu et al. [124] proposed a new algorithm MPSO, which uses novel mutation 

operator to increase the global search ability. Five constrained benchmark functions were 

selected to study MPSO and compared its performance with PSO and another variant of 

PSO. The results of MPSO were found to be better in all cases except for constrained 

quadratic function. Ming-chen et al. [125] combined mutative scale chaos method with 

PSO to give better precision, success ratio, robustness and efficiency. Liu Jin –Yue [126] 

also experimented mutation in PSO to achieve better convergence rate. 

 PSO with discrete crossover has been suggested by AP Engelbrecht [128] to increase 

convergence speed and quality of solutions. Six discrete crossover operators were 

proposed for incorporation into a global best particle swarm optimizer. The performance 

of these discrete crossover operators was compared with that of the global best particle 

swarm optimizer and amongst one another to identify the best performing discrete 

crossover operators. The best operators were then compared with particle swarm 

optimizers those make use of blending crossover operators.  

 M. N. Abdullah et al. [155] proposed the time-varying acceleration coefficients to update 

the velocity of particles to prevent the premature convergence and enhance the 

performance and robustness of PSO. They transformed the Multiobjective Environmental 

Economic load dispatch problem into a single-objective problem using the weighting 

method and determined the Pareto–Optimal front by varying weights. Therefore, multiple 

runs were carried out to determine the Pareto front.  

N. Mishra et al. [156] formulated the MELD problem as weighted sum of fuel cost and 

environmental pollution objectives. They implemented PSO to obtain the Pareto front for 
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different loading conditions by varying relative weights. The problem was executed as 

many times as the number of Pareto-optimal points required.  

2.5.1     Economic Load Dispatch using Particle Swarm Optimization 

Hardiansyah et al. [120] presented application of PSO to solve the economic load dispatch 

problem. The results were demonstrated for standard 3-generator and 6-generator systems 

with & without consideration of transmission losses. The final results obtained using PSO 

were compared with conventional quadratic programming technique and were found to 

be encouraging. In this paper  linearly   decreasing   inertia   weight   was  varied    from  

0.9 to 0.4. 

Jaya Sharma et al. [131] presented a review on application of PSO to solve economic load 

dispatch problem. Conventional PSO has many issues like global optimal solution, global 

search ability, premature convergence, convergence speed and stuck in local optima. This 

review paper presents many new algorithms proposed by different authors to address 

these issues. The modifications proposed were:  dynamic inertia weight, fuzzy tuned 

inertia weight PSO with wavelet theory, simulated annealing PSO (SA-PSO), Genetic 

PSO (G-PSO) and Quantum inspired PSO (Q-PSO). All these modifications were applied 

to solve economic load dispatch problem. The use of such modifications led to better 

global optimum solution and the global search ability of the algorithm also improved. The 

use of decreasing inertia weight PSO (DIW-PSO), self-organizing hierarchical PSO 

(SOH-PSO) were used to avoid the premature convergence. This also resulted in faster 

convergence.N. Phanthuna [132] presented case study for 40 generation units with 6 load 

patterns to solve economic load dispatch problem by PSO. Test results show that PSO 

have more stable convergence characteristics than other stochastic methods. Hardiansyah 
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suggested a new approach in [133] for ELD problem with valve point effect. He 

developed modified PSO using Gaussian and Cauchy probability distributions to ensure 

convergence of the Particle Swarm Algorithm. The results were obtained for six, thirteen 

and forty generating unit systems.  

In [184] PSO with moderate random search strategy (MRSPSO) has been applied to solve 

ELD for six generator systems considering ramp rate limit for improving the ability of 

particles to increase the convergence rate by exploring their solution space more 

effectively. The result of MRPSO was compared with other heuristic techniques and was 

found to be better than all other techniques. R. Shankar et al. [161] suggested application 

of PSO and CPSO to power system economic load dispatch with ramp rate limit 

constraints.  

2.5.2 Multi objective Economic Load Dispatch using Particle Swarm    

Optimization      

Multiobjective approach to optimization has been attempted through PSO [26,178], 

Discrete Multiobjective PSO [83], a competitive and co-operative co-evolutionary 

approach [84], graph based PSO [121], and vector evaluated PSO [122]. In all these 

papers the results have been discussed qualitatively. Lingfeng Wang et al. [52] proposed 

fuzzified multi-objective particle swarm optimization (FMOPSO) algorithm for obtaining 

Pareto – Optimal front for Economic Environmental dispatch problem. They compared 

the solutions obtained with those obtained by Weight aggregation (WA) and 

Multiobjective optimization evolutionary algorithm (MOEA) and found that solution 

obtained by these two approaches were dominated by FMOPSO. Also the diversity of 

solutions obtained by proposed approaches was found to be the highest due to use of 

diversity preservation mechanisms -  fuzzification, Nitching and turbulence factor.  
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B. Taheri et al. [177] suggested Multiobjective Economic load dispatch problem by 

considering environmental pollution for 6 generating units using particle swarm 

optimization algorithm. The best solution was obtained   by   fuzzy    decision    

function. Yu et al. [189] proposed Ensemble multiobjective differential evolution 

algorithm (EMODE) to solve Economic and Emission dispatch problem for 6 

generators. Results were compared with PSO, Differential Evolution (DE), recursive 

and improved recursive. The proposed algorithm accelerated optimization with 

population diversity. T. Aruldoss et al. [34] presented a novel and efficient method for 

solving economic dispatch problem (EDP), by integrating the PSO technique with 

sequential quadratic programming (SQP) technique.  This was used to prevent the 

premature convergence and poor time tuning of the final solution. Gbest value of PSO is 

the starting point of SQP. Gbest was replaced with the final solution obtained using the 

SQP. PSO-SQP was tested on 3 cases of EDP. Case 1:  PSO-SQP hybrid technique was 

applied on 3 generating units for power demand 850 MW.  Swarm size was varied from 

10 to 50 in steps of 10. The inertia weight was varied from 0.9 to 0.4 in the steps of 0.1. 

The results obtained by the proposed method were found to be better than those obtained 

by other methods. Case 2: PSO - SQP technique  was   applied to  13 generating units for 

power demand of 1800 MW and 2520 MW. The problem was solved for two different 

power demands to show the effectiveness of the proposed method in producing quality 

solutions. Fuel cost for both power demands was found to be minimum and significant 

reduction in simulation time was also achieved. Case 3: In this case 3, PSO-SQP 

technique was applied on 40 generating units for 10,500 MW demand. They compared 

results with EP, EP-SQP, PSO and it found mean cost value and simulation time by the 

proposed method to be comparatively lesser. They also found that proposed technique 

gave high quality solutions with fast converging characteristics. Moderate Random 
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Search Algorithm (MRPSO) [157] has been applied to solve MELD problem considering 

fuel cost and emissions. MELD problem was formulated as weighted sum of objectives 

and only single solution was generated using MRPSO. MRPSO was compared with other 

algorithms and MRPSO was found to be the most efficient and fastest. In [160], MELD 

problem has been formulated as weighted sum of cost of generation and transmission 

losses. Pareto Front was obtained for IEEE 5, 14 and 30 bus systems by PSO algorithm. 

MELD was solved many times to obtain the Pareto Optimal front. It is because the 

weights are to be varied randomly to obtain the entire range of Pareto - optimal Front.  

In [123], IEEE 118 bus and 14 generating units MELD problem was formulated as 

weighted sum of fuel cost and environmental pollution. For different loading conditions 

Pareto Front was obtained by varying relative weights. The problem was executed as 

many times as the number of points required on the Pareto- Front. Another variation of 

PSO-Time varying acceleration based PSO [TV- PSO] was proposed in [158] for solving 

environmental / economic dispatch problem. Pareto - Front was obtained for IEEE 30 bus 

system by executing the problem many times. In [155] multiobjective environmental 

economic dispatch problem was formulated as weighted sum of objectives. The Pareto 

Front was generated using PSO algorithm in which time-varying acceleration coefficients 

were used to update the velocity of particles. Again, multiple runs were carried out to 

obtain the Pareto Front. In [159] combined economic emission dispatch (EED) was solved 

by PSO, BPSO, DE and Jaya algorithm. All the algorithms were compared for various 

loads for 14 test systems.  

2.6  RESEARCH GAPS 

After carrying out a literature survey on intelligent techniques and particularly Particle 

swarm optimization, it has been identified that the following are the research gaps in 
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intelligent techniques: 

1. It is believed that Intelligent techniques for optimization are slower as compared to the 

conventional techniques at least for well-behaved problems. 

2. Above belief is based on the fact that, conventional techniques start with an initial 

estimated solution and proceed towards the optimal point where as Intelligent 

techniques start with an initial population of points and the population of points 

converges to the optimal point. This is the main weakness of intelligent techniques 

from computational efficiency point of view. However, the strengths of Intelligent 

techniques from computational efficiency point of view need to be explored. 

Therefore, the possibility of Intelligent techniques to be faster than conventional 

techniques cannot be ruled out, rather shouldn’t be ruled out, at least by innovative 

minds, without having honestly worked on this aspect. 

3. The computational efficiency of technique should be measured by a parameter which 

is independent of technology and the time taken by each iteration. 

4. The noninferior set and the Pareto-optimal Front for MELD problem considering two 

objectives: cost of generation and system transmission losses simultaneously and 

considering cost of generation, system transmission losses and environmental 

emission simultaneously have been achieved by executing multiple runs at least equal 

to the points on Pareto- optimal front. The effort should be made to attain the Pareto-  

optimal Front in a single run or less than a single run. This is also a motivation for 

the present research work. Some success has also been achieved. 

Research  Publication  
 

 

[1] N. K. Jain, Uma Nangia, Jyoti Jain,“A review of Particle Swarm Optimization”, 

Journal of the Institution of Engineers India) : Series B, Springer, 99(4), pp.407-411. 
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CHAPTER 3  
INTELLIGENT OPTIMIZATION TECHNIQUES 

3.1 INTRODUCTION 

Real life problems may be nonlinear, non-differentiable and discontinuous. These cannot 

be solved using classical optimization techniques. These techniques make use of 

differential calculus in locating the optimum solution and generate a single point at each 

generation by a deterministic computation. The sequence of points approach an optimal 

solution. Classical techniques have the tendency of settling down at local minima instead 

of the global best solutions.  

Recently, a number of intelligent search techniques: GA [2, 9,14, 16, 22], PSO [10, 11], 

ABC [88, 139, 163], TLBO [147], Opposition-based krill herd algorithms [173, 179], 

GWO [190, 162], Deep learning [191], Firefly Algorithm [110, 114], Improved particle 

swarm optimization [171, 172], Efficient Cultural Particle Swarm Optimization [99], and 

Improved stochastic fractal search algorithm [192], etc. have been developed. These 

techniques are derivative free, simple to implement and have the capacity to overcome 

the problem posed by local optima in large search space.  

In this chapter, two intelligent techniques: GA and PSO are discussed. Both GA and PSO 

have been extensively employed to solve complex problems of various fields including 

engineering, economics, marketing product design, manufacturing scheduling, trading 

strategies, aircraft wing design, queuing problems, economic load dispatch, power system 

control, process control, power quality and reliability improvement in distribution system, 

optimal design of PID controller in Automatic Voltage Regulator (AVR), Medical 

imaging,  flexible job scheduling problem, multiple fault diagnosis problem  etc. 
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3.2 GENETIC ALGORITHM 

Genetic Algorithm (GA) is a global search technique used in computing to find solutions 

of optimization and search problems. Genetic Algorithm is a particular class of 

evolutionary algorithms that use techniques inspired by evolutionary biology such as 

inheritance, mutation, selection, and crossover. Computationally, GA is a maximization 

process. Minimization problems are transformed into maximization problems by some 

suitable transformation. In general, a fitness function F(x) is first derived from the 

objective function and used in successive genetic operations. In this algorithm, population 

of points is generated at each generation. The best point in the population approaches an 

optimal solution using different operators of Genetic Algorithm. GA works with a coding 

of the parameter set and not the parameter themselves. GA uses payoff (objective 

function) information, not derivatives or other auxiliary knowledge. GA uses probabilistic 

transition rules not deterministic rules. The evolution process stops when some predefined 

stopping condition is satisfied.  

3.2.1 GA Operators 

Following are the important GA operators: 

Reproduction:  Reproduction is a first operator applied on a population. It selects good 

string in a population and forms a mating pool. This operator is known as selection 

operator. Selection rules select the individuals, called parents those contribute to the 

population at the next generation. Parents are selected according to their fitness values. 

This process also determines which populations (solutions) are to be preserved, called 

Elitism; in this process, the best individuals of the current generation is transferred to the 

next generation without applying the crossover and mutation operators. Selection process 
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also decides which population deserve to die out. The primary objective of the selection 

operator is to emphasize the good solutions and eliminate the bad solutions in a population 

while keeping the population size constant.  

Crossover: Crossover is a genetic operator, responsible for the search of new strings. It 

combines two parents (present generation) to form children (new generation) for the next 

generation / iteration.  

Mutation: Mutation rules apply random changes to individual parents to form children. 

The mutation operator changes 1 to 0 and vice versa with a small mutation probability. 

This is used to maintain diversity in the population.  

3.2.2   Steps to Optimize a Function Using Genetic Algorithm 

Following are steps to optimize a function using Genetic Algorithm: 

(1) Design the algorithm: Choose the population size, operators and stopping criteria. 

(2) Initially generate population randomly (in binary form) between the ranges of 

variables. Population in binary form is called as string. 

(3) Decode the population in decimal values and scale the decimal values in the range 

defined by the variables of function (using upper and lower range).  

(4) Calculate the fitness value for each string.  

(5) Select the individual strings according to their fitness value for the next generation. 

The strings, which have higher fitness value have more probability to generate new 

population.  

(6)  Apply the crossover operator on 80% of population (one point, two point, mid-point  

 etc.)  to generate new population. 



 

41 

 

(7) Implement the mutation operator on 10 % population. The most common form of 

mutation is to take a bit from strings (chromosome) and alter it with some 

predetermined probability. Practical aspect of mutation is to include the member from 

outside having different gene to create the next generation. The purpose of this is to 

widen the search space. Another purpose is to create a member of population, which 

may prove to be better than any other member of the population. It is also equivalent 

to carryout crossover of a member of present population with a member external to 

the population.   

(8) If stopping criterion is met, then exit with optimal solution, otherwise go to step 3. 

(stopping criteria is observed when there is no change in the optimal value achieved 

among successive generations)  

3.3        APPLICATION OF GA ON ROSENBROCK FUNCTION  

Genetic Algorithm (GA) is implemented on a mathematical benchmark function to study 

the effect of its various parameters on  convergence. Then  it  is  implemented on real life 

 problem of Economic Load Dispatch (ELD) of IEEE 5, 14 and 30 bus systems.  

Mathematically, Rosenbrock   function is defined as: 

Minimize  

F(x) = 100 * (x1
2- x2) 2 + (1 -  x1) 2                                                                               (3.1) 

Range          x1 ∈  (0, 2)                          x2  ∈  (0, 2) 

Since GA maximizes the function, so using transformation, we define the objective 

function as 

 Maximize 

f (x) = 1/(1+F(x))                                                                                     (3.2) 
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A variable ‘x’ whose bounds are given by xL and xU is represented by a string of ‘M’ 

binary bits, and its decimal equivalent is, 

x = ((xU − xL)/(2M − 1)) ∗ (∑ 2Sbn)M−1
S=0                                                                                (3.3) 

bn= nth    bit value (0 or 1) 

If a continuous variable is to be represented with ∆x accuracy, then number of bits in a 

string is computed as: 

              2M > ((xU − xL)/∆x) + 1                                                                                                      (3.4) 

Let accuracy ∆x = 0.2858, then 

             2M > ((2 − 0)/0.2858) + 1 

             2M > 7.99 

           M = 3 bit  

The bit size is chosen according to the desired accuracy. Table 3.1 shows the various 

combinations of bit size and population size. Column (3) of Table 3.1 shows the bit size 

needed for the corresponding accuracy shown in column (2). Column (4) of Table 3.1 

shows the population size chosen for corresponding bit size.  

TABLE 3.1 

Bit size and population size 

 

S. No. 

(1) 

 

 

 

 

 

∆x 

(2) 

 

Bits 

(3) 

 

Population Size 

(4) 

Combination 1 0.004 9 10 

Combination  2 0.008 8 10 

Combination  3 0.07 5 6 

Combination  4 0.2858 3 7 
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3.4 COMPUTATIONAL RESULTS AND DISCUSSION 

Rosenbrock function has been optimized manually as well as using GA Tool box to study 

the effect of various parameters on convergence. Flow chart to optimize the function is 

shown in Figure 3.1. 

 

3.4.1 Minimization of Rosenbrock Function Manually  

Rosenbrock function has been solved manually for combinations of bit size and 

population size shown in Table 3.1.  

Start 

Generate initial population 

Perform the decoding and Compute Fitness values  

Generate new population by 

Crossover and mutation. 

Yes 

Selection to create new mating pool 

Return the 

optimal    

solution 

Are stopping criteria met? 

End 

Fig. 3.1   Flow Chart of Genetic Algorithm 

No 
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Bit size 9 and Population size 10 

Table 3.2 shows the results of generation 1 for Rosenbrock function for combination 1. 

For population size 10, variables  x1 and  x2   are  generated randomly in binary as shown 

in columns (2) and (3). Columns (4) and (5) represent decimal values of binary string, 

calculated using equation (3.3). Columns (6) and (7) represent   the decimal values of 

variables in the specified range of variables. Columns (8) and (9) represent function 

values for maximization and minimization respectively. The operation of column (10) 

represents the ratio of respective value of function to sum of f(x) and this is called pre 

select. Column (11) shows the ratio of respective value of f(x) to average value and this 

is called expected count. Column (12) depicts the actual count, which means the 

probability of participation of parent string to move to the next generation. Actual count 

has been chosen, based on value of column (11). The values that are less than 0.5, in 

column (11) will not participate in future generation. Therefore, the actual count for such 

values are 0. The values that are more than 1.5 in column (11) will participate twice in 

the next generation. Therefore, for such values ‘actual count’ has been taken as 2. As a 

thumb rule, actual count has been taken equal to the ‘nearest whole number’. Since the 

actual count for rows 1, 4, 6, 8 and 9 of column (12) are zero, therefore these populations 

are discarded. The average value of f(x) comes out to be 0.11856. The difference between 

maximum and minimum value of f (x): (0.4788-0.0025) is 0.4765. Therefore, next 

generation is generated by performing selection, crossover, mutation and elitism 

operation. Table 3.3 shows the new population for generation 2 obtained from the 

previous generation. Similar procedure is adopted to create new population for different 

generations as adopted in Table 3.2 and 3.3. This process is continued until all the 

population reaches at the same point (stopping criteria) and this value is the representation 

of optimal point. This was achieved in nineteen (19) generations.  
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         TABLE 3.2 

Results of Generation 1 for Rosenbrock Function 

 (Bit size 9, Population size 10) 

 

 Sum of f(x)= 1.1859               Average of f(x)=0.11856 

S. 

No. 

 

(1) 

 𝐱𝟏 in 

binary 

 

(2) 

 𝐱𝟐  in 

binary 

 

(3) 

Decimal 

Value of 

 𝐱𝟏 

 

(4) 

Decimal 

Value of 

 𝐱𝟐 

 

(5) 

Decimal 

Value of 

 𝐱𝟏in specified 

Range of  𝐱𝟏 

(6) 

Decimal 

Value of 

 𝐱𝟐 in specified 

Range of  𝐱𝟐 

(7) 

F(x) 

 

(8) 

f(x) 

 

(9) 

f(x)/ sum 

 

(10) 

Expected 

count 

 

(11) 

Actual 

Count 

 

(12) 

1 111111111 111111100 511.00 508.00 2.0000 1.9883 405.7105 0.0025 0.0021 0.0207 0 

2 101010101 111111100 341.00 508.00 1.3346 1.9883 4.3969 0.1853 0.1562 1.5624 2 

3 100100100 100000111 292.00 263.00 1.1429 1.0294 7.6805 0.1152 0.0971 0.9714 1 

4 100010001 111100001 273.00 481.00 1.0685 1.8826 54.8988 0.0179 0.0151 0.1508 0 

5 101010110 111100011 342.00 483.00 1.3386 1.8904 1.0886 0.4788 0.4037 4.0372 4 

6 100011100 111000011 284.00 451.00 1.1115 1.7652 28.0634 0.0344 0.0290 0.2901 0 

7 100001111 110000010 271.00 386.00 1.0607 1.5108 14.8842 0.0630 0.0531 0.5309 1 

8 111110000 111100010 496.00 482.00 1.9413 1.8865 355.1221 0.0028 0.0024 0.0237 0 

9 100000000 111111111 256.00 511.00 1.0020 2.0000 99.2180 0.0100 0.0084 0.0841 0 

10 100010101 100000011 277.00 259.00 1.0841 1.0137 2.6211 0.2762 0.2329 2.3286 2 
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TABLE 3.3 

New Population for Generation 2 

 

 

Table 3.4 shows the best   fitness   value   achieved in each generation. In Table 3.4, 

column (1) shows the generation number. Columns (2) and (3) show the best value of x1 

and x2 in the corresponding generation. Columns (4) and (5) show the sum   and   average   

of   function   value   in generation. Column (6) shows the   best function value in the 

corresponding generation.  

TABLE 3.4 

Best fitness value of function in each generation 

(Bit size 9, Population size 10) 

Generation 

(1) 

 𝐱𝟏 

(2) 

 𝐱𝟐 

(3) 

Sum of f(x) 

(4) 

Average of f(x) 

(5) 

Best fitness Value 

(6) 

1 1.3386 1.8904 1.1859 0.1186 0.4788 

2 1.3346 1.8904 2.47 0.275109 0.4341 

3 1.0254 1.0098 3.5917 0.449 0.1749 

4 1.0254 1.0137 3.7287 0.3729 0.8743 

5 1.0254 1.0098 4.1778 0.4642 0.8511 

6 1.0724 1.1311 5.7357 0.6373 0.9605 

7 1.0254 1.0881 4.8058 0.534 0.8817 

8 1.0098 1.0254 6.1967 0.6885 0.9966 

9 1.0254 1.0685 5.806 0.8294 0.9714 

10 1.0098 1.0098 5.6355 0.8051 0.9902 

11 1.0098 1.0254 4.8067 0.9613 0.9966 

12 1.0059 1.0215 4.4796 0.8959 0.9905 

13 1.0059 1.0215 4.6221 0.9244 0.9905 

14 1.0098 1.002 4.90056 0.9811 0.9902 

15 1.002 1.002 4.915 0.983 0.9996 

16 1.002 1.002 4.9588 0.9918 0.9996 

17 1.002 1.002 4.9588 0.9918 0.9996 

18 1.002 1.0059 4.9679 0.9936 0.9996 

19 1.002 1.002 4.998 

 

0.9996 0.9996 

 𝐱𝟏 (Old)  𝐱𝟐 (Old)  𝐱𝟏 (New)  𝐱𝟐 (New) 

101010101 111111100 101010100 111110111 

100100100 100000111 100100101 100001100 
101010110 111100011 101010101 111100011 

100010101 100000011 100010110 100000011 

101010110 111100011 101010101 111101100 
101010101 111111100 101010110 111110011 

101010110 111100011 101010101 111100011 
100010101 100000011 100010110 100000011 

101010110 111100011 101010010 111100001 

 

100001111 110000010 100001110 110000011 
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 The population ( x1,  x2) at each generation is shown in Fig 3.2 to 3.20 for combination 

1 (bit size 9 and population size 10). 

         
 

Fig. 3.2   Population at Generation 1      Fig. 3.3   Population  at Generation 2  
 

                      
 

Fig. 3.4   Population  at Generation 3                    Fig. 3.5   Population  at Generation 4 

  

                                 

 

 Fig. 3.6   Population  at Generation 5                          Fig. 3.7    Population  at Generation 6 

 

               
     

    Fig. 3.8   Population  at Generation 7                          Fig. 3.9  Population  at Generation 8  
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Fig. 3.10   Population  at Generation 9            Fig. 3.11   Population  at Generation 10  
        
 

                        
 

Fig. 3.12   Population  at Generation 11            Fig. 3.13   Population  at Generation 12  
  

                       
 

 

Fig. 3.14   Population  at Generation 13        Fig. 3.15   Population  at Generation 14  
 
  

                        
 

Fig. 3.16   Population  at Generation 15       Fig. 3.17   Population  at Generation 16   
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Fig. 3.18   Population  at Generation 17      Fig. 3.19   Population  at Generation 18    
 

 
 

Fig. 3. 20   Population  at Generation 19 

Bit size 8 and Population size 10 

The Rosenbrock function has been solved manually for bit size 8 and population size 

10. The results are summarised in Table 3.5. 

TABLE 3.5 

Best Fitness Value of Function in each Generation 

(Bit Size 8, Population Size 10) 

0.0

0.5

1.0

1.5

2.0

2.5

0.0 0.5 1.0 1.5 2.0 2.5

x
  

2

x 1

9 bit, gen 17
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x
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9 bit, gen18

x 1
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2.0
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x
 2

x 1

9 bit,  gen19

Generation 

(1) 

 𝐱𝟏 

(2) 

 𝐱𝟐 

(3) 

Sum of f(x) 

 (4) 

Average of f(x) 

(5) 

Best fitness 

Value 

(6) 

1 1.0039 1.0118 0.1602 0.0801 0.9985 

2 1.0039 1.0118 1.5468 0.7734 0.9985 

3 1.0039 1.0039 1.4901 0.7451 0.9984 

4 1.0118 1.0118 1.2747 0.6374 0.9859 

5 1.0039 1.0039 1.5783 0.7892 0.9984 

6 1.0039 1.0039 1.2392 0.6196 0.9984 

7 1.0039 1.0039 1.8901 0.9451 0.9984 

8 1.0039 1.0118 1.4946 0.7473 0.9985 

9 1.0039 1.0039 1.9969 0.9984 0.9984 

10 1.0039 1.0039 1.9968 0.9984 0.9984 

11 1.0039 1.0039 1.9968 0.9984 0.9984 
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Figures (3.21) to (3.31) show the population (x1, x2) at each generation for 8-bit with 

population size 10.     

                       
   
 Fig. 3.21   Population  at Generation 1                     Fig. 3.22   Population  at Generation 2 

  

       
 

Fig. 3.23   Population  at Generation 3                      Fig. 3.24   Population  at Generation 4 

 

                       
 
 Fig. 3.25   Population  at Generation 5                            Fig. 3.26   Population  at Generation 6  

                                 

                              
 

Fig. 3.27   Population  at Generation 7       Fig. 3.28   Population  at Generation 8          
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Fig. 3.29   Population  at Generation 9         Fig. 3.30   Population  at Generation 10 

    

 
 

Fig. 3.31   Population  at Generation 11 

Bit size 5, Population size 6 

The Rosenbrock function has been solved manually for bit size 5 and population size 6. 

The results are summarised in Table 3.6. 

TABLE 3.6 

Best Fitness Value of   Function in each Generation 

 (Bit Size 5, Population Size 6) 
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Generation 

(1) 

 𝐱𝟏 

(2) 

 𝐱𝟐 

(3) 

Sum of f(x) 

      (4) 

Average of f(x) 

(5) 

Best fitness 

Value  

(6) 

1 1.0323 1.0968 1.9501 0.325 0.9103 

2 1.1613 1.2258 0.8624 0.1437 0.3947 

3 1.0323 1.0968 2.6536 0.4423 0.9103 

4 1.0323 1.0968 1.9729 0.3288 0.9103 

5 1.0323 1.0968 1.9729 0.3288 0.9103 

6 1.0323 1.0968 2.8482 0.4747 0.9103 

7 1.0323 1.0968 2.4895 0.4149 0.9103 

8 1.1613 1.0323 3.3098 0.5516 0.9103 

9 1.1613 1.0323 3.3098 0.5516 0.9103 

10 1.1613 1.0323 4.1267 0.6878 0.9103 

11 1.1613 1.0323 5.462 0.4103 0.9103 
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Figures (3.32) to (3.42) show the population (x1,x2) at each generation for bit size 5 and  

population size 6.  

         
 

Fig. 3.32   Population  at Generation 1                    Fig. 3.33  Population  at Generation 2  
  

                      
 

Fig. 3.34   Population  at Generation 3     Fig. 3.35    Population  at Generation 4  
     

                       
 

Fig. 3.36   Population  at Generation 5        Fig. 3.37  Population  at Generation 6  
  

                       
 

Fig. 3.38   Population  at Generation 7        Fig. 3.39  Population  at Generation 8   
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Fig. 3.40   Population  at Generation 9                   Fig. 3.41   Population  at Generation 10 

     

 
 

Fig. 3.42   Population  at Generation 11 

   

Bit size 3 and Population size 7 

The Rosenbrock function has been solved manually for bit size 3 and population size 7. 

The results are summarised in Table 3.7. 

TABLE 3.7 

Best Fitness Value of Function in each Generation 

(Bit size 3, Population size 7) 
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Generation 

(1) 

 𝐱𝟏 

(2) 

 𝐱𝟐 

(3) 

Sum of   f(x) 

 (4) 

Average of  f(x) 

(5) 

Best    fitness 

Value 

(6) 

1 1.4286 1.7143 0.1997 0.0285 0.0844 

2 1.4286 1.7143 0.2631 0.0376 0.0844 

3 1.4286 1.7143 0.4608 0.0658 0.0844 

4 1.4286 1.7143 0.1780 0.0254 0.0844 

5 1.4286 1.7143 0.3942 0.0788 0.0844 

6 1.4286 1.7143 0.3942 0.0844 0.0844 

7 1.4286 1.7143 0.3377 0.0844 0.0844 
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Fig. (3.43) to (3.49) show the population (x1, x2) at each generation for bit size 3 and 

population size 7. 

                    
 

Fig. 3.43   Population  at Generation 1                  Fig. 3.44   Population  at Generation 2  
  

                    
  

Fig. 3.45   Population  at Generation 3                       Fig. 3.46  Population  at Generation 4   
 

                     
 

Fig. 3.47   Population  at Generation 5                         Fig. 3.48   Population  at Generation 6 

   
 
 

 

 Fig. 3.49   Population  at Generation 7 
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Table 3.8 summarizes the results of all the combinations of bit size and population size 

as shown in Table 3.4 to 3.7.  

 

TABLE 3.8  

 Number of Generations for various combinations  

 (Bit size and Population size) 
S. 

No. 

(1) 

 

Bit 

Size 

(2) 

Population 

Size 

(3) 

 

Probability 

crossover 

(4) 

Probability 

mutation 

(5) 

 𝐱𝟏 

 

(6) 

 𝐱𝟐 

 

(7) 

No. of 

Generations 

(8) 

1 9 10 0.8 0.01 1.002 1.002 19 

2 8 10 0.8 0.1 1.0039 1.0039 11 

3 5 6 0.8 0.01 1.1613 1.0323 9 

4 3 7 0.8 0.01 1.4286 1.7143 7 

 

In all the combinations, probability of crossover was fixed to o.8 whereas probability of 

mutation was varied from 0.01 to 0.1. Best fitness value achieved in each generation for 

all the combinations is shown in Table 3.4 to 3.7. The population (x1, x2) at each 

generation for all the combinations has also been plotted. Fig. 3.2 to 3.20 represent 

population at each generation for bit size 9 and population size 10. Fig. 3.21 to 3.31 

represent population at each generation for bit size 8 and population size 10. Similarly, 

Fig. 3.32 to 3.42 represent population at each generation for bit size 5 and population size 

6 and Fig. 3.43 to 3.49 represent population at each generation for bit size 3 and 

population size 7 combinations respectively.        

For all combinations of bit size and population size, initial population searches the larger 

area defined by function. As generation increases, population search area decreases. One-

point crossover is applied for combination 1 of Table 3.1. Two-point crossover is   applied 

to combination 2 (bit size 8 and population size 10). In this case, exploration area reduces 

in second generation itself. Population converged to single point in eleven generations 

only whereas it took nineteen generations for first combination where one-point crossover 

operator was used. For smaller bit size and population size, population not converge 
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accurately, as shown in Fig. 3.32 to 3.42 for combination 3 (bit size 5, population size 6) 

and Fig. 3.43 to 3.49 for combination 4 (bit size 3, population size 7) respectively.  

As the population converges, the average fitness will approach that of the best individual. 

When bit string size increases, accuracy of the optimal point improves. It is observed 

from Table 3.8 that the best results are obtained for combination 1 (bit size 9 and 

population size 10) i.e. the function converged very near to the optimal value. For smaller 

bit sizes (Combination 3 and 4), the function did not converge accurately.  

3.4.2 Effect of Population size  

Effect of population size on convergence has also been studied with the help of GA 

Toolbox of MATLAB. Population size is varied from 10 to 120 in steps of 10 and 120 to 

200 in steps of 20 respectively. Other parameters were fixed to the values as given below: 

Crossover rate = 0.98             Generations = 15,000                      Fitness limit = 1* E-7 

Stall Generations = 15,000     Function Tolerance = 1* E-7          Time Limit = Infinite 

Nonlinear constraint = 1* E-7   

Results of Rosenbrock function using MATLAB Toolbox are shown in Table 3.9. 

Column (2) of Table 3.9 represents the variations in population size from 10 to 120 in 

steps of 10 and 120 to 200 in steps of 20 respectively. Column (3) shows the number of 

generations required to optimize the function. Columns (4) and (5) show the values of 

variables  x1 and x2 to optimize the function. Column (6) shows the function values for 

corresponding population size.  
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TABLE 3.9 

Number of Generations for Various Population Sizes 
S. No. 

(1) 

Population size 

(2) 

Generation 

(3) 

  𝐱𝟏 

(4) 

  𝐱𝟐 

(5) 

fvalue 

(6) 

1 10 2309 1 0.999 9.94E-08 

2 20 2052 1 1 7.97E-08 

3 30 995 1 1 6.38E-08 

4 40 554 1 0.99 9.63E-08 

5 50 665 1 0.999 9.25E-08 

6 60 358 1 1 8.52E-08 

7 70 166 1 0.999 8.10E-08 

8 80 195 1 0.999 8.52E-08 

9 90 189 1 1 4.90E-08 

10 100 1371 1 1 7.82E-08 

11 110 183 1 1 5.00E-08 

12 120 158 1 1 2.73E-08 

13 140 139 1 1 7.29E-08 

14 160 76 1 1 7.19E-08 

15 180 

 
44 1 1 7.24E-08 

16 200 63 1 1 7.28E-08 

 

An attempt has been made to find the relation between population size and number of 

generations required to optimize the function, following models have been tried for curve 

fitting of data of Table 3.9.  

i. Y = a*e(−kt)                                                                                                                                                   (3.5) 

ii. Y=a*e(−kt)+ c                                                                                                                (3.6) 

iii.  Y = c + (c’/x)                                                                                                                                (3.7) 

First model has given the best result and has been discussed here. 

Constants ‘a’ and ‘k’ have been calculated using Mathematica Toolbox. 

  a = 3179.2,                      k = 0.0313985                    

Y = 3179.2 *e(−0.0313985t)                                                                                                                       (3.8)  
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Fig. 3.50 shows the graphical representation of Model (i) represented by equation (3.8). 

                                                                                                                                                              

  

 

Fig. 3.50   Curve fitting of data in Table 3.9  

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                          

3.5     BASIC PARTICLE SWARM OPTIMIZATION (BPSO) 

Eberhart and Kennedy [10] introduced the Basic Particle Swarm Optimization (BPSO) in 

1995. BPSO is an intelligent, gradient free, population based self-adaptive, stochastic 

optimization technique. It emulates the flocking behaviour of birds to solve optimization 

problem. BPSO is used to find solutions of difficult, nonlinear, numeric maximization 

and minimization problems. It is used in optimal design of electrical networks, design of 

aircraft to find optimal trajectories of space vehicles, optimal production, planning, 

controlling and scheduling.  

Basic Particle Swarm Optimization (BPSO) has simple and easy concept to implement 

and is computationally efficient. It is a mathematical modelling and simulation of food 

searching activities of a swarm of birds (particles). The optimization process uses a                                              

number of particles constituting a swarm that moves around a pre-defined search space 

looking for the best solution. Each particle is treated as a point in the N dimensional space 
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in which the particle adjusts its “flying” according to its own flying experience as well as 

the flying experience of other neighboring particles of the swarm. Each particle keeps 

track of its coordinates in the pre-defined space, which are associated with the best 

solution (fitness) that it has achieved so far. This value is called  xpbest. Another best 

value xgbest that is tracked by the PSO is the best value obtained so far by any particle in 

the whole swarm. The concept consists of changing the velocity of each particle toward 

its pbest and the gbest position at the end of each iteration. Each particle tries to modify 

its current position and velocity according to the distance between its current position 

and  xpbest and the distance between its current position and xgbest.  

In an N-dimensional search space, position vector and velocity vector of particle j is 

represented by vectors xj = (x1j, x2j,…… xij … xNj) and  vj = ( v1j v2j,… vij … vNj) 

respectively. Let   xpbestij be the personal best position of particle j for ith 

variable. xgbesti  be  the global best positions from all the particles for ith variable. The 

modified velocity and position of each particle can be calculated using current velocity 

and distance from xpbest and xgbest as follows: 

vij
k+1 = W ∗ vij

k + Cprp(xpbestij
k  - xij

k) +  Cgrg(xgbesti
k - xij

k)     i  = 1,2,…..N;   j=1,2…..P   (3.9) 

Where i represents the ith dimension, j represents the jth particle and k represents the  kth 

iteration. 

Position of each particle is updated using equation (3.10) 

 xij
k+1 =  xij

k + vij
k+1                                                        i = 1, 2….N;   j=1, 2…..P     (3.10) 

This is explained in Fig. 3.51. 
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Linearly decreasing inertia weight is calculated using equation (3.11) 

W =  Wmax − ((Wmax − Wmin) ∗ k/ITmax)                                        (3.11) 

𝐱𝐩𝐛𝐞𝐬𝐭 and 𝐱𝐠𝐛𝐞𝐬𝐭  can be defined as follows: 

Personal best (𝐱𝐩𝐛𝐞𝐬𝐭): The personal best position associated with jth
 particle is the best 

position that the particle has visited yielding the highest fitness value for that particle. 

Global best (𝐱𝐠𝐛𝐞𝐬𝐭): The best position that any particle in the swarm has visited yielding 

the highest fitness value. 

One of the stopping criteria is maximum number of iterations ITmax, which also 

influences the performance of BPSO. However, this stopping criterion does not indicate  

the achievement of optimum, but it is used to prevent the program to run indefinitely. 

Second stopping criteria is the difference between the previous and the current fitness, 

which is calculated and checked against the tolerance value for all the particles. If it lies 

within the tolerance, iteration stops and global best value is the optimal solution. If the 

program stops because of satisfaction of this criterion, would confirm the achievement of 

optimum.  

xij
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Fig.  3.51    Updated   Position of a Particle  
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3.5.1 Parameters of Basic Particle Swarm Optimization 

 Various parameters of BPSO are: 

 Swarm: It is an apparently disorganized population of moving particles that tend to 

cluster together towards a common optimum while each particle seems to be moving in a 

random direction. 

Particle (x): It is a candidate solution, in an N-dimensional space. At time t, the 

jth particle   xj(t) can be described as xj(t)  = [x1j(t), x2j(t),…, xij(t)… xNj(t)], where xij(t) 

is the position of the  jth
 particle with respect to the ith

 dimension, at the time ‘t’. 

Population size (q): Population size is the number of particles in a swarm. If the number 

of particles in the swarm is less than a critical value, the algorithm does not converge. 

Velocity (v): It is the velocity of a moving particle, can be represented at time t, for jth
 

particle as vj(t) = [ v1j(t), v2j(t),…… . vij(t)…… … vNj(t)]. 

Inertia weight factor (W): Inertia weight factor determines the weightage of a particle’s 

previous velocity in the velocity update equation. Higher the value of this factor, greater 

the influence of the previous velocity. Therefore, this parameter determines the “inertia” 

of a particle, hence the name inertia weight factor. Inertia weight forces the particle to 

move in the same direction. A large inertia weight facilitates a global search while a small 

inertia weight facilitates a local search. 

Cognitive learning acceleration factor( 𝐂𝐩): The parameter, which appears as a 

constant coefficient in the second term of the velocity update equation, is represented by 

 Cp, called as personal acceleration constant. An increased value of Cp, improves the local 

 search capability of the particles and a reduction in  Cp hampers the local searching by 

the population. 
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Social learning acceleration factor (𝐂𝐠): Social learning acceleration factor denoted by 

Cg, is used in the third term of the velocity update equation. Higher value of Cg enhances 

the global search ability of the population. In the initial stage of optimization 

Cg should be more than Cp for better exploration and in final stage of optimization, 

 Cp should be more than Cg for better convergence. 

Random Factors ( rp,  rg): In equation (3.9), random factors are associated with the 

cognitive as well as social learning terms. These are useful for better exploration. These 

are important only when problem to be solved is new and problem solver does not have 

any idea about the solution of the problem. 

3.5.2     Steps to Optimize a Function 

Following are the steps to optimize the function using Basic Particle Swarm 

Optimization: 

1. Initialize parameters of PSO i.e. Cp,  Cg,  rp, rg ,  ITmax, q, W, ℇ.  

2. Set iteration count k=0. 

3. Initialize the position and velocity of particles within the range of variables. 

4. Calculate the fitness function value for each particle. 

5. Determine xpbest and xgbest corresponding to zeroth iteration. xpbest is the initial 

value of position assigned to the particles. xgbest is the position of particle 

corresponding to minimum function value. 

6. Update the velocities and positions of particles. 

7. Increase iteration count by one, i.e. k=k+1. 

8. Calculate the function value for updated position of particles. 
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9. Update  𝐱𝐩𝐛𝐞𝐬𝐭 and 𝐱𝐠𝐛𝐞𝐬𝐭.  Compare the fitness function values of current and 

previous iteration for each particle. xpbest is the position corresponding to minimum 

fitness function value for each particle i.e. if F(xij
k) is less than F(xpbestij

k ), then 

assign the value of xpbestij
k  as xij

k (do it for all the particles). xgbest is the position of 

particle corresponding to minimum function value attained so far by swarm. 

Determine the best value of xpbestij considering its fitness value. If F(best of 

xpbestij) is  less then F(xgbesti), then assign the value of best of xpbestij  to the xgbesti. 

10. Determine fitness function value for each particle. 

11. Compare the fitness function value of two consecutive iterations. If it is less than ℇ 

(10−6)  for all particles go to 12, else go to (7). 

12. Display xgbesti as the optimal solution and the fitness  function value corresponding 

to xgbesti . 

3.6         APPLICATION OF BPSO ON ROSENBROCK FUNCTION 

The Optimization of Rosenbrock function has been done manually as well as using 

MATLAB Programming to study the effect of   parameters of BPSO on convergence of 

function. The   parameters of BPSO have been fixed to the values as given below:  

q         =    10;                                      rp    =    0.4;     rg      =       0.5;  

    

  Cp       =      2;                                    Cg    =      2;                                                        ITmax  =      10; 

 Wmax =   0.9;                            Wmin =   0.4;    ℇ        =      1 ∗  10−6 

Linearly Decreasing Inertia weight “W” as shown by equation (3.11) has been    

considered. Initially velocity and positions of 10 particles are generated randomly. To 

understand the working of Basic Particle Swarm Optimization (BPSO), it is implemented 

manually on benchmark Rosenbrock function using the steps shown in section 3.5.2.  
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3.7     COMPUTATIONAL RESULTS AND DISCUSSION 

Rosenbrock function has been solved manually using BPSO. Flow Chart for Basic 

Particle Swarm Optimization is shown in Fig 3.52. Table 3.10 shows velocity, position 

of particles and  function values at zeroth iteration . Column (1) shows the particle 

number which is generated randomly at zeroth iteration. Columns (2) and (3) represent 

initial velocities of particles generated randomly. Columns (4) and (5) show   the initial 

positions of the corresponding particle at zeroth iteration. Personal best values for each 

particle will be their own position in the zeroth iteration. Global best value of position 

will be the position of that particle, corresponding to which function value is minimum. 

 

Start 

Initialize parameters of PSO:  W,    rp,  rg  , Cp, Cg q,  Ɛ, Kount ,ITmax. 

        Initialize particles with random position and velocity   

 

Update Personal best and Global best values 

Update Velocity and Position of each particle 

For each particle’s position evaluate fitness 

 

Are stopping 

criteria met? 

Yes 

No 

End 

Fig. 3.52     Flow chart for basic PSO 
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In Table 3.10 global best value is highlighted in columns 4 and 5 of row 2. Column 6 

shows the function value calculated using equation (3.1) for each particle.  

TABLE 3.10 

Velocities and Positions at zeroth Iteration 
Particles 

No.(1) 

𝐯𝟏 

(2) 

𝐯𝟐 

(3) 

𝐱𝟏 

(4) 

𝐱𝟐 

(5) 

function value 

(6) 

1 0.3111 0.5949 1.2886 0.4155 155.08339 

2 0.9234 0.2622 0.7572 0.6025 0.14391 

3 0.4302 0.6028 1.6232 0.9418 287.00591 

4 0.1848 0.7112 1.0657 0.461 45.52855 

5 0.9049 0.2217 0.7015 1.6886 143.24978 

6 0.9797 0.1174 1.878 0.3895 985.08872 

7 0.4389 0.2967 1.7519 0.4518 685.61934 

8 0.1111 0.3188 1.1003 0.3414 75.57137 

9 0.2581 0.4242 1.245 0.4553 119.90231 

10 0.4087 0.5079 1.1741 0.8714 25.74644 

 

The position of particles at zeroth iteration is graphically represented in Fig. 3.53.  

 
            

Fig.3.53     Position of particles at zeroth Iteration 

It is observed that Particles are spread over large search area. Now the first iteration starts. 

In this the velocity of particles and position of particles are updated using equation (3.9) 

and (3.10) respectively. These updated velocities of Particles in first iteration are shown 

in columns (2) and (3) respectively and updated positions of particles of first iteration are 

shown in columns (4) and (5) respectively of Table 3.11. For updated position of particles, 

0

0.5

1

1.5

2

0 0.5 1 1.5 2 2.5

x
 2

x 1

Intial Position  



 

66 

 

function values have been calculated using equation (3.1) which are shown in column (6) 

of Table 3.11.  

TABLE   3.11 

Result of Rosenbrock function at First Iteration 

 

The position of particles for First iteration is shown in Fig.3.54.  

 

 

     Fig. 3.54   Position of particles at First Iteration   

It is observed from Fig.3.54 that particles come closer in first iteration and therefore the 

search area reduces. It is also observed from column (6) of Table 3.10 and Table 3.11 that 

the  difference in function values of their corresponding rows  is not less than pre-defined 

value i.e.10−6, therefore, Third iteration starts. Personal best value and global best values 

0

0.5

1

1.5

2

2.5

0 0.5 1 1.5 2 2.5

X
 2

X 1

Results of First Iteration

Particles 

No. (1) 

𝐯𝟏 

(2) 

𝐯𝟐 

(3) 

𝐱𝟏 

(4) 

𝐱𝟐 

(5) 

function value 

(6) 

1 -0.2669 0.6926 1.0216 1.1065 0.4155 

2 0.7848 0.2228 1.5420 0.8253 241.3727 

3 0.50033 0.1730 1.1228 1.1148 2.1454 

4 -0.1514 0.7460 0.9142 1.2070 13.7797 

5 0.8248 -0.8976 1.5263 0.7909 237.0814 

6 -0.2880 0.3127 1.5899 0.7022 333.6423 

7 -0.6216 0.4028 1.1302 0.8546 17.8932 

8 -0.2486 0.5320 0.8516 0.8738 2.2182 

9 -0.2684 0.5077 0.9765 0.9630 0.0092 

10 -0.0695 0.1628 1.1045 1.0342 3.4673 
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of position are updated. Using these values, the velocity and position of particles is 

updated. The iterations continue till the stopping criteria are met.  

Table 3.12 shows the results of second iteration. 

TABLE 3.12 

 Result of Rosenbrock function at Second Iteration 
Particles No. 

(1) 

𝐯𝟏 

(2) 

𝐯𝟐 

(3) 

𝐱𝟏 

(4) 

𝐱𝟐 

(5) 

function value 

(6) 

1 -0.2586 0.409037 0.7630 1.5172 87.4811 

2 -0.5655 0.1377 0.9765 0.9630 0.0092 

3 -0.5465 -0.01335 0.5763 1.1015 59.3753 

4 -0.05883 0.3528 0.8554 1.5598 68.5946 

5 -0.54978 0.172125 0.9765 0.9630 0.00929 

6 -0.8438 0.511012 0.7461 1.2133 43.17359 

7 -0.65099 0.430691 0.4792 1.2853 111.7170 

8 -0.07398 0.515254 0.7776 1.3887 61.51340 

9 -0.21473 0.406216 0.7618 1.3692 62.28767 

10 -0.18361 0.059107 0.9209 1.0933 6.014429 

Column (1) of Table 3.12 shows the particle number. Columns (2) and (3) show the 

velocity of particles calculated using equation (3.9). Columns (4) and (5) show the 

position of particles calculated using equation (3.10). Column (6) shows the function 

value.  

Position of particles for Second iteration is shown in Fig. 3.55. 

 

 

Fig. 3.55 Position of particles at Second Iteration 
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It is observed from Fig.3.55 that the particles have come closer compared to that in the 

first iteration and the search area has reduced further. But the stopping criterion is still 

not met. Therefore, the procedure continues and the results upto ten iterations have been 

determined. Table 3.13 shows the results of Third iteration.   

 

TABLE 3.13 

Result of Rosenbrock function at Third Iteration 
Particles 

No. (1) 

𝐯𝟏 

(2) 

𝐯𝟐 

(3) 

𝐱𝟏 

(4) 

𝐱𝟐 

(5) 

function value 

(6) 

1 0.226503 -0.57458 0.989516 0.942618 0.13351 

2 -0.42413 0.103275 0.552456 1.066345 58.13330 

3 0.427591 -0.1378 1.003912 0.963737 0.19452 

4 0.124078 -0.61446 0.979527 0.945427 0.02015 

5 -0.41234 0.129094 0.56425 1.092164 60.06430 

6 -0.40241 0.133027 0.343732 1.346329 151.27300 

7 0.529857 -0.34385 1.009134 0.941535 0.59017 

8 0.202631 -0.45143 0.980284 0.937307 0.05632 

9 0.225469 -0.42653 0.987322 0.942759 0.013703 

10 0.064785 -0.13321 0.985766 0.960115 0.01370 

 

 

Results of Table 3.13 is graphically represented in Fig.3.56 for position of particles for  

 

Third iteration. 

 
 

Fig. 3.56   Position of particles at Third Iteration                                                                                
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Results of function value at updated position of particles for Fourth iteration is shown in 

Table 3.14.                                                    

TABLE 3.14 

Result of  Rosenbrock function at Fourth Iteration 
Particles No. 

(1) 

𝐯𝟏 

(2) 

𝐯𝟐 

(3) 

𝐱𝟏 

(4) 

𝐱𝟐 

(5) 

function value 

(6) 

1 0.466542 -0.1136 1.018998 0.9527

4 

0.73333 

2 0.271987 -0.09712 1.275899 0.8666

1 

58.0348 

3 0.083913 -0.41248 1.063439 0.5329

4 

35.7589 

4 0.123701 -0.03873 0.687951 1.0534

3 

33.7559 

5 0.673094 -0.39656 1.016826 0.9497

6 

0.7087 

6 0.338351 -0.21916 1.347485 0.7223

7 

119.660 

7 0.138143 -0.29024 1.118427 0.6470

7 

36.4723 

8 0.147091 -0.27826 1.134413 0.6645

0 

38.755 

9 0.036169 -0.09029 1.021934 0.8698

2 

3.0463 

10 0.17091 -0.28826 1.164413 0.6545

0 

37.7552 

 

Results of Table 3.14 is graphically represented in Fig.3.57 for position of particles at 

Fourth iteration. 

 
 

Fig. 3.57 Position of particles at Fourth Iteration 

 

Similarly, position of particles at Fifth, Sixth, Seventh, Eighth, Ninth and Tenth iteration   

are shown in Fig. 3.58, 3.59, 3.60, 3.61, 3.62 and 3.63 respectively.   

                    
 

Fig. 3.58   Position of particles at Fifth Iteration               Fig. 3.59 Position of particles at Sixth Iteration 
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Fig. 3.60 Position of particles at Seventh Iteration            Fig. 3.61 Position of particles at Eighth Iteration  
                    

 

                     
          

 

Fig. 3.62 Position of particles at Ninth Iteration                Fig. 3.63 Position of particles at Tenth Iteration 

 

 

Fig. 3.53 shows the particles at zeroth iteration. It is observed that they are spread over a  

       large area. In the First iteration shown in Fig.3.54, it is observed that exploration area has 

reduced in comparison to initial position of particles.  

       As the iteration number increases, size of exploration area reduces further. In Figures 3.61 

and 3.62 which show position of particles at eighth and ninth iteration respectively, search 

area is very small. At tenth iteration, all the particles have reached very close to optimum 

value and therefore, the function value obtained is also close to optimum. The function 

will get optimized accurately if the process is carried out for more number of iterations. 

In this section, the aim is to explain the process of optimization in detail for the given 

parameters of PSO.  
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3.7.1 Effect of Variation of Population Size (q) and 𝐈𝐓𝐦𝐚𝐱  

Population Size (q) and Maximum number of iterations (ITmax) have been varied 

systematically to observe the effect on convergence. One of the parameters is varied while 

all other are kept fixed. This study has been conducted with the help of MATLAB 

programme in which rp   and   rg are fixed to 0.4 and 0.5 respectively while Cp and   Cg  

are fixed to two (2) and linearly decreasing inertia weight has been considered. 

 

 Population Size (q)  

In this case, all the parameters have been fixed to the values shown above and ITmax has 

been fixed to 100. The population size is varied from 10 to 60. The results are shown in 

Table 3.15. Column (1) of Table 3.15 shows the number of particles. Columns (2) and (3) 

show the values of variables at which function is optimized.Columns (4) and (5) show 

the optimized value of function and number of iterations required to optimize the 

function. It  is observed that the function does not get optimimized for population size of 

10 and 20  for ITmax = 100. Howere,it gets optimized accurately for 30 and above particle 

size.  

TABLE 3.15 

Effect of Population Size 

q 

(1) 

𝐱𝟏 

(2) 

𝐱𝟐 

(3) 

function value 

(4) 

Iteration k 

(5) 

10 1.220362 1.489734 4.85797E-002 100 

20 9.53764e-001 9.080800e-001 2.39098E-003 100  

30 1 1 3.989808E-020 62 

40 1 1 1.828370E-022 51 

50 1 1 1.828370E-022 60 

60 1 1 8.692590E-020 58 
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It is further observed that for a population size of 40, function gets optimized with 

maximum accuracy in minimum number of iterations. 

 Maximum Iteration (𝐈𝐓𝐦𝐚𝐱) 

In this study, for each fixed value of population size, maximum number of iteration 

(ITmax) is varied from 30 to 200. The results are shown in Table 3.16. The value of other 

parameters have been fixed to the values given below: 

q         =    10;                                      rp    =    0.4;     rg      =       0.5;  

    

  Cp       =      2;                                    Cg    =      2;                                                        ITmax  =      10; 

 Wmax =   0.9;                            Wmin =   0.4;    ℇ        =      1 ∗  10−6 

The population   size has been  fixed to 30,  40, 50  and 100. The   results are  shown  in  

Table 3.16. In Table 3.16, columns (2) and (3) represent population  size and maximum 

number of iteration ITmax respectively. Columns (4) and (5) represent the value of 

variables x1 and  x2 at which function is optimized. Columns (6) represents the function 

value. Column (7) represents the iterations required for convergence.   
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TABLE 3.16 

Effect of 𝐈𝐓𝐦𝐚𝐱 on accuracy of convergence 

 

S. No. 

(1) 

q 

(2) 

𝐈𝐓𝐦𝐚𝐱 

(3) 

𝐱𝟏 

(4) 

𝐱𝟐 

(5) 

Function value 

(6) 

k 

(7) 

1 30 30 1 1 1.145576e-011 30 

2 30 40 1 1 1.375645e-011 32 

3 30 50 1 1 2.5987932e-013 40 

4 30 60 1 1 6.940071e-015 41 

5 30 70 1 1 1.216929e-013 39 

6 30 80 1 1 2.343508e-014 41 

7 30 110 1 1 4.763705e-020 55 

8 30 140 1 1 1.675177e-019 50 

9 30 200 1 1 1.821156e-018 53 

10 40 90 1 1 9.198076e-018 48 

11 40 100 1 1 1.944461e-017 45 

12 40 120 1 1 1.149075e-017 48 

13 40 140 1 1 1.216215e-019 53 

14 40 160 1 1 2.827675e-019 52 

15 40 180 1 1 1.093662e-020 57 

16 40 200 1 1 2.085538e-018 54 

17 50 30 1 1 1.415376e-012 30 

18 50 50 1 1 3.085142e-014 36 

19 50 60 1 1 6.603557e-016 41 

20 

 

 

50 70 1 1 1.532676e-014 

 

 

 

41 

21 50 80 1 1 1.308451e-015 47 

22 50 100 1 1 4.974816e-018 50 

23 50 120 1 1 5.543777e-017 47 

24 50 140 1 1 2.060528e-021 57 

25 50 160 1 1 1.193581e-017 48 

26 50 180 1 1 5.891339e-021 58 

27 50 200 1 1 2.357654e-019 56 

28 50 220 1 1 9.522462e-018 51 

29 100 50 1 1 2.65228e-015 40 

30 100 60 1 1 3.845000e-019 45 

31 100 70 1 1 4.959005e-018 48 

32 100 80 1 1 5.829558e-020 49 

33 100 90 1 1 9.005843e-019 49 

34 100 100 1 1 30268523e-021 57 

35 100 110 1 1 2.1000047e-016 43 

36 100 120 1 1 3.910962e-020 57 

37 100 140 1 1 4.449501e-019 51 

38 100 160 1 1 2.142912e-018 50 

39 100 180 1 1 1.868118e-019 53 

40 100 200 1 1 6.037815e-022 58 

41 100 220 1 1 2.402596e-020 59 
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From Table 3.16, it is observed that  maximum accuracy is obtained for the following 

combinations of population size (P) and ITmax which are shown in Table 3.17. 

TABLE 3.17 

Best Combinations of P and 𝐈𝐓𝐦𝐚𝐱 

 

 

3.8 CONCLUSIONS 

3.8.1 Genetic Algorithm 

GA has been implemented on Rosenbrock function for various combinations of bit size 

and population size. For combination 1 and 2 (bit size 9 and 8, population size 10), 

function converged at near optimal value. In case of small bit size (3 and 5) and population 

size (7 and 6) function did not converge. It is concluded that population size and bit size 

should be large enough  so that it can support sufficient genetic variation and therefore 

higher accuracy can be achieved. Model (i) is the best model to represent the relation 

between generation and population size. In this model maximum number of points 

coincide with the graph points.  

3.8.2 Basic Particle Swarm Optimization 

Basic Particle swarm optimization (BPSO) algorithm has been implemented to optimize 

the Rosenbrock function manually as well as by MATLAB programme. Two important 

P 
𝐈𝐓𝐦𝐚𝐱 

 
𝐱𝟏 𝐱𝟐 Function value k 

30 110 1 1 4.763705e-020 55 

40 180 1 1 1.093662e-020 57 

50 140 1 1 2.060528e-021 57 

100 200 1 1 6.037815e-022 58 
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parameters of BPSO - population size (P) and maximum number of iterations (ITmax)  

have been varied keeping other parameters fixed to some predefined value to study their 

effect on convergence of accuracy.  For small population size, i.e. 10 and 20, function 

does not get optimized accurately in specified ITmax. For small population sizes,

if  ITmax is increased then function gets optimized accurately but the convergence is 

slower. The maximum accuracy and fast convergence is achieved for population size 40. 

For population size greater than 40, convergence is slower. It is observed that the 

population size should not be less than 20 to optimize the function accurately. 
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   CHAPTER 4 
IMPROVED PSO ALGORITHMS 

4.1. INTRODUCTION 

The concept of Basic Particle Swarm Optimization (BPSO) was introduced by Eberhart 

and Kennedy [10,11] in 1995. BPSO in its original form had various issues - chances of 

getting trapped in local minima, poor computational efficiency, poor accuracy and 

premature convergence. Therefore, two improved algorithms have been developed to 

improve the performance of Basic Particle Swarm Optimization (BPSO).   

The two improved algorithms proposed in this chapter are:  Particle Swarm Optimization 

based on Initial Selection of Particles called as IPSO IS [171, 172] and Adaptive Social 

Acceleration Constant based PSO (ASACPSO) [186]. These have been  discussed  in 

section 4.2 and 4.3 respectively. In IPSO IS, the improvement has been carried out by 

choosing the particles based on minimum function value and ASACPSO has been 

developed using best value of social acceleration constant. Both algorithms have been 

implemented on Mathematical benchmark functions and Economic Load dispatch 

problem of IEEE 5, 14 and 30 bus systems.   

4.2 IMPROVED PSO BASED ON INITIAL SELECTION OF 

PARTICLES (IPSO IS) 

 
In this section, an Improved version of Particle Swarm Optimization - IPSO IS has been 

developed, which is based on selection of better population out of initially generated 

population of points. The minimum population size “Pmin” at which the objective 

function converges has been observed from Basic Particle Swarm Optimization (BPSO). 

In improved PSO based on Initial Selection of Particles (IPSO IS), initial population size 



77 

 

of “q” upto two to four times of Pmin has been considered. From this initial population 

size, better particles based on minimum function value are selected. This population of 

particles is then used to minimize the function.  

4.2.1 Implementation of IPSO IS and BPSO on Benchmark functions 

 
Following are the steps required to optimize Mathematical Benchmark function by 

Improved Particle Swarm Optimization based on Initial Selection of Particles (IPSO IS) 

algorithm: 

1. Initialize the parameters of IPSO IS i.e. q = initial number of particles generated 

randomly, P = Number of selected particles,  Cp,  Cg,  rp,  rg, ITmax, W, Ɛ, Kount. 

2. Set Iteration count k = 0. 

3.  Initialize the velocities and positions for the variables. (No. of elements in the vectors 

is equal to number of particles i.e. “q”).  

4. Calculate the fitness function value for each particle using equation (3.1). 

5. Select “P” particles based on minimum function value. 

6.  Determine xpbestij, for all  the particles “P”. The personal best position associated 

with jth
 particle for ith variable  is the best position that the particle has visited 

yielding the lowest fitness value for that particle.   

7. Determine the xgbesti. If  f (best of xpbestij) is less than f (xgbesti), then assign the 

value of best of xpbestij to the xgbesti. The best position associated with jth particle 

that any particle in the swarm has visited yielding the lowest fitness value for that 

particle. This represents    the best fitness of all the selected particles “P” particles of 

a swarm at any point of time. 
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8. Update the velocities of all particles using equation (3.9) and positions of all particles 

using equation (3.10). 

9. Determine the fitness function value for each particle. 

10. Check f, the stopping criteria is met, if yes, go to 11; else go to 4. 

11. Display xgbesti as the optimal solution and the fitness  corresponding to it as the 

optimum  function. 

Flow chart for improved PSO based on Initial Selection of Particles (IPSO IS) is shown 

in Fig.4.1.  

 

Start 

Initialize parameters of  IPSO IS:  W, rp, rg, Cp, Cg ITmax , Kount, q,  P ,  Ɛ 

 

        Initialize particles with random positions and velocities   

 

Update Personal best and Global best values 

Update Velocity and Position of each particle 

For each particle’s position evaluate Fitness Function 

Is stopping criteria    
met? 

Y 

No 

End 

Fig. 4.1     Flow chart for IPSO IS 

        Arrange the fitness value of function in increasing order, from minimum to maximum 

and select the particles = P 

Evaluate Fitness Function using selected Particles P 
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The following values of parameters have been considered for Basic Particle Swarm 

Optimization (BPSO) and Improved Particle Swarm Optimization based on Initial 

Selection of Particles (IPSO IS): 

rp =  rg  =  1;  Cg =    Cp  = 1;  W  =  0.6 ;    ITmax = 1000 ;   P  =  Selected particles     

 q = Initial particles.   Ɛ = 1 ∗ 10−6 

The Experimentation has been done on following four mathematical benchmark 

functions. 

1. Rosenbrock Function    

2. Beale Function 

3. Booth Function 

4. Hyper Ellipsoid Function 

4.2.1.1 Rosenbrock function    

Mathematically, it is defined as  

f  = 100 ∗ (x1
2 −  x2)2 + (1 − x1)2                                                                                             (4.1) 

f (1,1) = 0       Range:  x1 ℇ (0, 2)     and        x2  ℇ  (0, 2)           

In Basic Particle Swarm Optimization (BPSO), the initial population   and velocities are 

generated randomly using rand command of MATLAB programme, where q is number 

of initial particles and this population is used to minimize the Mathematical Benchmark 

Function. Initially Basic Particle Swarm Optimization (BPSO) has been applied by 

varying number of particles from 10 to 100   in   step   of   10. The results are    shown in  

Table 4.1.  The column (2) shows the number of particles. The columns (3) and (4) show 
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the number of Iterations (k) and Kount (N) required to optimize the function respectively. 

Kount (N) in this case is number of function evaluations, i.e. how many times a function 

has been evaluated during the optimization process. This was taken as the measure of 

computational time. The measure of computational time in seconds or minutes will 

depend on the speed of the processor used in computer, i.e. the type of computer being 

used. Therefore, the time has been measured in terms of function evaluations. 

TABLE 4.1 

Results of BPSO by varying number of Particles 
S. No. 

(1) 

 

q 

(2) 

k 

(3) 

Kount (N) 

(4) 

Result 

(5) 

1 100 102 20601 Ok 

2 90 89 16201 Ok 

3 80 101 16321 Ok 

4 70 89 12601 Ok 

5 60 89 10801 Ok 

6 50 75 7601 Ok 

7 40 86 6961 Ok 

8 30 82 4981 Ok 

9 20 90 3641 Ok 

10 10 75 1521 No convergence 

  

The results of Table 4.1 show that the Kount (N) increases as the number of particles 

increases. It is also observed, that Basic Particle Swarm Optimization (BPSO) could not 

optimize the function with number of particles, “q” = 10.   

IPSO IS has been applied to Rosenbrock function. In IPSO IS, it is experimented to 

choose better particles “P” from the initially generated “q” particles. Better particles have 

been obtained based on the function value. For one particular value of  “P”, various 

values of “q”  have been tried i.e. by fixing the number of particles, “P” to ten, various 

values of initial particle sizes “q” have been tried by varying “q” from 10 to 100 in steps 

of ten. The best results in terms of minimum Kount for each “P” and corresponding “q” 

have been tabulated in Table 4.2. In Table 4.2 columns (2) and (3), show the size of 

initial particles, “q” and the size of selected particles, “P” respectively. Column (4) 
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shows the number of Iterations (k) required to optimize the function using IPSO IS. 

Column (5) and (6) show the (number of function evaluations) Kount, for Improved PSO 

based on initial selection of particles (IPSO IS) and BPSO respectively, i.e. Kount (S): 

Kount for IPSO  IS and  Kount (N): Kount for BPSO. 

TABLE 4.2 

Best number of Particles “q” for given selected Particles “P” 

 

It is observed from Table 4.2, that number of Kount for IPSO IS (Kount (S)) are always 

less than the number of Kount for BPSO (Kount (N)). The last column (8) shows the 

percentage saving in Kount for Rosenbrock function. It was observed that the 

Rosenbrock function could not be optimized by BPSO for particle size ten (10). 

However, when ten (10) particles were selected out of ‘50’ using IPSO IS, the function 

could be optimized in 1421 Kount and 68 Iterations.                                                                                                                                                                                                                                 

Further investigations have been done on other standard test functions.  

4.2.1.2 Beale Function   

Mathematically, Beale function is defined as 

S. 

No. 

(1) 

q 

 

(2) 

P 

 

(3) 

k 

 

(4) 

Kount (S) 

IPSO IS 

(5) 

Kount (N) 

BPSO 

(6) 

 

Results 

 

(7) 

% Saving in 

Kount 

(8) 

 1 100 100 102 20601 20601 Ok NA 

2 100 80 81 13141 16321 Ok 19.48 

3 100 70 84 11931 12601 Ok 5.31 

4 100 40 71 5821 6961 Ok 19.58 

5 90 90 89 16201 16201 Ok 0 

6 90 60 69 8431 10801 Ok 19.48 

7 70 20 64 2651 3641 Ok 37.3 

8 50 50 75 7601 7641 Ok 0.52 

9 50 30 54 3321 4981 Ok 49.9 

10 50 10 68 1421 N.A   No-Convergence 100 

 

 

11 50 5 59 646 N.A. No-Convergence  100 
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f = (1.5-x1+x1x2 )2    +  ( 2.25-x1 +  x1x2
2)2  + ( 2.625-x1 +  x1x2

3)2                            (4.2) 

f (3, 0.5) = 0    Range x1 ≥ − 4.5, x2 ≤ 4.5 

Initially the particles for variables  x1 and x2 have been generated in their range by 

MATLAB command unifrnd (-4.5, 4.5, q, 1) and velocity by rand (1, q). Initially Basic 

PSO (BPSO) has been applied by varying number of particles from 100 to 10 in step of 

10. The results are shown in Table 4.3 for Beale function. 

TABLE 4.3 

Results of   BPSO by varying number of Particles 
S. No. 

(1) 

q 

(2) 

k 

(3) 

Kount (N) 

(4) 

Result 

(5) 

1 100 78 15801 Ok 

2 90 103 18721 Ok 

3 80 110 17761 Ok 

4 70 79 11201 Ok 

5 60 74 9001 Ok 

6 50 84 8501 Ok 

7 40 69 5601 Ok 

8 30 82 4981 Ok 

9 25 73 3701 Ok 

10 20 NA NA No convergence 

11 10 NA NA No convergence 

It is observed from Table 4.3 that minimum value of “q” for which Beale function could 

be minimized is 25. Next, an Improved PSO based on Initial Selection of Particles is 

applied to Beale Function keeping “q” fixed to 25 and varying “P” from size 25 to 10. 

The results are shown in Table 4.4. 

TABLE   4.4 

Best number of selected Particles “P” for initial Particles “q” = 25 

 

S. No. 

(1) 

q 

(2) 

P 

(3) 

k 

(4) 

Kount (S) 

(5) 

Result 

(6) 

%    Saving in Kount 

(7) 

1 25 25 73 3702 Ok NA 

2 25 20 57 2326 Ok 37.16 

3 25 15 66 2021 Ok 45.40 

4 25 10 49 1016 Ok 72.55 
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It is observed that using IPSO IS, this function could be optimized for particle size 10. 

Saving in terms of function evaluations was achieved in all cases and maximum saving 

was achieved when 10 particles are selected out of 25. 

4.2.1.3 Booth Function 

Mathematically, it is defined as  

f = (x1 + 2x2 − 7)2+(2x1 + x2 − 5)2                                                                            (4.3) 

f (1,3) = 0          Range  x1 ≥ -10,   x2<10 

The results are shown in Table 4.5 for Booth function. 

TABLE 4.5 

Results of BPSO by varying number of Particles 

 

Here we observe that minimum value of q for which Booth function could be minimized 

is 10. Next, an Improved PSO based on Initial Selection of Particles (IPSO IS) is applied 

to Booth function keeping “q” fixed to 10 and varying “P” from size 10 to 5. The results 

are shown in Table 4.6. 

TABLE 4.6 

Best number of selected Particles “P” for initial size “q” = 10 

S.No 

(1) 

q 

(2) 

k 

(3) 

Kount (N) 

(4) 

Result 

(5) 
1 100 74 15001 Ok 

2 90 85 15481 Ok 

3 80 80 12961 Ok 

4 70 67 9521 Ok 

5 60 87 10561 Ok 

6 50 77 7801 Ok 

7 40 81 6561 Ok 

8 30 87 5281 Ok 

9 20 84 3401 Ok 

10 10 59 1201 Ok 

S. No. 

(1) 

q 

(2) 

P 

(3) 

k 

(4) 

Kount (S) 

(5) 

Result 

(6) 

%   Saving in Kount 

(7) 

1 10 10 59 1201 Ok NA 

2 10 8 54 883 Ok 26.48 

3 10 6 91 1109 Ok 7.67 

4 10 5 86 876 Ok 27.06 
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4.2.1.4 Axis Parallel Hyper Ellipsoid Function 

Mathematically, it is defined as  

f=∑ in
i=1 xi

2                                                                                                                   (4.4) 

f (x) = 0   at  i =1: n         here n=2         Range -5.2 ≤  xi ≤ 5.12    

Initially Basic PSO (BPSO) has been applied by varying number of particles from 50 to 

5 for Axis Parallel Hyper Ellipsoid Function. The results are shown in Table 4.7 

 

TABLE 4.7 

 Results of BPSO by varying number of Particles 

 

It is observed from results of Table 4.7 that minimum value of “q” for which Axis Parallel 

Hyper Ellipsoid Function could be minimized is 15. However, the minimum Kount was 

obtained for 20 particles. Therefore, an initial size “q” of 20 and 15 particles has been 

considered. Initial selection of Particles based algorithm (IPSO IS) is applied on Axis 

Parallel Hyper Ellipsoid function   and results are shown in Table 4.8. 

TABLE 4.8 

 Best numbers of selected Particles “P” for initial Particles “q” = 20 and 15 

S. No. 

(1) 

q 

(2) 

k 

(3) 

Kount 

(4) 

Result 

(5) 
1 50 60 6101 Ok 

2 40 73 5921 Ok 

3 30 51 3601 Ok 

4 25 47 2401 Ok 

5 20 52 2121 Ok 

6 15 79 2401 Ok 

7 10 NA NA No-convergence 

8 5 NA NA No-convergence 

S. No. 

(1) 

q 

(2) 

P 

(3) 

k 

(4) 

Kount (S) 

(5) 

Result 

(6) 

%     Saving in Kount 

(7) 

1 20 20 52 2121 Ok NA 

2 20 5 73 756 Ok 64.35 

3 15 15 79 2401 Ok NA 

4 15 10 50 1026 Ok 51.63 
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The results of BPSO for minimum particle size “q” i.e. Pmin have been summarized in 

Table 4.9. Pmin was the minimum number of particles at which basic PSO optimized 

accurately. 

TABLE 4.9 

Minimum Value of Population Pmin for   BPSO 

 

Various combinations of “P” and “q” have been tried for all the functions. Table 4.10 

shows the results for all test functions for values of “q” higher than Pmin and values “P” 

less than or equal to Pmin for each function. 

TABLE   4.10 

Results of IPSO IS for Values of “q” Higher than Pmin and “P” Less than Pmin 

 

S. No. 

(1) 

 

 

Functions 

(2) 

q 

(3) 

P 

(4) 

k 

(5) 

Kount 

(6) 

Saving in Kount % 

(7) 

1 Rosenbrock 

20 20 90 3641 NA 

50 10 79 1641 54.92 

50 5 59 646 82.25 

2 

 
Beale 

25 25 73 3702 NA 

25 10 49  1016 72.55 

50 8 55 939 74.63 

3 Booth 

10 10 59 1201 NA 

10 5 86 876 27.06 

50 8 43 747 37.80 

4 
                  Axis Parallel 

               Hyper 

               Ellipsoid 

15 15 79 2401 NA 

15 10 50 1026 51.63 

50 5 62 676 71.84 

S. No. 

(1) 

Function 

(2) 

Pmin 

(3) 

k 

(4) 

Kount (N) 

(5) 

1 Rosenbrock 20 90 3641 

2 Beale 25 73 3701 

3 Booth 10 59 1201 

4 Axis Parallel Hyper Ellipsoid 15 79 2401 
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Table 4.10 shows the reduction in Kount using IPSO  IS. It has been observed that every 

function converged for some minimum size of particles, Pmin. In   order to   reduce      the 

Kount, the particles have been selected out of double or more than double of initial size. 

In case of   Rosenbrock function Basic Particle Swarm Optimization (BPSO) algorithm 

required 20 minimum particles for convergence, whereas IPSO IS, selecting 5 particles 

from 50 initial particles gave saving of 82.25% in Kount. Axis Parallel Hyper Ellipsoid 

function converged for minimum particle size (Pmin) 15. Now, 5 particles have been 

selected out of double or more than double the value of   Pmin i.e. out of 50. When 5 

particles out of 50 are selected, the Kount reduces considerably i.e. a saving of 71.84% 

has been achieved. The saving has been calculated using the formula given below: 

Saving in Kount = ((Kount (N) – Kount (S)) / Kount (N)  

Saving in Kount is plotted in Fig. 4.2.  Brown color shows Kount (N) required for “Pmin” 

of Basic PSO and   Black color shows Kount (S) of Improved PSO (IPSO IS) based on 

Initial Selection of particles for “q = 50” and minimum selected particles “P <  Pmin”.  

 

 

Fig. 4.2 Comparison of Kount for BPSO and IPSO IS 
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Results of BPSO for Pmin and IPSOIS for  “q” = 50 and “P” = 10 has been presented in 

Table 4.11. 

TABLE   4.11 

Results of IPSO IS  for  “q” =  50  and “P” = 10 

 From the above Table 4.11 it was observed that   saving   in   Kount   for “q” =  50          

and “P” = 10 were 54.93%, 59.98%, 62.47% for Rosenbrock, Beale and Axis Parallel 

Hyper Ellipsoid functions respectively. In case of Booth function, saving was not 

obtained for 10 particles but saving of 37.8% was obtained when 8 particles have been 

selected out of   50.   

4.3 ADAPTIVE SOCIAL ACCELERATION CONSTANT BASED 

PSO (ASACPSO) 

Adaptive Social Acceleration Constant based PSO has been developed using the best 

value of Social Acceleration Constant. Social acceleration constant has the ability to 

concentrate the search around a promising area to refine a candidate solution. It also 

determines the tendency of velocity update. Large value of Social Acceleration Constant 

directs the particle towards the neighbor group’s best. Social acceleration constant Cg 

regulates the maximum step size in the direction of the global best particle.  ASACPSO 

has been implemented on seven mathematical benchmark functions and its performance 

has been compared with Basic Particle Swarm Optimization (BPSO). 

S. No. 

 

(1) 

Function 

 

(2) 

q 

 

(3) 

P 

 

(4) 

k 

 

(5) 

Kount (S) 

 

(6) 

%Saving in Kount 

(S) 

(7) 
 

1 
Rosenbrock 20 20 90 3641 

 

NA 

50 10 79 1641 54.93 

 

2 

 

Beale 
25 25 73 3701 NA 

50 10 71 1481 59.98 

 

 

3 
Booth 

10 10 59 1201 NA 

50 10 66 1381 *-14.99 

50 8 43 747 37.8 

 

4 

Axis Parallel 

Hyper Ellipsoid 

15 15 79 2401  

50 10 42 901 62.47 
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 In basic PSO, Cp and Cg are  fixed to 1.0, whereas in ASACPSO, Cg is searched 

adaptively and is named as adaptive social acceleration constant Csg. The adaptive social 

acceleration based constant Csg has been formulated using following three functions: 

I. Linearly decreasing function             

Csg1= Cgmax- (k*(Cgmax  -  Cgmin)) / ITmax)                                                            (4.5)                                

II. Exponential of linearly decreasing function 

Csg2 = exp((-1)* (Cgmax-(k*(Cgmax- Cgmin))/ ITmax))                                            (4.6)                                                  

III.   Exponential decreasing function consisting of exponential of constant multiplied by 

linearly decreasing function. 

 Csg3 =  exp ((-0.34)* (Cgmax- (k*(Cgmax- Cgmin)) / ITmax))                                 (4.7)  

ITmax  Maximum number of Iterations 

 k         Current Iteration 

Cgmax  Maximum value of Social acceleration constant  

Cgmin   Minimum value of Social acceleration constant 

Csg Adaptive social acceleration constant 

Csg1     Social acceleration constant based on linearly decreasing function 

Csg2      Social acceleration constant based on exponential of linearly decreasing function 

Csg3      Social acceleration constant based on exponentially decreasing function consisting   

of exponential of constant multiplied by linearly decreasing function. 

Algorithms  based on Csg1, Csg2, and Csg3 have been named as Adaptive Linearly 

decreasing PSO (ALDPSO), Adaptive Exponential Linearly Decreasing PSO 

(AELDPSO-I) and Exponential decreasing function consisting of constant multiplied by 
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linearly decreasing function   (AELDPSO-II) respectively.All the three algorithms have 

been   implemented to minimize the Rosenbrock function. The best value of Adaptive–

Social Acceleration Constant Csg is  searched by applying equation (4.5), (4.6) and (4.7) 

after second, third, fourth and up to seventh Iteration. When these equations are applied 

after seventh Iteration, there was no improvement in the results. The results of ALDPSO, 

AELDPSO - I   and     AELDPSO - II   are    shown in  

Tables 4.12, 4.13 and 4.14 respectively. The best value of Csg is selected based on 

minimum number of Kount required to minimize the function. ASACPSO   Algorithm   

is developed using the best value of Csg. 

The parameters for all the three algorithms are fixed as follows: 

Cgmax = 1.5;                  Cgmin = 0.0;       P = Population Size = 40 

ITmax =  Maximum number of Iterations =1000;  

Results for Rosenbrock Function using ALDPSO are shown in Table 4.12. 

TABLE 4.12 

Results of Rosenbrock function using ALDPSO 
Condition for implementation 

of 𝐂𝐬𝐠𝟏 

(1) 

 

 

Results 

 

(2) 

 

 

 

 

k 

 

(3) 

Kount 

 

(4) 

𝐂𝐬𝐠𝟏 

 

(5) 

k > 2 Success 45 1840 0.955 

k > 3 Success 46 1880 0.954 

k  > 4  Success 42 1720 0.958 

k >  5 Success 40 1640 0.960 

k > 6 Success 48 1960 0.952 

k > 7 Success 44 1800 0.956 

Column (1) of Table 4.12 shows the number of Iterations after which Csg1 (defined by 

equation (4.5) has been implemented. Column (2) shows the result of Rosenbrock 

function for defined condition of column (1). Columns (3) and (4) represent number of   

Iterations  and  number  of   Kount   required    respectively   to    optimize    the     function.  
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Column (5) shows value of Csg1 searched for Rosenbrock function. When  linear 

decreasing function Csg1 implemented after second Iteration Kount required to optimize 

the function is 1840 and an adaptive social acceleration constant value is 0.955 as shown 

in row (2) of Table 4.12. It is observed from column (4) of Table 4.12 minimum Kount 

is obtained when adaptive Csg2 has been searched after five Iterations and its value is 

0.96. It has been highlighted in the Table 4.12. When this strategy is applied after eighth 

Iteration, no improvement has been observed in results.  

Results for   Mathematical   Rosenbrock   function using AELDPSO-I   is   shown     in  

Table 4.13. Column (1) of Table 4.13 shows the number of Iterations after which Csg2, 

(defined by equation (4.6) has been implemented. Column (2) shows the result of 

Rosenbrock function for defined condition of column (1). Columns (3) and (4) represents 

number of Iterations and number of Kount respectively required to optimize the function. 

Column (5) shows value of Csg2 searched for Rosenbrock function. By observing column 

(4) of Table  4.13 it is found that  minimum Kount is obtained when adaptive Csg2  is  

searched  after    seventh Iteration.    

TABLE 4.13 

Results of Rosenbrock function using AELDPSO-I  
Condition  for 

implementation of 𝐂𝐬𝐠𝟐 

(1) 

 

Results 

 

(2) 

 

 

 

 

 

 

 

 

k 

 

(3) 

Kount 

 

(4) 

𝐂𝐬𝐠𝟐 

 

(5) 

k > 2 Failure 1000 40040 0 

k > 3 Success 68 2760 0.3428 

k  > 4  Success 54 2200 0.348 

k >  5 
Success 

62 2520 0.345 

k > 6 Success 64 2600 0.3443 

k  > 7 
Success 

44 1800 0.956 
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Iterations and its value is 0.956. The row corresponding to this has been highlighted. 

When this strategy is applied after eighth Iteration, no improvement has been observed in 

results.  

Results for Mathematical benchmark Rosenbrock function using AELDPSO-II are shown 

in Table 4.14. 

TABLE 4.14 

Results of Rosenbrock function for AELDPSO - II 
Condition for implementation of 𝐂𝐬𝐠𝟑 

(1) 

 

Result 

(2) 

k 

(3) 

Kount 

(4) 

 

𝐂𝐬𝐠𝟑 

(5) 

k > 2 Success 33 1360 0.688 

k > 3 Success 33 1360 0.79 

k  > 4  Success 36 1480 0.688 

k >  5 Success 
30 1240 0.788 

k > 6 Success 32 1320 0.793 

k > 7 
Success 

40 1640 0.7154 

 

Column (1) of Table 4.14 shows the number of Iterations after which Csg3 (defined by 

equation (4.7) has been implemented. Column (2) shows the result of Rosenbrock 

function for defined condition of column (1). Column (3) and (4) represent number of   

Iterations and number of   Kount   required     respectively      to     optimize    the    

function. Column (5) shows value of Csg3 searched for Rosenbrock function. When Csg3  

is implemented after five Iterations, Kount required to  optimize the function is 1240 and 

an adaptive social acceleration constant value is 0.788 as shown in row (5) of Table 4.14. 

By observing column (4) of Table 4.14, minimum Kount is obtained when adaptive Csg3 

has been searched after five Iterations and its value is 0.788. It has been highlighted in 

the Table 4.14. When this strategy is applied after eighth Iteration, no improvement has 

been observed in results. 
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Comparison of results of ALDPSO, AELDPSO-I and II are shown in Table 4.15. 

TABLE 4.15 

Comparison of Results of ALDPSO, AELDPSO-I and II 
 ALDPSO AELDPSO-I AELDPSO-II 

Condition for 

implementation of  𝐂𝐬𝐠 

(1) 

𝐂𝐬𝐠𝟏 

 

(2) 

 

 

 

Kount 

 

(3) 

 

𝐂𝐬𝐠𝟐 

 

(4) 

Kount 

 

(5) 

 

𝐂𝐬𝐠𝟑 

 

(6) 

Kount 

 

(7) 

 
k > 2 0.955 1840 0 40040 0.688 1360 

k > 3 0.954 1880 0.3428 2760 0.79 1360 

k  > 4  0.958 1720 0.348 2200 0.688 1480 

k >  5 0.96 1640 0.345 2520 0.788 1240 

k > 6 0.952 1960 0.3443 2600 0.793 1320 

k > 7 0.956 1800 0.956 1800 0.7154 1640 

Column (1) of Table 4.15 represent the number of Iterations after which Csg was 

implemented. Columns (2), (4) and (6) represent the adaptive social acceleration 

constants Csg1, Csg2 and Csg3 achieved by ALDPSO, AELDPSO-I, and AELDPSO-II 

respectively for each condition of implementation shown in column 1. Columns (3), (5) 

and (7) represent the Kount required to minimize the function. It was observed that 

AELDPSO-II requires less Kount as compared to ALDPSO and AELDPSO-I for all 

conditions of column (1). It was further observed from Table 4.15 for case of k > 5, 

minimum Kount are required by AELDPSO-II. For this condition of Csg implementation, 

the Kount required by three algorithms were:  

ALDPSO        :      1640 

AELDPSO-I   :       2520 

AELDPSO - II:      1240 

This row has been highlighted. The value   of   an   adaptive   social   acceleration   constant    

was achieved by AELDPSO-II and was taken as   social   acceleration   constant    for   

PSO which leads to the    development   of    Adaptive   Social    Acceleration   Constant  

  based PSO (ASACPSO). The  Experimentation  has   been   done   on   following   seven 
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mathematical benchmark functions using Basic PSO, AELDPSO-II and Adaptive Social 

Acceleration Constant based PSO (ASACPSO).  

1. Rosenbrock function    

2. Beale Function 

3. Booth Function 

4. Hyper Ellipsoid Function 

5. Ackley function 

6. Schwefel   function 

7. Three Hump Function 

Following parameters are considered for basic PSO (BPSO). 

 rp= Cg =  rg= Cp=1;      W = 0.6;     P= Population size = 40 

 

These parameters have been selected merely for comparison of the results obtained by 

the proposed algorithms. Initially Basic PSO (BPSO) has been applied for 40 particles. 

Then the best social acceleration constant was searched using AELDPSO-II. This best 

value of social constant worked as Csg for ASACPSO algorithm. All the three algorithms 

BPSO, AELDPSO-II and ASACPSO Algorithm have been implemented on seven 

mathematical benchmark functions and their results have been compared in Table 4.16 to 

Table 4.22.  

4.3.1 Rosenbrock Function 

Mathematically, it is defined in equation number (4.1). Table 4.16 shows the results of 

Rosenbrock function using BPSO, AELDPSO-II and Adaptive Social Acceleration 

constant based PSO (ASACPSO). 

TABLE 4.16 

Results   for   Rosenbrock function 
PSOs 

(1) 

 𝐱𝟏 

(2) 

 𝐱𝟐 

(3) 

f 

(4) 

Cg/Csg 

(5) 

Kount 

(6) 

k 

(7) 

 
BPSO 0.99 0.99 1.9e-9 1 1600 39 

AELDPSO-II 0.99 0.99 5.9e-10 0.788 1240 30 

ASACPSO 0.99 0.99 1.79e-8 0.788 1320 32 
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Column (1) of Table 4.16 shows the type of PSO being implemented on Rosenbrock 

function. Columns (2) and (3)   represent      two    variables    of     Rosenbrock    function. 

Column (4) represents the corresponding function value. Column (5) represents Cg for 

BPSO and Csg for AELDPSO-II and ASACPSO algorithm. Columns (6) and (7) 

represents Kount and Iteration required respectively for optimizing the function. 

4.3.2    Beale Function  

Mathematically Beale function is defined as given in equation (4.2). Table 4.17 shows 

the results of Beale function for BPSO, AELDPSO-II and Adaptive Social Acceleration 

Constant based PSO (ASACPSO). 

TABLE 4.17 

Results for Beale function 

PSOs 

(1) 

𝐱𝟏 

(2) 

𝐱𝟐 

(3) 

f 

(4) 

𝐂𝐬𝐠/𝐂𝐬𝐠𝟏 

(5) 

Kount 

(6) 

k 

(7) 

BPSO 2.99 0.5 5.4e-10 1 1800 44 

AELDPSO-II 3 0.5 9.42e-10 0.8071 1440 35 

ASACPSO   3 0.49 1.1e-8 0.8071 1000 24 

 

4.3.3 Booth Function 

Mathematically, it is defined as given in equation (4.3). Table 4.18 shows the results of 

Booth function for BPSO, AELDPSO-II and Adaptive Social Acceleration constant based 

PSO (ASACPSO). 

 

TABLE 4.18 

Results for Booth function 

PSOs 

(1) 

𝐱𝟏 

(2) 

𝐱𝟐 

(3) 

f 

(4) 

Cg/Csg 

(5) 

Kount 

(6) 

k 

(7) 

BPSO 1 3 2.06e-13 1 2000 49 

AELDPSO-II 1 2.99 5.9e-10 0.7358 1320 32 

ASACPSO 0.99 2.99 6.32e-8 0.7962 1280 31 
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4.3.4 Axis Parallel Hyper Ellipsoid Function 

Mathematically, it is defined as given in equation (4.4). Table 4.19 shows the results of 

Axis Parallel Hyper Ellipsoid function for BPSO, AELDPSO-II and Adaptive Social 

Acceleration constant based PSO (ASACPSO). 

 TABLE 4.19 

Results for Axis Parallel Hyper Ellipsoid function 

PSOs 

(1) 

𝐱𝟏 

(2) 

𝐱𝟐 

(3) 

f 

(4) 

Cg/Csg 

(5) 

Kount 

(6) 

k 

(7) 

BPSO -1.165e-5 -7.33e-9 3.8e-11 1 1880 46 

AELDPSO-II -2.5e-6 -6.12e-6 8.15e-12 0.669 1680 41 

ASACPSO -1.3e-5 -6.3e-9 1.8e-19 0.669 1160 28 

 

4.3.5  Ackley Function 

Mathematically, it is defined as  

f (x1, x2) =  -20 * e(−0.2 √(0.5(x1
2 )+x2

2))                                                                                   (4.8)     

f (0,0) = 0         Range -5.0 ≤  xi ≤ 5.0 

Table 4.20 show the results of Ackley function for BPSO, AELDPSO-II and Adaptive 

Social Acceleration Constant based PSO (ASACPSO). 

TABLE 4.20 

Results for Ackley function 

PSOs 

(1) 

𝐱𝟏 

(2) 

𝐱𝟐 

(3) 

f 

(4) 

Cg/Csg 

(5) 

Kount 

(6) 

k 

(7) 

BPSO -1.64e-11 -8.15e-12 5.204e-11 1 3920 97 

AELDPSO-II -1.40e-9 1.286e-9 5.3902e-9 0.725 2360 58 

ASACPSO -1.64e-16 -2.692e-16 1.88e-15 0.725 2240 55 

 

 

4.3.6 Schwefel Function 

 
Mathematically, it is defined as 

                                    f(x) = 418.9829- 𝐱𝟏 * sin(√abs(𝐱𝟏)                                                                       (4.13) 

f(x) = 0; at x = (420.9687) 
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Range    -500.0 ≤  xi ≤ 500.0 

Table 4.21 show the results of   Schwefel function for BPSO, AELDPSO-II, Adaptive 

Social Acceleration constant based PSO (ASACPSO). 

TABLE   4.21 

Results for Schwefel Function 

 

 

4.3.7 Three Hump Camel Function 

Mathematically, it is defined as  

f(x1, x2) = 2*x1 
2 - 1.05*x1

4 + x1
6/6 +  x1* x2 + x2

2                                                       (4.14) 

f (0,0) = 0  

 

Table 4.22 shows the results of Three Hump Camel function for BPSO, AELDPSO-II 

and Adaptive Social Acceleration Constant based PSO (ASACPSO). 

TABLE 4.22 

Results for Three Hump Camel function 

PSOs 

(1) 

𝐱𝟏 

(2) 

𝐱𝟐 

(3) 

f 

(4) 

Cg/Csg 

(5) 

Kount 

(6) 

k 

(7) 

BPSO -1.8062e-6 2.20e-6 7.40e-12 1 1800 44 

AELDPSO -2.236e-6 1.42e-5 1.82e-10 0.719 1320 32 

ASACPSO -2.1779e-6 -4.07e-7 1.27e-5 0.719 1000 24 

Comparison of Kount for all the functions optimized using BPSO, AELDPSO-II and 

ASACPSO algorithms are shown in Table 4.23. 

 

PSOs 

(1) 

𝐱𝟏 

(2) 

f 

(3) 

Cg/Csg 

(4) 

Kount 

(5) 

k 

(6) 

BPSO 420.968 1.222e-5 1 3600 89 

AELDPSO 420.965 1.4392e-5 0.7242 40 51 

ASACPSO 

 
420.963 1.27e-5 0.7242 40 53 
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TABLE 4.23 

Comparison of Kount for mathematical functions 
S.No. 

 

(1) 

Functions 

 

(2) 

 

(2) 

 

 

 

(2) 

BPSO 

(Kount) 

(3) 

 

 

 

AELDPSO-II 

(Kount) 

(4) 

ASACPSO 

(Kount) 

(5) 

1 Rosenbrock 1600 1240 1320 

2 Beale 1800 1440 1000 

3 Booth 2000 1320 1280 

4 
Axis Parallel Hyper 

Ellipsoid 
1880 1680 1160 

5 Ackley Function 3920 2360 2240 

6 Schwefel function 3600 40 40 

7 
Three Hump Camel 

function 

 

1800 1320 1000 

 

It is observed that minimum Kount are required for ASACPSO Algorithm except in case 

of Rosenbrock function, where Kount required for AELDPSO-II is minimum. 

Table 4.24 shows the % saving in Kount for ASACPSO Algorithm and BPSO: 

TABLE   4.24 

Results of BPSO & ASACPSO   ALGORITHM   and % saving in  Kount 
S. No. 

(1) 

 

 

Functions 

(2) 

BPSO 

(3) 

ASACPSO 

(4) 

 % Saving in Kount 

(5) 

1 Rosenbrock 1600 1320 17.5 

2 

 
Beale 1800 1000 44.5 

3 Booth 2000 1280 36 

4 
Axis parallel 

Hyper Ellipsoid 
1880 1160 38.29 

5 Ackley 3920 2240 42.85 

6 Schwefel 3600 40 97.8 

7 
Three Hump Camel 

function 

 

1800 1000 44.5 

 

It has been observed that every function converged for lesser Iterations and lesser Kount 

for ASACPSO Algorithm in comparison to basic PSO (BPSO).  Minimum saving in 
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Kount for Rosenbrock function and maximum saving in Kount for Schwefel function has 

been achieved as shown in Table 4.24. A saving of 44.5% has been achieved in Beale and 

Three Hump Camel functions. The saving has been calculated   using following formula:  

Saving in Kount % = [100*(Kount for 40 particles (with Cg=1) – Kount for 40 particles 

with Csg3] / Kount for 40 particles(with Cg=1).Comparison of Kount for different 

functions for BPSO  and  ASACPSO are shown in Fig.  4.4. 

 

 

Fig. 4.3   Comparison of Kount for different functions using BPSO & ASACPSO Algorithms. 
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4.4 ECONOMIC LOAD DISPATCH (ELD)  

Thermal power plants (coal, natural gas, oil and nuclear) are responsible for roughly 80% 

of global electricity production. Commercial power stations are   usually constructed on 

a large scale and designed for continuous operation. The direct cost of electric energy 

produced by a thermal power station is the result of cost of fuel, capital cost for the plant, 

operator labor, maintenance, and such factors as ash handling and disposal. The sizes of 

the electric power system are increasing rapidly to meet the energy requirement. 

Therefore, the number of power plants are connected in parallel to supply the system load 

by an interconnection of the power system. In the grid system, it becomes necessary to 

operate the plant units more economically. Economic Load Dispatch (ELD) problem 

allocates loads to plants at a minimum cost while satisfying the equality and inequality 

constraints [5, 30, 92]. 

   Mathematically, ELD problem is defined as: 

Minimize 

 FC =   ∑ FNG
i=1 [Ci(Pgi )]                                                                              (4.15) 

Where cost of generation is defined as: 

Ci(Pgi ) = ∑ (NG  
i=1 aiPgi

2 + biPgi + ci)                                                (4.16) 

The system transmission losses are defined as:  

FL= ∑  NG
i=1  ∑  NG

j=1 PgiBijPgj                                    (4.17) 

Subject to the constraints 

Equality constraint 

∑ Pgi
NG
i=1  = PD +  FL                                                                                                          (4.18) 

Inequality constraint 
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Pgimin  ≤ Pgi  ≤  Pgimax                  i = 1,2 … NG                          (4.19) 

To consider the equality constraint of the problem, the function has been modified by 

inclusion of a parameter K. The objective function becomes as follows: 

F = FC + K (PD+FL- Pgi)                                                   (4.20) 

Where parameter K is fixed at 1000 for all three IEEE 5, 14, and 30 bus systems. Different 

values of K were considered and it was observed that ELD problem converged when it 

was fixed to 1000 for IEEE 5, 14 and 30 bus systems. The optimum solution is achieved 

when the change in function value during successive Iterations is less than the limit 

specified which is T = 1 ∗ 10−6  and the absolute value of difference between generation, 

demand and losses is less than 1 ∗ 10−6. 

4.4.1 Application of BPSO and Improved Particle Swarm 

Optimization based on Initial Selection of Particles (IPSO IS) to 

ELD problem 

The Experimentation has   been done on the following   Systems 

1.     IEEE 5 Bus System    

2.     IEEE 14 Bus System  

3.     IEEE 30 Bus System  

4.5 COMPUTATIONAL PROCEDURE 

The Computational procedures for BPSO and IPSO IS have been  discussed below for 

Economic Load Dispatch Problem: 

(a) BPSO 

The sequence for the solution of Economic Load Dispatch problem using Basic Particle 

Swarm Optimization (BPSO) algorithm is explained as follows: 
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1. Fix the number of particles “q” as  population size  and set the number of   maximum 

    Iterations  ITmax  and tolerance value T = 1 ∗ 10−6 . 

2. Fix the cost coefficients, loss coefficients, load demand and generator limits of all the          

generators. 

3. Set function evaluation count, Kount = 0. 

4. Generate initial random positions and velocities for all particles.  

5. Calculate the losses for each particle using (4.17). 

6. Calculate the cost of generation using (4.15).  

7. At 0th Iteration the personal best position is same as the initial random positions and 

minimum value of   pbest is the gbest value. 

8. Increase the count value ‘Kount’ by 1 using Kount = Kount + 1. 

9. Calculate the velocity of each particle using (3.21).  

10. Check if velocity is within the limits. If not, fix the   velocity to the limit violated.  

11. Calculate the new positions of the particles by evaluating (3.22). 

12. Calculate ELD for the new positions generated at 11th step.  

13. Update  xpbest and xgbest values by comparing ELD function values. 

14. Check if both the stopping criteria are satisfied, if not, then go to step 8, else go to 15. 

15. Display the optimize values for cost of generation, system transmission losses and 

numbers of Kount. 

(b) IPSO IS 

Steps required for IPSO  IS for ELD problem  are as follows: 

1. Initialize the particles less than Pmin. Pmin is minimum number of particles for 

which ELD is optimized by BPSO. 
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2. Select the best particles according to minimum function value. 

3. Pmin is used for selecting the initial population “q” for IPSO  IS. Where q ≥ Pmin. 

4. Particles are selected from q, where P is selected for which P ≤ Pmin, and for which 

function optimized. 

5. Perform ELD with selected particles P. 

4.6 COMPUTATIONAL RESULTS AND DISCUSSION 

Improved Particle Swarm Optimization based on Initial Selection of Particles (IPSO IS) 

has been implemented for Economic Load Dispatch of IEEE 5 Bus, IEEE 14 Bus and 

IEEE 30 Bus Systems. 

4.6.1 IEEE 5 Bus System 

Following parameters are considered for basic PSO (BPSO) and    Improved       PSO 

 (IPSO  IS) for  IEEE 5,14 and 30 bus systems. 

  rp= Cg =  rg= Cp=1,     W = 0.6,          ITmax=1000 ,      T = 1 ∗ 10−6 

Initially Basic PSO (BPSO) has been applied to solve ELD of IEEE 5 Bus System by 

varying number of particles from 10 to 100 in step of 10. The results are shown in Table 

4.25. 

TABLE 4.25 

Results of ELD using BPSO for IEEE 5 Bus System 
S. No. 

(1) 

q 

(2) 

Cost ($/hr.) 

(3) 

Loss  ( 𝐅𝐋 )  

(MW)  (4) 

k 

(5) 

Kount 

(6) 

Remarks 

(7) 

1 10 761.155 5.2037 1000 20020 Unsuccessful 
2 20 761.135 5.2252 114 4600         Successful 

3 30 761.135 5.2238 114 6900 Successful 
4 40 761.353 5.2262 131 10560 Successful 

5 50 761.353 5.2255 125 12600 Successful 
6 60 761.352 5.2246 108 13080 Successful 

7 70 761.383 5.2159 137 19320 Successful 

8 80 761.135 5.2200 88 14240 Successful 
9 90 761.135 5.2200 89 16200 Successful 

10 100 761.135 5.2200 88 17800 Successful 
11 8   1000  Unsuccessful 
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The second column of Table 4.25 shows the number of particles. The third and fourth   

columns show the cost of generation and transmission losses of the system. The fifth and 

sixth columns show the number of Iterations (k) and Kount required to optimize the 

function. Seventh column shows the remarks for function convergence.  

 Kount in this case is number of function evaluations, i.e. how many times a function has 

been evaluated. This is taken as the measure of computational time. The measure of 

computational time in seconds or minutes will depend on the technology, i.e. the type of 

computer being used. Therefore, the time has been measured in terms of function 

evaluations. The results of Table 4.25 show that the Kount increases as the number of 

particles increase. Table 4.25 shows that the Basic PSO could not optimize the function 

for q = 10. The minimum value of particles for which function get optimized is 20, so 

Pmin = 20. 

An Improved PSO (IPSO  IS) based on initial selection of particles has been applied to 

IEEE 5 Bus System. In IPSO  IS, it is experimented to choose better particles “P” from 

the initially generated “q” particles. Better particles have been obtained based on the 

function value. In  improved selection based PSO  better particles “P ≤ Pmin” are 

selected  from the initially generated “q ≥ Pmin” particles . In IPSO  IS “q” are the initial 

particles based on “q ≥ Pmin”   and  selected particles  are  “P” based on   “P ≤ Pmin”   

respectively shown in column 2 and 3 of Table 4.26. The best results in terms of minimum 

Kount for each P and corresponding q for which function optimized have been   shown       

in Table 4.26. 

TABLE 4.26 

Results of ELD using IPSO  IS  for “q ≤ 𝐏𝐦𝐢𝐧"   

S. No. 

(1) 

q 

(2) 

P 

(3) 

k 

(4) 

Cost(𝐅𝐂 ) 

(5) 

Loss (𝐅𝐋 ) 

(6) 

Kount(S) 

(7) 

Kount(N) 

(8) 

1 20 8 108 761.13 5.127 1756 4600 
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In Table 4.26 Column (2) and (3) represent the initial particles and selected Particles. 

Column (4) shows the Iteration required to optimize the function.  Column (5) and (6) 

show the cost of function and system Loss. Kount (S) and Kount(N) in column (7) and 

column (8) respectively represent Kount required to optimize the function using IPSO IS 

and   BPSO. It is observed that Kount (S) is much less than Kount (N). It is also observed 

that for P = 8, ELD could not be optimized using BPSO for  IEEE 5 bus system  . Whereas 

using IPSO IS, the said function could be optimized. 

4.6.2 IEEE 14 Bus System 

Initially BPSO has been implemented for ELD of IEEE 14 Bus System by varying 

number of particles from 10 to 100 in step of 10. The results are shown in Table 4.27. 

 

TABLE 4.27 

Results of ELD using BPSO for IEEE 14 Bus System 
S. 

No. 

(1) 

q 

(2) 

Cost (𝐅𝐂 ) 

(3) 

Loss ( 𝐅𝐋 ) 

(4) 

k 

(5) 

Kount 

(6) 

Remarks 

(7) 

1 10 x x 1000 x Unsuccessful 

2 20 x x 1000 x Unsuccessful 

3 30 x x 1000 x Unsuccessful 

4 40 1143.853 10.27687 133 5400 Successful 

5 50 1143.853 10.27311 103 5250 Successful 

6 60 1144.037 10.07383 171 10380 Successful 

7 70 1143.854 10.28487 132 9380 Successful 

8 80 1143.853 10.27293 100 8160 Successful 

9 90 1143.854 10.27294 92 8460 Successful 

10 100 1143.854 10.27844 137 13900 Successful 

 

 It is observed from Table 4.27 that ELD for IEEE 14 bus system could not be performed 

for 10 particles using BPSO. Here we observed that minimum value of P i.e. Pmin for 

which IEEE 14 Bus function could be optimized is 40. Now IPSO  IS has been 

implemented and results are  shown in Table 4.28. 
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TABLE 4.28 

Results of ELD using IPSO IS for “q ≥ Pmin” and  “ P ≤ 𝐩𝐦𝐢𝐧” 

 

It is observed from results of Table 4.28 that ELD for IEEE 14 bus system could be 

performed successfully by 10 particles which is less than Pmin.  

4.6.3 IEEE 30 Bus System 

 
Initially BPSO has been implemented for ELD of IEEE 30 Bus System by varying 

number of particles from 5 to 100 in step of 10. The results are shown in Table 4.29. 

TABLE 4.29 

Results of ELD using BPSO for IEEE 30 Bus System 

S. No. 

(1) 

q 

(2) 

P 

(3) 

Cost (𝐅𝐂 ) 

(4) 

Loss (𝐅𝐋 ) 

(5) 

k 

 (6) 

Kount(S) 

(7) 

Kount(N) 

(8) 

1 40 10 1145.263 9.407 162 1670 5400 

2 60 10 1146.776 8.897 139 1460 13080 

3 70 10 1147.434 8.772 114 1220 19320 

4 80 10 1147.673 8.72 147 1560 14240 

5 40 30 1143.864 10.183 151 4600 5400 

6 60 20 1144.582 9.559 153 3140 13080 

7 70 20 1144.625 9.535 157 3230 19320 

9 90 20 1144.571 9.554 156 3230 16200 

S. No. 

(1) 

P 

(2) 

Cost (𝐅𝐂 ) 

(3) 

Loss (𝐅𝐋) 

(4) 

k 

(5) 

Kount (N) 

(6) 

Remarks 

(7) 

1 5 x x 1000 - x 

2 10 x x 1000 - x 

3 20 1256.200 12.41 133 5360 Successful 

5 30 1256.508 12.86 162 9780 Successful 

4 40 1256.387 12.35 149 12000 Successful 

5 50 1256.471 12.88 165 16600 Successful 

6 60 1256.200 12.40 136 16440 Successful 

7 70 1256.192 12.37 126 17780 Successful 

8 80 1256.192 12.37 134 21600 Successful 

9 90 1256.192 12.37 106 19260 Successful 

10 100 1256.230 12.42 152 30600 Successful 
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Here we observed that minimum value of Pmin for which ELD could be performed for 

IEEE 30 Bus system is 20. Now IPSO  IS  is implemented on IEEE 30 bus systems. 

Results are shown in Table 4.30. 

TABLE 4.30 

ELD using IPSO IS   for   “q ≥ Pmin” and  “P ≤ 𝐏𝐦𝐢𝐧” 

(IEEE 30 Bus System)  
S. No. 

(1) 

q 

(2) 

P 

(3) 

Cost 

(𝐅𝐂 ) (4) 

Loss 

(𝐅𝐋)  (5) 

k 

(6) 

Kount(S) 

(7) 

Kount(N) 

(8) 

1 40 10 1256.688 11.74 151 3070 12000 

2 60 10 1257.102 11.51 154 3150 16440 

3 80 10 1257.896 11.33 152 3130 21600 

4 90 10 1259.369 10.87 136 2820 19260 

5 50 8 1257.929 11.21 148 2426 16600 

 

The results of Table 4.29 show that for q = 10 the function could not be optimized using 

BPSO. Whereas   using IPSO  IS, the said function could be optimized  for 10 and 8 

particles i.e. for  particles “q ≥  Pmin”  as shown in Table 4.30. 

 Minimum particle size Pmin for which   ELD    could    be    performed   successfully for  

IEEE 5, 14 and 30 bus systems by BPSO is shown in Table 4.31. 

TABLE 4.31 

Pmin for ELD using BPSO 

S.No SYSTEM Pmin k Kount 

1 IEEE 5 BUS 20 114 4600 

2 IEEE 14 BUS 40 133 5400 

3 IEEE 30 BUS 20 133 5360 

 

 Various combinations of ‘P’ and ‘q’ have been tried for all the systems. Table 4.32 shows 

the comparison of Kount for IEEE 5, 14 and 30 bus systems for performing ELD using 

BPSO and IPSO  IS.  
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TABLE 4.32 

Comparison of Kount for BPSO and IPSO  IS 

(IEEE 5, 14 and 30 Bus Systems) 

 

Table 4.32 shows the effect of Improved PSO (IPSO  IS) based on initial selection of 

particles. It is observed that, for every system, ELD could be carried out for particles i.e. 

Pmin. In order to reduce the Kount, the particles have been selected out of double or more 

than double of this size i.e. for IEEE 5 bus system, ELD using   Basic PSO (BPSO) 

required 20 minimum particles to converge, whereas by using Improved PSO (IPSO  IS) 

and selecting 8 particles  from 20 initial  particles  gave a saving of 61.82%  in terms of  

Kount.  For IEEE 14 bus system, ELD could be performed for P < Pmin i.e. by selecting 

10 out of 40 particles which resulted in saving of 69.07%. Similarly, a saving of 85.38% 

in Kount is achieved for IEEE 30 bus system. 

The saving has been calculated using the formula given below:   

Saving in Kount % = 100 * (Kount  (N)  – Kount  (S)) / Kount (N).  

 It has been observed that the IEEE 5, 14 and 30 bus systems ELD could be performed 

successfully for small particles size of 8, 10 and 8 respectively by IPSO IS as shown in 

Table 4.32. 

4.7 ELD USING ADAPTIVE SOCIAL ACCELERATION 

CONSTANT BASED PARTICLE SWARM OPTIMIZATION 

BASED PSO (ASACPSO) 

  
Adaptive Social Acceleration constant based Particle Swarm Optimization has been 

explained in section 4.3 and implemented on seven benchmark mathematical functions 

S. No. 

 

(1) 

SYSTEM 

 

(2) 

q 

 

(3) 

P < Pmin 

 

(4) 

Kount (S) 

 

(5) 

Kount (N) 

 

(6) 

% Saving in  

Kount 

(7) 

1 IEEE 5 BUS 20 8 1756 4600 61.82% 

2 IEEE 14 BUS 40 10 1670 5400 69.07% 

3 IEEE 30 BUS 50 8 2426 16600 85.38% 
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successfully. In this section, ASACPSO has been implemented for ELD of IEEE 5, 14 

and 30 bus systems. PSOs based on Csg1, Csg2, Csg3 have been named as Adaptive 

Linearly Decreasing PSO (ALDPSO), Adaptive Exponential Linearly Decreasing PSO 

(AELDPSO-I) and Adaptive Exponential Linearly Decreasing PSO-II (AELDPSO-II) 

respectively. All the three algorithms have been implemented to solve Economic Load 

Dispatch problem of IEEE 5, 14, and 30 bus systems. The best value of Adaptive–Social 

Acceleration Constant Csg for each algorithm is searched by applying Eq. (4.5), (4.6) and 

(4.7) after second, third, fourth and up to seventh Iteration. The convergence was not 

achieved when Csg was implemented after 7th Iteration. The results of ALDPSO, 

AELDPSO-I and AELDPSO-II for IEEE 5 bus system are shown in Tables 4.33, 4.34, 

and 4.35 respectively. The best value of Csg is selected based on minimum number of 

Kount required to perform ELD. Adaptive Social Acceleration Constant based PSO 

(ASACPSO) is then developed using the best value of Csg. 

4.7.1 Computational procedure 

The basic PSO (BPSO) and proposed PSO algorithms–ALDPSO, AELDPSO-I, 

AELDPSO-II, ASACPSO have been implemented for Economic Load Dispatch of IEEE 

5-bus, 14-bus and 30-bus systems. For all the algorithms the parameters were fixed as: 

q = 40;         rp= Cg =  rg= Cp=1;  W=0.6;   Cgmax =1.5;  Cgmin= 0.4;  ITmax = 1000 

The sequence for the solution of Economic Load Dispatch problem using ASACPSO 

algorithm are explained as follows: 

1. Initialize the population between the limits of power. 

2. Initialize the velocities of particles between the limits. 

3. Fix the number  of maximum Iterations ITmax, tolerance value T and penalty parameter                          



109 

 

K. For optimum solution the change in the function value during successive Iterations 

     must be less than the limit specified which is T = 10−6. 

4. To meet the constraint the absolute value of difference between generation, demand 

and losses must be less than T = 1 ∗ 10−6. 

5. Set Iteration count k = 0 and Kount = 0. 

6. Fix the Cost coefficients, Loss coefficients, load demand and calculate the Cost of 

generation using   equation (4.16) and Loss using equation (4.17) for each particle.  

7. Evaluate function value for each particle using (4.20). 

8. At  zeroth  Iteration, the personal best positions are same as the initial  random 

positions. Global best value is the lowest function value. 

9. Increase the Iteration value ‘k’ and Kount by 1. 

10. Calculate the velocity of each particle by replacing Cg by Csg in (3.21). 

11. Check if velocity is within the limits. If not fix the velocity to the limit violated. 

12. Update the new positions of the particles using (3.22). 

13. Perform ELD using (4.20) for the new position of particles. 

14. Update xpbest and  xgbest, values. 

15. Check if both the stopping criteria are satisfied, then go to 16. If not, then go to 9. 

16. Display cost of generation, transmission losses, Iterations and numbers of Kount   

required to optimize the function. 

4.7.2 Computational Results and Discussion 

The Results of ELD using ALDPSO, AELDPSO-I and AELDPSO-II for IEEE 5 bus 

system are shown in Tables 4.33, 4.34 and 4.35 respectively. 
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TABLE 4.33 

Results of ELD using ALDPSO  

 (IEEE 5 Bus System) 

 

Column (1) of Table 4.33 represents condition for implementation of Csg1. Column (2) 

shows the searched value of Csg1. Column (3) and (4) shows the Cost of generation and 

system transmission losses of IEEE 5 Bus Systems. Column (5) and (6) represents the 

number of function evaluation (Kount) and number of Iterations required to optimize the 

function. Column (7) and (8) shows the output of generator (1) and (2) respectively. Csg1 

is   implemented   after 2nd to 6th Iteration. When Csg1 is implemented after 5th Iteration 

then function is not optimized. Minimum cost is obtained in minimum number of Kounts 

when Csg1 is implemented after 4th Iteration. This row has been highlighted in Table 4.33.  

Results of AELDPSO-I, searched by Csg2 is shown in Table 4.34. Csg2 is implemented 

after 2nd to 7th Iteration. It is observed that for this algorithm the results are obtained 

only for the case when Csg2 is implemented after 4th Iteration. Therefore, this algorithm 

has not been implemented on IEEE 14 and 30 Bus systems. 

 

 

Condition for 

Implementation of  

𝐂𝐬𝐠𝟏 

(1) 

 

 

𝐂𝐬𝐠𝟏 

 

 

(2) 

 

 

 

𝐅𝐂  

($/hr) 

 

(3) 

𝐅𝐋  
(MW) 

 

(4) 

Kount 

 

 

(5) 

k 

 

 

(6) 

P1 

(MW) 

 

(7) 

P2 

(MW) 

 

(8) 

k > 2 1.37 761.63 5.08 9080 113 90.08 74.99 

k > 3 1.37 762.29 5.06 8920 111 87.19 77.87 

k > 4 1. 384 761.14 5.09 8440 105 91.18 73.91 

k  > 5 x       

k > 6 1.363 761.27 5.1 9960 124 92.34 72.76 
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TABLE 4.34 

Results of ELD using   AELDPSO-I 

 (IEEE 5 Bus System) 

 

Table 4.35 shows the results of AELDPSO-II. 

TABLE   4.35 

Results of ELD using AELDPSO-II  

(IEEE 5 Bus System) 

Condition for 

implementation 

of 𝐂𝐬𝐠𝟑 

(1) 

 

 

𝐂𝐬𝐠𝟑 

 

 

(2) 

 

 

 

𝐅𝐂  

($/h) 

 

(3) 

𝐅𝐋  

(MW) 

 

(4) 

Kount 

 

 

(5) 

k 

 

 

(6) 

P1 

 

 

(7) 

P2 

 

 

(8) 

k > 2 0.617 762.96 5.52 6040 75 109.65 55.87 

k > 3 0.616 761.03 5.06 5800 72 99.59 65.38. 

k > 4   x x x x  

k > 5 0.615 762.16 5.06 5480 68 87.70 77.36 

k > 6 0.616 761.50 5.08 5560 69 90.83 74.25 

k > 7 x x 5.10 x x   

 

Table 4.35 shows the results of ELD using AELDPSO-II. The best result is obtained when 

Csg3 has been implemented for k > 6. After 5th Iteration,  k > 5 we get minimum Kount 

for function optimization but cost of generation is higher in comparison to that obtained  

for  k > 6,  therefore, results of k > 6  have been considered. 

Condition for 

implementation of 

𝐂𝐬𝐠𝟐 

(1) 

𝐂𝐬𝐠𝟐 

 

 

(2) 

 

 

 

 

 

 

𝐅𝐂 ($/h) 

 

 

(3) 

 

 

𝐅𝐋 (MW) 

 

 

(4) 

 

 

Kount 

 

 

(5) 

 

k 

 

 

(6) 

 

P1 

 

 

(7) 

 

P2 

 

 

(8) 

 k > 2 x       

k > 3 x       

k > 4 0.6703 762.57 5.06 8480 105 86.20 78.85 

k > 5 x       

k > 6 x       

k  > 7 x       
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From the results of Table 4.35 the best value of Csg3 has been found to 0.616. Keeping 

this value of Csg3 in PSO algorithm results in development of ASACPSO. 

ASACPSO algorithm is implemented on IEEE 5 Bus System. The   results   are    shown 

in Table 4.36. 

 

TABLE 4.36 

Results of ELD using ASACPSO  

(IEEE 5 Bus System) 

 

Results of BPSO, AELDPSO-II, and ASACPSO for IEEE 5 bus system are compared in 

Table 4.37. 

TABLE 4.37 

Results of ELD using BPSO, AELDPSO-II and ASACPSO   

(IEEE 5 Bus System) 
S. No. 

 
(1) 

PSOs 
 

(2) 

𝐅𝐂 ($/h) 
 

(3) 

𝐅𝐋 (MW) 
 

(4) 

Kount 
 

(5) 

%Saving 
in Kount 

(6) 

1 BPSO 761.43 5.093 8360 NA 

2 AELDPSO-II 761.03 5.06 5800 30.62 

3 ASACPSO 761.37 5.09 5480 34.44 

Table 4.37 shows the results of BPSO, AELDPSO-II  and  ASACPSO  for IEEE 5 bus 

system. It is observed that ASACPSO converges faster than BPSO and AELDPSO-II and 

results in saving of 34.44% in Kount as compared to BPSO. Figures 4.4 and 4.5 show the 

comparison in terms of Kount and cost of generation respectively as obtained by BPSO, 

AELDPSO-II and ASACPSO for IEEE 5- bus system. 

𝐅𝐂  ($/𝐡) 

 

𝐅𝐋(MW) 

 

Kount 

 

k 

 

𝐂𝐬𝐠 

 

P1 

 

P2 

 761.37 5.09 5480 68 0.616 91.65 73.44 
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        Fig. 4.4    Comparison in terms of Kount                      Fig. 4.5  Comparison in terms of (FC) Cost 

It is clearly seen from Fig. 4.4 that both the PSO algorithms – AELDPSO-II and 

ASACPSO require less number of Kounts than BPSO. Fig. 4.5 shows that cost of 

generation is also less for both the algorithms compared to BPSO. 

Economic Load Dispatch has also been carried out for IEEE 14 bus and IEEE 30 bus 

system using BPSO, AELDPSO-II and ASACPSO algorithms. Results of IEEE 14 and 

IEEE 30 bus systems are shown in Tables 4.38 and 4.39 respectively. 

TABLE 4.38 

RESULTS of   ELD using BPSO, AELDPSO-II and ASACPSO  

(IEEE 14 Bus System) 

PSOs 𝐅𝐂 ($/hr.) 𝐅𝐋 (MW) Kount P1 P2 P3 

BPSO 1145.138 7.938 4800 126.89 78.99 60.86 

AELDPSO-II 1143.313 7.834 3080 131.03 74.75 61.04 

ASACPSO 1136.062 8.6115 3520 151.58 70.35 45.67 

 

Fig. 4.6 and Fig. 4.7 show the comparison in terms of Kount and cost of generation 

respectively for BPSO, AELDPSO-II and ASACPSO respectively for IEEE 14 bus 

system. 
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Fig. 4.6   Comparison in terms of  Kount                   Fig.4.7  Comparison of Cost of Generation (FC)  

 

TABLE  4. 39 

Results of ELD using BPSO, AELDPSO-II and ASACPSO  

 (IEEE 30 Bus System) 

PSOs 

 

𝐅𝐂 ($/hr.) 𝐅𝐋 (MW) Kount P1 P2 P3 

BPSO 1266.97 11.05 5240 154.3 49.26 90.85 

AELDPSO-II 1258.99 10.94 3040 140.92 83.36 70.06 

ASACPSO 1258.66 10.93 3040 140.91 83.36 70.06 

     

Fig.4.8 and 4.9 show the comparison in terms of Kount and cost of generation respectively 

as obtained by BPSO, AELDPSO-II and ASACPSO for IEEE 30 bus system. 

 

Fig.4.8   Comparison in terms of Kount                            Fig. 4.9  Comparison in terms of  (FC) Cost 
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Table 4.40 shows the percentage saving in Kount obtained by AELDPSO-II and 

ASACPSO   for IEEE 5, 14   and 30 bus systems. 

TABLE   4.40 

 Saving in Kount for IEEE 5, 14 and 30 BUS Systems 

It is observed from Table 4.40 that saving in Kount for IEEE 5, 14 and 30 bus systems by 

AELDPSO-II are 30.62 %, 35.83 % and 41.98% respectively and 34.4 %, 26.66 % and 

41.98%. respectively using ASACPSO. 

The results of all the PSO algorithms have been compared with lambda Iteration method 

and are shown in Table 4.41 for IEEE 5, 14 and 30 bus systems. 

TABLE 4.41 

Comparison of Results of ELD by Lambda Iteration Method and PSO Algorithm 

    

 It is observed that the results of IEEE-14 bus system are found to be encouraging as both 

cost and loss determined by ASACPSO are less than that determined by lambda- Iteration 

method. In case of 5-bus system, a small increase of 0.21 $/hr. is observed for   cost 

whereas the loss is decreased by 0.09 MW. Similarly, in case of IEEE 30-bus system, the 

cost of generation has increased by 2.46 $/hr. whereas loss is decreased by 1.35 MW 

compared to Lambda Iteration method. Therefore, it is concluded that the results of 

ASACPSO are comparable to that obtained by Lambda-Iteration method.  

Systems AELDPSO-II ASACPSO 

IEEE 5 Bus System 30.62% 34.44% 

IEEE 14 Bus System 35.83% 26.66% 

IEEE 30 Bus System 41.98% 41.98% 

S. No. METHOD/ 

ALGORITHM 

IEEE 

5   Bus 

IEEE 

14 Bus 

IEEE 

30  Bus 

Cost 

( 𝐅𝐂) 

$/hr. 

Loss 

( 𝐅𝐋) 

MW 

Cost 

( 𝐅𝐂) 

$/hr. 

Loss  

( 𝐅𝐋) 

MW 

Cost 

( 𝐅𝐂) 

$/hr. 

Loss 

( 𝐅𝐋) 

MW 

1 LAMBDA  

ITERATION 

761.16 5.18 

 

1139.00 

 

9.18 

 

1256.20 12.28 

2 PSO 761.43 

 

5.09 1145.14 7.94 1266.97 11.05 

3 AELDPSO-II 761.03 5.06 1143.31 7.83 1258.99 10.94 

4 ASACPSO 761.37 5.09 1136.06 8.61 1258.66 10.93 
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4.8 CONCLUSIONS 

Two types of improved PSO algorithms, Improved Particle Swarm Optimization based 

on Initial Selection of particles (IPSO  IS)  and Adaptive Social Acceleration Constant 

based Particle Swarm Optimization  (ASACPSO) have been  developed and implemented 

to optimize mathematical benchmark functions and Economic Load dispatch problem for 

IEEE 5, 14 and 30 bus systems. Conclusions for IPSO IS and ASACPSO for optimization 

of benchmark function and ELD problem are explained in section 4.8.1 and 4.8.2 

respectively.  

4.8.1 IPSO   IS 

The minimum number of particles for each mathematical function by BPSO has been 

determined. An improved PSO based on Initial Selection of Particles (IPSO IS) has been 

developed by selecting a better population of particles from the initial randomly generated 

particles based on function value. IPSO IS has been tested on four mathematical 

benchmark functions. Its performance has been compared with BPSO and has been found 

to give better results   and faster    convergence.  Saving    in Kount     for “q” = 50 and 

 “P” = 10 is 54.93%, 59.98%, 62.47% for Rosenbrock, Beale and Axis Parallel Hyper 

Ellipsoid functions respectively. However, maximum saving of 82.25% for Rosenbrock 

function has been obtained for “q” = 50 and “P” = 5 and maximum saving of 72.67% has 

been obtained for Axis Parallel Hyper Ellipsoid function for “q” = 40 and “P” = 5. In case 

of Booth function saving is not obtained for 10 particles but saving of 37.8% is obtained   

when 8 particles have been selected out of 50. In case of Booth function saving is not 

obtained for 10 particles but saving of 37.8% is obtained   when 8 particles have been 

selected out of 50.   
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The minimum number of particles for IEEE 5, 14, and 30 bus systems has been 

determined by IPSO  IS. Selection based PSO (IPSO  IS) has been developed by selecting 

a better population of particles from the initial randomly generated particles based on 

function value. Its performance has been compared with BPSO and has been found to 

give better results and faster convergence.  Saving in Kount for IEEE 5, 14, and 30 bus 

systems are 61.28%, 69.07%%, 85.38% respectively. 

4.8.2 ASACPSO 

ALDPSO, AELDPSO-I, AELDPSO-II have been developed and applied to Rosenbrock 

Function. It was observed from the results of Rosenbrock function that AELDPSO-II 

minimized the function in less Kount in comparison to ALDPSO and AELDPSO-I. 

ASACPSO has been developed using best value of Social Acceleration Constant obtained 

by AELDPSO-II, ASACPSO was applied to seven mathematical benchmark functions. It 

was observed that AELDPSO-II and ASACPSO converge faster in comparison to basic 

PSO. It has also been observed that saving in Kount is obtained for all the functions. 

Maximum saving of 97.6% in Kount is obtained for Schwefel function. However, for 

Rosenbrock function minimum saving of 17.5% Kount is achieved. 

The AELDPSO, AELDPSO-I, AELDPSO–II and ASACPSO algorithms have been 

developed by searching the best Adaptive Social   Acceleration Constant for IEEE 5, 14 

and 30 bus systems. The performance of ASACPSO has been compared with BPSO and 

AELDPSO-II . ASACPSO has been found to give better results and converge faster than 

BPSO and AELDPSO-II. Saving in Kount for IEEE 5, 14 and 30 bus systems are 30.62%, 

35.83% and 41.98% respectively for AELDPSO-II and 34.44%, 26.66% and 41.98% 

respectively for ASACPSO. The results of ASACPSO has been found  to  be  better   for  
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14 bus system and comparable for 5 and 30 bus systems as compared to lambda Iteration 

method. 
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CHAPTER 5 
SPLIT PHASE ECONOMIC LOAD   DISPATCH  

USING PSO 

5.1 INTRODUCTION 

In this chapter, a new algorithm named as Split Phase Economic Load Dispatch (ELD) 

using Particle Swarm Optimization (PSO) has been developed. It has been named as Split 

Phase Economic Load Dispatch Algorithm (SPELDA). Economic Load Dispatch is a 

constrained optimization problem. This algorithm works in two phases. In the first phase, 

a population of points is randomly generated. The feasible points which satisfy the 

equality as well as inequality constraints of the Economic Load Dispatch problem are 

selected after each iteration of the algorithm.  At this stage, the cost of generation is not 

included in the effective function to be minimized. These points are copied to the External 

set and then the algorithm switches over to the second phase. By doing so, a better 

population of points is created. All these points lie in the feasible region of the problem 

i.e. ELD. In the second phase, the points of External set become the initial points for 

Economic Load Dispatch of IEEE 5, 14 and 30 bus systems.   In this phase the objective 

function to be minimized includes cost of generation along with constraints. A penalty 

factor is associated with constraints. This facilitated to restrict the points to move out of 

the feasible region. 

 In both the phases, the velocities of the points are modified by the use of clamping factors 

which slows down the movement of individual particles/points. The results of Split Phase 

Economic Load Dispatch Algorithm (SPELDA) have been compared with basic particle 

swarm optimization [172] and lambda iteration [92] method. This strategy of split phase 

gives much faster convergence for ELD as compared to Basic PSO. Analysis of results 
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further shows that the cost of generation obtained by SPELDA is lesser compared to those 

obtained by using Basic PSO and Lambda iteration method. Economic Load Dispatch 

(ELD) is the process of allocating the required load and losses among the available 

generation units such that the cost of generation is minimized. The ELD problem is 

formulated as a nonlinear constrained optimization problem with both equality and 

inequality constraints. Economic Load Dispatch problem minimizes the total fuel cost of 

all committed plants while meeting the demand and losses. 

5.2 PROBLEM   STATEMENT  

The objective of economic load dispatch problem is to minimize the cost of generation. 

Mathematically, the problem is defined as: 

Minimize  

 FC =  ∑ ai
NG
i=1 Pgi

2  + bi Pgi + ci                                                                                      (5.1) 

Subject to  

Inequality constraint  

P  gimin ≤ Pgi  ≤ P gimax      i=1,2..NG                                                                                                     (5.2)  

                                               Equality constraint  

f = ∑ Pgi − PD − FL
NG
i=1                                                                                                                             (5.3)                                                                                  

f is equality  constraint, PD  and FL   are demand and losses for system. Transmission 

Losses are calculated using the following equation 

FL = ∑ ∑ PgiBijPgj
NG
j=1

NG
i=1                                                                                                                            (5.4) 
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5.3 SPLIT PHASE ECONOMIC LOAD DISPATCH 

ALGORITHM (SPELDA) 

In this chapter, a new algorithm Split Phase Economic Load Dispatch-algorithm 

(SPELDA) has   been    developed and applied for ELD of IEEE 5,14 and 30 bus systems. 

This algorithm performs ELD using PSO in two phases. In the first phase, it identifies the 

feasible points i.e. the points which satisfy the constraints of the problem and in second 

phase, it performs ELD by BPSO using these feasible points as initial points. Further to 

prevent premature convergence, the position of the particles in both the phases has been 

updated by the use of clamping factors Cf1 and Cf2. This algorithm results in lesser cost 

of generation compared to that obtained by BPSO and lambda iteration method with lower 

computational effort. 

5.3.1 First Phase for Selection Mechanism 

In the first phase, the algorithm identifies all the feasible points that satisfy equality and 

inequality constraints of ELD problem. The inequality constraints defined by equation 

(5.2) have been considered by generating the points between lower and upper limits of 

generator. The function to be minimized during this phase of the algorithm consists of 

only the equality constraints and is given by equation (5.3). The aim, here, remains to 

drag the particles well inside the feasible region. The moment a particle enters the feasible 

region, it is identified and isolated from the main population. These feasible points are 

stored in External set and are not allowed to participate in future iteration of BPSO. In 

this phase the position of points is updated by  

xij
k+1 = xij

k+Cf1 ∗ Vij
k+1   

 i=1, 2, 3….   NG,     j=1, 2, 3…  q                                                                                                      (5.5) 
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where Cf1 is the clamping factor for first phase of algorithm. This facilitates a part of 

population to enter into the feasible region faster. This process stops after required 

number of such points are identified. In this phase, ten number of points lying in the 

feasible region are identified. Flow chart of First Phase of SPELDA is shown in Fig.5.1. 
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Fig.5.1    Flow Chart for Split Phase Economic Load Dispatch Algorithm (First Phase) 
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5.3.2 Second Phase of   Economic Load Dispatch  

In the second phase of proposed algorithm, the points selected in first phase  which are 

stored in the External set  become the initial points for  performing Economic Load 

Dispatch  of  IEEE 5,14 and 30 bus systems using  BPSO. Cost of generation is given by 

equation (5.1). The flow chart of second phase is shown in Fig 5.2. The objective function 

to be minimized is now changed to  

 F = FC +  kp * f                                                                                                        (5.6) 

Where  kp  is the penalty factor. This restricts the points / particles to jump out of the 

feasible region. The value of   kp  should be sufficiently high. Here,  kp  = 1000 has been 

considered. 

 

 

SS 

Initialize parameters of PSO :  W,  rp,  rg,  Cp,  Cg, Ɛ, Kount,   ITmax ,   q = N, Cf2 

 

          Kount =  0 

Determine   pbest   and   gbest 

Evaluate                   FC =  ∑ ai
NG
i=1 Pgi

2  +  bi Pgi  +  ci                                                           

Update Points velocities 

and positions 

Is convergence   

criteria met? 

 

N 

k = 1 

k=k+1 

Output of generation cost, Number of   iterations, Kount 

Fig. 5.2 Flow Chart for Split Phase Economic Load Dispatch Algorithm 

(Second Phase) 

 

Y 



 

124 
 

Further, to prevent premature convergence, velocity is modified by clamping factor Cf2 

to update the position of   particles / points.  

xij
k+1  =  xij

k + Cf2 ∗ vij
k+1    

i = 1, 2, 3…  NG,    j = 1, 2, 3….q                                                                                                   (5.7)  

 The steps for SPELDA for ELD problem are: 

1. Initialize Parameters of PSO-W, Cp,  Cg  rp rg ′ k (iteration number), ITmax, ε,  

q (population size, or Initial points), N (Number of  points in the External set) and 

function evaluations (Kount). Initialize k=0 and Kount = 0. Initialize cost 

characteristics of generators. Generate points between Pgimin and Pgimax. In this 

problem, value of  W, Cp, Cg, rp, rg, ITmax, ε,  q and N  are  0.6, 1,1,1,1, 2000, 

1 ∗ 10−6, 20 and 10  respectively have been  selected. Generate random velocity 

and position for the initial points. 

2.           Calculate function (fitness) value   for all points. The function to be optimized at present 

corresponds to the equality constraint defined by equation (5.3). Increment Kount by q.  

3. Determine pbest and gbest. 

4. Determine point number corresponding to gbest. 

5. For all points, check, if function value f < ℇ. If yes, store point number and its coordinates 

in the External set and remove this from main points.  

6. Increase the iteration by one. k = k+1. 

7. Calculate velocity of all points for next iteration.  
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8. Update position of all points using (5.5). 

9. Check generator constraints. Fix the generation to the limit violated. 

10. Calculate function f for each point. Increment Kount by one for each particle/point.   

11. Increment iteration count by one i.e.   k = k+1.   

12. Update xpbest and xgbest values. 

13. For all points check if function value f < ℇ. If yes, store point number, its coordinates in 

the External set and remove from main points.  

14.         Check if the number of points in the External set exceeds the specified value. If yes, go 

to 15. Else, go to 7. 

15. Perform Economic Load Dispatch  by BPSO to Minimize  F. 

  F =  FC +   kp ∗ f    Using points of External set as the initial points. 

16. Determine xpbest and xgbest.   

17. Check if the stopping criterion is met. If yes, go to 20. Else, go to 18. 

18. Update velocity using equation (3.21) and position using equation (5.7). 

19.        Increment k and Kount. Go to 15.  

20. Output the cost of generation, no of iterations, number of function evaluations i.e.  Kount.  

5.4 COMPUTATIONAL PROCEDURE 

The Split Phase Economic Load Dispatch Algorithm (SPELDA) which works in two 

phases has been implemented for Economic Load Dispatch of IEEE 5, 14 and 30 bus 

systems. In the first phase ten feasible points are identified and stored in the External set. 
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In the second phase ELD is performed using BPSO and the points of External set become 

the initial points. In the first phase, position of points is updated by equation (5.5). The 

value  of  Cf1  and Cf2   has   been searched   for minimum Kount by varying Cf1and Cf2 

from 0.1 to 0.9.  The convergence in minimum Kount was obtained for Cf1 = 0.6 for 

IEEE 5 bus system and Cf1= 0.452 for IEEE 14 bus and 30 bus systems. 

In the second phase, the objective function f (equation (5.3)) is replaced by F= FC +  kp f   

equation (5.6) . Faster convergence for all the systems was obtained for Cf2=0.4. Second 

phase ends when the convergence criteria are met. 

5.5 COMPUTATIONAL RESULTS AND DISCUSSION  

Split Phase Economic Load Dispatch Algorithm (SPELDA) has been implemented on 

IEEE 5 bus, 14 bus and 30 bus systems for ELD. Table 5.1 shows   the results of ELD   

using   Basic Particle Swarm Optimization (BPSO) for following values of parameters: 

 Initial Number of Particles = q = 20,  ITmax =  3000,     Cp, Cg , rp, rg = 1     and   W = 0.6.   

TABLE 5.1  

Results of   ELD for BPSO 

 
 

Column (2) of  Table 5.1 shows the IEEE bus systems, Columns (3), (4) and (5)   represent 

cost of the generation, Kount and iterations required to optimize the function respectively. 

S. No. 

 

(1) 

 

IEEE Bus 

System 

(2) 

 

Cost 

$/hr. 

(3) 

 

Kount 

 

(4) 

 

No. of iterations (k) 

 

(5) 

 

1 5 761.6296 4060 101 

2 14 1155.58.96 5100 127 

3 30 1248.06 4100 102 
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Table 5.2 represents the results of   ELD obtained by SPELDA for IEEE 5 bus, 14 bus 

and 30 bus systems for fixed value of Parameters of SPELDA algorithm.  

Initial Points = q = 20;                N = Points in the External set = 10; 

  Cp, Cg, rp , rg = 1;                     W = 0.6;         and               Cf2 = 0.4.  

Columns (2), (3), (4), (5) and (6) of Table 5.2 represent IEEE bus systems, cost of 

generation, clamping factor for first phase, Kount and iteration required to optimize the 

ELD problem respectively.  

TABLE 5.2  

Results of   SPELDA (q = 20, N = 10, Cf2 = 0.4) 

 

Table 5.3 shows the comparison of BPSO and SPELDA in terms of Kount required to 

perform the Economic Load Dispatch for IEEE 5, 14 and 30 bus systems. It is also shown 

in Fig.5.3.   

TABLE 5.3  

Comparison of Kount for BPSO and SPELDA 

 

S. No. 

(1) 

IEEE Bus 

Systems 

(2) 

𝐅𝐂 ($/hr.) 

(3) 

Cf1 

(4) 

Kount 

(5) 

 

No of iterations 

(k) 

(6) 

 1 5 761.02 0.6 2262 87 

2 14 1137.15 0.452 2444 87 

3 30 1246.53 0.452 2592 93 

S.No. 

(1) 

IEEE Bus Systems 

 

(2) 

KOUNT % Saving in 

Kount 

(5) 
BPSO 

(3) 

 

SPELDA 

(4) 

1 5 4060 2262 44.29% 

2 14 5100 2444 52.08% 

3 30 4100 2592 36.78% 
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                                                         Fig. 5.3 Comparison of   Kount   for BPSO and SPELDA 

Table 5.4 Shows the comparison of cost  of   Generation in   $/hr.  for   Economic Load  

Dispatch of   IEEE 5, 14 and 30 bus systems. Columns (3), (4) and (5) show the results 

of ELD using BPSO, Lambda Iteration and SPELDA respectively. 

TABLE 5.4   

Comparison of Cost of Generation for ELD 

S. No. 

 

(1) 

IEEE Bus 

Systems 

 (2) 

Methods    /   Algorithm 

 
BPSO 

Cost ($/hr.) 

(3) 

Lambda iteration 

Cost ($/hr.) 

(4) 

SPELDA 

Cost ($/hr.) 

(5) 

1 
IEEE  5 bus 

 

761.62  

 
761.16 761.02 

2 
IEEE 14 bus 

 
1155.58 1139 1137.15 

3 
IEEE 30 bus 

 
1248.06 1256 1246.53 
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These results of ELD using BPSO, Lambda Iteration and SPELDA have been compared 

and graphically represented in Fig. 5.4, 5.5 and 5.6 for IEEE 5 Bus, IEEE 14 Bus and 

IEEE 30 Bus Systems respectively. 

 

Fig. 5.4 Comparison of Cost ($/hr.) for IEEE 5 Bus System 

 

Fig.5.5  Comparison of Cost $/hr. for IEEE 14 Bus System 

761.62

761.16

761.02

760.7

760.8

760.9

761

761.1

761.2

761.3

761.4

761.5

761.6

761.7

BPSO Lambda Iteration SPELDA

Comparison of Cost ($/hr.) IEEE 5 Bus System

1155.58

1139
1137.15

1125

1130

1135

1140

1145

1150

1155

1160

BPSO Lambda Iteration SPELDA

Comparison of cost ($/hr.) IEEE 14 Bus system



 

130 
 

 

 

Fig.  5.6   Comparison of Cost for IEEE 30 Bus System 

From the results of   Table 5.3, it is observed that a saving of 44.29%, 52.08% and 36.78% 

in Kount is obtained for ELD of IEEE 5 bus, 14 bus and 30 bus systems respectively.  

It is further observed from the results of ELD  of  IEEE 5 bus, 14 bus and 30 bus system 

represented in Table 5.4 and Fig. 5.4, 5.5 and 5.6 that cost of generation obtained by 

SPELDA is lesser than that obtained by BPSO and lambda iteration method for all three 

systems.   

5.6      CONCLUSIONS 

In this Chapter, a new algorithm - Split Phase Economic Load Dispatch Algorithm 

(SPELDA) for Economic Load dispatch using basic Particle Swarm optimization (BPSO) 

has been developed. It works in two phases. In the first phase the feasible points are 

1248.06
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1244

1246
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1252

1254

1256

1258

BPSO Lambda Iteration SPELDA

Comparison of cost ($/hr.) IEEE 30 Bus system
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identified which become the initial points for performing ELD in the second phase.  It 

has been successfully implemented on IEEE 5, 14 and 30 bus systems. The results of 

SPELDA have been compared with basic PSO (BPSO) and Lambda iteration method.  

The new algorithm SPELDA is found to perform the best from computational effort as 

well as from quality of result points of views. SPELDA resulted in faster convergence as 

44.29%,52.08% and 36.78% saving in Kount is obtained for IEEE 5, 14 and 30 bus 

systems respectively. Also the cost of generation is 761.023$/hr., 1137.55 $/hr. and 

1246.55 $/hr. for IEEE 5, 14 and 30 bus systems which is much less than that obtained 

by Basic PSO (BPSO) and Lambda iteration method. 

Research Publication: 

N. K. Jain, Uma Nangia, Jyoti Jain, “Split Phase Economic Load Dispatch Algorithm”. 

Journal of the Institution of Engineers India : Series B, Springer. (communicated   to IEIB, 

Jan. 2019). 

 

 

 

 



132 
 

CHAPTER 6 
MULTIOBJECTIVE ECONOMIC LOAD DISPATCH 

6.1            INTRODUCTION 

In general, a large scale power system possesses multiple objectives to be achieved. The 

optimal Power System operation is achieved when various objectives of Power System:    

cost of generation, system transmission losses, environmental emissions and security etc. 

are simultaneously attained. Single objective optimization techniques cannot handle such 

problems because of conflicting nature of these objectives. Single objective optimization 

techniques give optimal solution in respect of an objective function under consideration.  

The way out, therefore, lies in the multiobjective approach [3, 6] to problem solving.  

Multiobjective economic load dispatch problem has been   formulated  using  weighting  

method [1, 4, 21]  and modified form of constrained method [1,176]. The noninferior set 

has been generated for IEEE 5, 14 and 30 bus systems using PSO and GA technique. The 

noninferior set obtained has been displayed in 3-D space considering all three objectives 

and in 2 - D space  considering all combinations of two objectives for IEEE 5, 14 and 30 

bus systems. In the present research work, Weighting Method and Constraint method have 

been implemented for solving Multiobjective Economic Load Dispatch (MELD) 

problem. Target point is obtained by Maximization of minimum Relative    Attainment 

[113,176] and Fuzzy logic system [187, 45, 52, 93]. 

In this Chapter, three important objectives of Power System- cost of generation, system 

transmission losses and environmental emissions have been considered.  
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6.2 FORMULATION OF GENERAL MULTIOBJECTIVE 

PROGAMMING PROBLEM 

The general   multiobjective  optimization  [29]  problem  with N    decision     variables,  

m constraints and h objectives is  

Minimize   

  Z (x1, x2, x3,…………,xN) =   [Z1(   x1, x2, x3…………,xN);         

                                     Z2 (   x1, x2, x3…………,xN); 

                            ………….….…….…   ; 

                    Zh(   x1, x2, x3…………,xN)];                                (6.1)                         

Subject to 

                 gi (   x1, x2, x3…………,xN)  ≤ 0           i=1, 2,………, m                            (6.2)                        

                                                xj   ≥   0          j=1, 2,…….…, N                           (6.3) 

Z(x1,x2, x3…………,xN) is the multiobjective function and Z1(x1,x2, x3…………,xN), 

Z2(x1, x2, x3…………,xN), Zh(x1, x2, x3…………,xN) are the h individual   objective  

functions. In the Multiobjective function Z the various individual objectives have just 

been written, but it does not imply any kind of operation say multiplication, addition or 

anything whatsoever in general. In particular, Z can be designed to incorporate Z1, 

Z2,  Z3…. , Zh depending upon the approach. 

In economic load dispatch, cost of generation is considered as the objective function to 

be minimized. In optimum reactive power generation, transmission losses can be 

considered as the objective function to be minimized. This is because, in a decoupled 

sense, transmission losses are mainly dependent on voltage magnitudes, which are 

dependent on the reactive powers. Therefore, optimization of reactive power dispatch can 

be considered as minimization of system active power losses. This will also improve the 
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voltage   profile and would result in the reduction of cost of installing extra equipment 

for VAR generation and voltage adjustment [7]. 

In the present work, oxides of nitrogen emission are taken as the index for environmental 

pollution. The amount of NOx  emission is given as a function of generator output. 

Multiobjective economic load dispatch studies have been carried out on   IEEE 5, 14 and 

30 bus systems in 2-D and 3-D space. The data of 5, 14 and 30 bus system is given in 

Appendix I. In 2-D space, two objectives i.e. cost of generation (FC) and   system 

transmission losses (FL) have been considered. In 3-D space, in addition to the above-

mentioned two objectives, environmental emission (FE) is also considered. 

The ideal situation where one would like to operate the Power Systems is one where all 

the objectives i.e. cost of generation, system transmission losses (FL) and environmental 

emission (FE)   are minimum. Such a point is called the Ideal point. It is represented by 

(FCmin,FLmin) in 2-D space, whereas in 3-D space it is represented by 

(FCmin,FLmin,FEmin). However, such a point is not feasible. If it was, then there would not 

be any conflict among the objectives. 

Therefore, while considering Multiobjective Economic load dispatch problem, a strategy 

has to be adopted by the Power Systems analyst or operator to achieve optimum values 

as per his satisfaction level and requirements. The operating point so obtained is called 

Target Point (TP) or the best – compromise solution. 

6.3      NONINFERIORITY 

In single objective problems, an optimal solution is obtained which gives the best value 

of the objective function under consideration. However, this notion of optimality must be 
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dropped for multiobjective problems because a solution, which minimizes one objective, 

will not, in general, minimize any of other objectives. What is optimal in terms of one of 

the h objectives is usually nonoptimal for the other h-1 objectives. Through single 

objective optimization, we get a solution, which is no doubt an optimal solution, but 

whether it is the best or not, is to be decided by the electric utility. If it is, there is no 

problem. However, if it is not, which may be the case many a times (generally is the case) 

as utilities would not be willing to make a decision in favor of adopting the solution 

(optimum solution). Further the Power Systems analyst has nothing else (any other 

solution) to present before the utilities to facilitate their decision making process. The 

process of decision-making gets stuck up. It is because the utilities may be satisfied to 

achieve the best value of one objective, but simultaneously utilities may be utterly 

dissatisfied over the values of certain other objectives which may be intolerably bad. 

Utilities may be interested in achieving better values of some other objectives even at the 

cost of the objective, which the power systems analyst has optimized through single 

objective optimization method. But, these single objective optimization techniques 

cannot give any solution other than the optimum solution. Therefore, multiobjective 

approach should be adopted for problem solving and there is no optimal solution for a 

multiobjective problem. A new concept called noninferiority serves the similar purpose.  

A feasible solution to a multiobjective programming problem is noninferior if there exists 

no other feasible solution that will yield an improvement in one objective without causing 

degradation in at least one of the other objectives. A given noninferior solution may or 

may not be acceptable to the decision maker. However, it is important to note that, it is 

one of these noninferior solutions for which decision maker looks for. 
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6.3.1 Graphical Explanation of Noninferiority 

Let us explain this definition graphically. An arbitrary collection of feasible alternatives 

for a two objective minimization problem is shown in Fig. 6.1. Curve 1 forms the 

boundary of the feasible region. The definition of noninferiority can be used to find 

noninferior solutions in Fig. 6.1. All the feasible solutions above curve 1 are inferior 

because they yield more of both Z1 (FC) and Z2 (FL). 

 

Consider, an exterior point C in Fig. 6.1, which is feasible but inferior. Alternative A gives 

lesser of Z1(FC) than does C without increasing the amount of Z2(FL). Alternative B gives 

lesser amount of Z2 (FL) without increasing the amount of Z1 (FC). For these reasons, point 

C represents a feasible but inferior solution. Consider point D on curve 1. Suppose it is 

desired to achieve lesser value of Z1 (FC) than the value at point D. Since it is not desirable 

to move to the left of curve AB as even though it gives lesser value of Z1 (FC), yet it lies 

in the infeasible region. Therefore, it is desirable to move upward only along the curve 1 

A 
  

B

C 

D

C 
 

  

Z2(FL) A,B,D,E,F   are Pareto 

Optimal Point 

  

A 

 

B 

 

E 

D 
F 

  

Z1 (FC) 

A, B, D, E, F   are 

Pareto Optimal 

Point 

  Infeasible region 

Feasible region 

I.P. 

∆Z1(FC) 

C 

Curve 1 ∆Z2 (FL ) 

Fig.6.1    Graphical Explanation of Noninferiority 
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to have lesser value of   Z1 (FC). Let us say, we get point E. At this point, we get lesser 

value of Z1 (FC) but there is some increase in Z2 (FL). In other words, in order to gain on 

Z1 (FC) we have to sacrifice ∆Z2 (FL) units of Z2 (FL). Similarly, in moving from D to F, 

we have to sacrifice ∆Z1 (∆FC) units of Z1 (FC) to gain on Z2 (FL). Therefore, we can say 

that points D, E and F are noninferior. Mathematically, a solution x is noninferior for a 

minimization problem if there exists no feasible y such that  

ZK(y) ≤ ZK(x)                                           K=1, 2…………h                                       (6.4)                                                                                   

and      ZK(y) <  ZK(x)   for at least one    K=1, 2…………h                                   (6.5)  

It means a solution to a multiobjective minimization problem is said to be noninferior, if 

it is not possible to improve upon one of the objectives without deteriorating in at least 

one of these objectives. 

6.4 CLASSIFICATION OF MULTIOBJECTIVE METHODS 

There are several approaches to multiobjective programming and planning. These 

methods are categorized based on the role of the power system analyst in the planning 

process. The role of the analyst is determined by the information flows in the planning 

process. There are two types of information flows. 

1. Bottom - up (From Power System Analyst to decision maker (Power System 

Operator))    

The analyst to decision  maker or bottom up flow contains results about the noninferior 

set – noninferior alternatives and tradeoffs among the objectives. 

2    Top - down (From decision maker (Power System Operator) to Analyst) 

The  decision  maker to analyst  or top - down flow occurs when decision maker  (Power  

system operators) explicitly articulate preferences so that a best - compromise solution is 
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identified. On the basis of information flows, the multiobjective methods are categorized 

into Generating Techniques and Techniques that incorporate preferences. 

Generating techniques emphasize the development of information about a multiobjective 

problem that is presented to a decision-maker (Power System Operator) that allows the 

range of choice and tradeoffs among objectives to be well understood. The information 

flow is of bottom-up variety. Power System analyst apply a generating technique to find 

an exact representation or an approximation of the noninferior set. The results are then 

presented to the decision-maker (Power System Operator) either graphically or in a 

tabular form, which, based on this information, selects a best-compromise solution. There 

are several generating techniques: 

 Weighting method 

 Constraint method 

 Noninferior Set Estimation (NISE) Method 

 Multiobjective Simplex method 

In the present research work, Weighting Method and Constraint method have been 

implemented for solving Multiobjective Economic Load Dispatch (MELD) problem. 

6.5 FORMULATION OF MELD PROBLEM 

Three aspects of the   multiobjective economic load dispatch in 3-D space are: 

(1) To minimize the cost of generation 

(2) To minimize the system transmission losses 

(3) To minimize the environmental emission 
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6.5.1 Weighted Sum Method 

The objective function (F) to be minimized is formulated as the weighted sum of 

objectives. 

The MELD problem in 3-D space is   

Minimize 

F=[FC, FL, FE]                                                                                                              (6.6) 

Where                          

F = W1*FC+ W2*FL+ W3*FE  + kp * (PD+FL-∑ Pgi
NG
i=1  )                                                (6.7)                            

FC   = ∑ aiPgi
2NG

i=1 +biPgi + ci                          (6.8) 

FL   = ∑ ∑ PgiBijPgj
NG
j=1

NG
i=1                     (6.9) 

FE   = ∑ diPgi
2NG

i=1 +eiPgi + fi                                                                                        (6.10) 

Subject to the constraints 

 Equality constraint 

∑ Pgi
𝑁𝐺
𝑖=1  = PD + FL                                                          (6.11) 

Inequality constraint    

Pgimin ≤ Pgi ≤ Pgimax                      i = 1, 2... NG                                                        (6.12)    

6.6    COMPUTATIONAL PROCEDURE 

The steps for generation of noninferior set for Multiobjective Economic Load Dispatch 

(MELD) problem using Particle Swarm Optimization technique are as follows: 

1. Set the parameters of PSO:  

ITmax = 1000,    q = 40,    w = 0.6,       

rp= Cg =  rg= Cp=1 
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2. Set the cost, loss and emission coefficients. Also set the load demand and generator 

limits of all the generators. 

3.  Assign the value of W1, W2, W3 (weights) attached to   FC, FL, FE. 

4.  Fix the value of penalty parameter kp = 1000.  

5.  Set iteration count k = 0 and Kount = 0. 

6. Generate initial random position and velocity for all particles.  

7. Calculate the MELD function using (6.7) for each particle.  

8.  Determine the personal best and global best positions.  

9. Increase Kount by q i.e. Kount=Kount + q. 

10. Increase the iteration count k by 1 i.e. k = k+1 

 11. Calculate the velocity of each particle using (3.21).  

12.  Check if velocity is within the limits. If not fix the velocity to the limit violated.  

13. Calculate the new positions of the particles by evaluating (3.22). 

14. Calculate function value using (6.7) for each particle.   

15. Update xpbest and xgbest values.  

16. Check if both the stopping criteria are satisfied, if not then go to step 9, else go to 17. 

17. Output the optimized values for cost of generation, system transmission losses and 

environmental emission i.e. the noninferior set. 

Flow chart for Multiobjective Economic Load Dispatch (MELD) problem is shown in 

Fig. 6.2. 



141 
 

 

Fig. 6.2 Flow Chart for MELD 

 

Target point   has been achieved by Maximization of   Minimum   Relative   Attainments   

method and Fuzzy logic system. 

6.6.1   Maximal Effectiveness Principle  

The Maximal Effectiveness principle makes use of the concept of an Ideal solution. This 

method assumes that all the objectives are being minimized and seeks the solution which 

maximizes the minimum relative attainment, τi (x) by any objective Zi(x) of its ideal 

reference value  Zimin relative to its worst feasible value Zi
worst

.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                 

Initialize the parameters of PSO: P, velocities, cp, cg, rp,rg, IT, W1,W2,W3.Fix the values of Cost 

coefficients,  Loss coefficients, Emission coefficients, penalty factor, ε. Initialize iteration count k=0;  

        Calculate MELD function value at zeroth iteration. 

      Assign xpbestij
k  and xgbesti

k  value at zeroth iteration. 

Update velocity and position of each particle 

Is stopping 

criteria met? 

No 

Output FC, FL, FE, Number of iterations, Kount, W1, 

W2, W3. 

Yes 

      Start   

       k=k+1           and               Kount=Kount+1 

Calculate MELD function for new generation at each iteration 
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τi (x) = (Zi(x) – Zi
worst ) /(Zimin – Zi

worst )              i=1,2,3…h      (6.13)                                                                                                                                                                                                                                                                                                   

where  h = No. of objectives 

This algorithm to determine the Target Point is given below: 

1)  Define the function as weighted sum of all the objectives. 

2) Generate the noninferior set by Weighting method. 

3) Take the first element of the noninferior set. Put M=1. 

4) Calculate the relative attainment of all the objectives using equation (6.13).  

5) Calculate the sum of Minimum relative attainments of all the objectives 

corresponding to the element of noninferior set. 

6) If M > 1, find the sum which is maximum. Else, increase M by 1. 

7) Check if all the elements of noninferior set have been considered. 

8) If yes, output the objectives corresponding to maximum minimum relative attainment 

and stop; else go to step 4.  

6.7       COMPUTATIONAL RESULTS AND DISCUSSION 

Tables 6.1, 6.2 and 6.3 show the noninferior set of Multiobjective Economic Load 

Dispatch (MELD) using PSO and corresponding minimum relative attainments for IEEE 

5 bus, IEEE 14 bus and IEEE 30 bus system respectively in 3-D space. Columns (2), (3) 

and  (4)  of  Tables 6.1,  6.2  and  6.3   show  the   weights  W1,  W2  and  W3  respectively.  

Columns (5), (6) and (7) show the noninferior set. Columns (8), (9) and (10) show the 

minimum relative attainments of cost of generation (τC), transmission losses (τL) and 

environmental emissions (τE) respectively. The column (11) shows the sum of minimum 

relative attainments of all the objectives. Column (12) shows the Kount (function 

evaluation) required to minimize the function and column (13) shows the number of 

iterations required to complete the optimization.   
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TABLE 6.1 

Results of MELD and Minimum Relative Attainments in 3-D Space 

 (IEEE 5 Bus System) 

 

Following observations are made from Table 6.1. 

FCmax = 762.753 $/hr.,      FLmax = 5.18346 MW          FEmax = 129.646 Kg/hr.   

 

Ideal point for   IEEE   5   bus   system is: 

FCmin= 760.960 $/hr.,    FLmin= 5.05934 MW,   FEmin=120.700 Kg/hr. 

 

The Target Point is one for which sum of minimum relative attainments is maximum. It 

is seen at S. No.6   of   Table 6.1 and is highlighted. Target Point for IEEE 5 bus system 

in 3-D space is: 

FC = 761.643   $/hr.,         FL = 5.08239 MW,          FE = 123.230   kg/hr.  

S. 

No.            

(1) 

𝐖𝟏 

 

(2) 

𝐖𝟐 

 

(3) 

𝐖𝟑 

 

(4) 

𝐅𝐂 ($/hr) 

 

(5) 

𝐅𝐋 

(MW) 

(6) 

𝐅𝐄  

(kg/hr) 

(7) 

𝛕𝐂 

 

(8) 

𝛕𝐋 

 

(9) 

𝛕𝐄 

 

(10) 

∑τ 

 

(11) 

Kount 

 

(12) 

 

k 

 

 (13) 

1 100 0 0 760.960 5.1834 129.646 1.00 0.00 0.00 1.00 9760 243 

2 100 100 0 760.978 5.1599 128.310 1.00 0.19 0.15 1.34 9480 236 

3 100 200 0 760.999 5.1507 127.770 0.99 0.26 0.21 1.46 9440 235 

4 100 420 0 761.064 5.1333 126.730 0.98 0.4 0.33 1.71 14120 352 

5 100 0 10 761.255 5.1075 125.070 0.94 0.61 0.51 2.07 21280 531 

6 100 0 20 761.643 5.0822 123.230 0.84 0.82 0.72 2.37 9320 232 

7 100 3500 0 761.913 5.0725 122.380 0.62 0.89 0.81 2.33 9400 234 

8 100 4600 0 762.039 5.0692 122.064 0.47 0.92 0.85 2.24 9320 232 

9 118 2800 39 762.060 5.0685 121.992 0.4 0.93 0.86 2.18 9400 234 

10 100 5000 0 762.085 5.0681 121.954 0.39 0.93 0.86 2.18 9640 240 

11 100 0 30 762.230 5.0650 121.613 0.37 0.95 0.90 2.23 9200 230 

12 100 5800 0 762.252 5.0640 121.583 0.29 0.96 0.90 2.16 9320 232 

13 100 6000 0 762.262 5.0647 121.562 0.28 0.96 0.90 2.14 9320 232 

14 160 200 77 762.270 5.0640 121.527 0.27 0.96 0.91 2.14 9360 233 

15 160 40 80 762.310 5.0600 121.452 0.27 0.99 0.92 2.18 9440 235 

16 160 75 83 762.320 5.0637 121.430 0.25 0.96 0.92 2.13 9480 236 

17 180 180 95 762.369 5.0630 121.350 0.24 0.97 0.93 2.14 9520 237 

18 160 70 85 762.440 5.0620 121.200 0.21 0.98 0.94 2.14 9440 235 

19 0 100 0 762.742 5.0594 120.720 0.17 1 1.00 2.17 9200 229 

20 0 100 20 762.753 5.0593 120.700 0.01 1 1.00 2.01 9520 237 
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TABLE 6.2 

Results of MELD and Minimum Relative Attainments in 3-D Space  

 (IEEE 14 Bus System) 

 Following observations are made from Table 6.2. 

FCmax=1198.29 $/hr.,               FLmax= 8.8214 MW,              FEmax = 613.6401Kg/hr. 

FCmin=1135.67 $/hr.,               FLmin=7.3429 MW,               FEmin  = 492.8321Kg/hr. 

Ideal Point for 3-D space is represented by: 1135.67 $/hr., 7.3429 MW, 492.8321Kg/hr. 

It is seen that S.No.12 of   Table 6.2 is the Target Point for IEEE  14 bus system    in 

3-D space for which  𝐅𝐂=1162.251 $/hr.,         𝐅𝐋= 7.3495 MW,      𝐅𝐄 = 503.0716   kg/hr. 

S. 

No.             

(1) 

𝐖𝟏 

 

(2) 

𝐖𝟐 

 

(3) 

𝐖𝟑 

 

(4) 

𝐅𝐂 ($/hr) 

 

(5) 

𝐅𝐋 (MW) 

 

(6) 

𝐅𝐄  

(kg/hr) 

(7) 

𝛕𝐂 

 

(8) 

𝛕𝐋 

 

(9) 

𝛕𝐄 

 

(10) 

∑τ 

 

(11) 

Kount 

 

(12) 

 

k 

 

(13) 

1 1 1 0 1135.670 8.8214 613.2896 1.000

0 
0.000

0 

0.002

9 

1.00

29 

7080 88 

2 1 0 0 1135.736 8.8143 613.6401 0.998

9 

0.004

8 

0.000

0 

1.00

37 

8040 100 

3 1 5 0 1136.704 8.4788 592.5560 0.983

5 

0.231

7 

0.174

5 

1.38

97 

7000 87 

4 1 10 0 1139.498 8.1192 569.3447 0.938

8 

0.475

0 

0.366

7 

1.78

05 

6760 84 

5 1 20 0 1142.426 7.9063 554.1978 0.892

1 

0.619

0 

0.492

0 

2.00

31 

7480 93 

6 1 30 0 1144.029 7.8340 549.1883 0.866

5 

0.667

9 

0.533

5 

2.06

79 

8040 100 

7 1 10 1 1145.619 7.7277 538.7998 0.841

1 

0.739

8 

0.619

5 

2.20

03 

7960 99 

8 1 20 1 1146.091 7.7225 539.9504 0.833

5 

0.743

3 

0.610

0 

2.18

68 

7640 95 

9 1 5 1 1147.347 7.6986 538.4211 0.813

5 

0.759

5 

0.622

6 

2.19

56 

8520 106 

10 1 30 1 1149.108 7.6105 530.8281 0.785

3 

0.819

0 

0.685

5 

2.28

99 

7800 97 

11 1 1 1 1149.436 7.6256 532.2451 0.780

1 

0.808

8 

0.673

8 

2.26

27 

8360 104 

12 1 20 1 1162.251 7.3495 503.0716 0.575

4 

0.995

6 

0.915

2 

2.48

62 

7640 95 

13 1 40 1 1169.323 7.3503 503.0457 0.462

4 

0.995

0 

0.915

5 

2.37

29 

7880 98 

14 1 50 1 1169.884 7.3430 502.4701 0.453

4 

1.000

0 

0.920

2 

2.37

37 

7240 90 

15 1 30 5 1187.431 7.3584 494.2004 0.173

1 

0.989

6 

0.988

7 

2.15

14 

7160 89 

16 1 50 5 1187.72 7.3494 494.1329 0.168

5 

0.995

6 

0.989

2 

2.15

34 

6440 80 

17 1 40 5 1187.932 7.3491 494.0940 0.165

1 

0.995

9 

0.989

6 

2.15

05 

7560 94 

18 1 20 5 1188.146 7.3653 494.0481 0.161

7 

0.984

9 

0.989

9 

2.13

66 

6440 80 

19 1 5 5 1188.269 7.3660 494.0222 0.159

7 

0.984

4 

0.990

1 

2.13

43 

7640 95 

20 1 10 5 1188.543 7.3659 493.9609 0.155

4 

0.984

5 

0.990

7 

2.13

05 

7560 94 

21 1 1 5 1188.676 7.3705 493.9427 0.153

2 

0.981

4 

0.990

8 

2.12

54 

7000 87 

22 1 30 10 1192.469 7.3692 493.3742 0.092

6 

0.982

3 

0.995

5 

2.07

04 

7080 88 

23 1 5 10 1193.375 7.3827 493.2310 0.078

2 

0.973

2 

0.996

7 

2.04

80 

6680 83 

24 1 0 10 1193.416 7.3837 493.2232 0.077

5 

0.972

5 

0.996

8 

2.04

67 

6760 84 

25 1 1 10 1193.416 7.3837 493.2232 0.077

5 

0.972

5 

0.996

8 

2.04

67 

6600 82 

26 1 10 10 1193.851 7.3797 493.2192 0.070

6 

0.975

1 

0.996

8 

2.04

25 

7640 95 

27 1 5 12 1194.751 7.3949 493.0908 0.056

2 

0.964

9 

0.997

9 

2.01

89 

7400 92 

28 1 5 15 1195.998 7.4210 492.9527 0.036

3 

0.947

2 

0.999

0 

1.98

25 

6680 83 

29 1 1 1 1196.013 7.4214 492.9515 0.036

0 

0.946

9 

0.999

0 

1.98

20 

8360 104 

30 1 30 20 1196.061 7.4042 493.0000 0.035

3 

0.958

6 

0.998

6 

1.99

25 

7720 96 

31 0 0 1 1196.543 7.4033 493.0023 0.027

6 

0.959

2 

0.998

6 

1.98

53 

6760 84 

32 1 10 20 1196.55 7.4126 492.9514 0.027

4 

0.952

9 

0.999

0 

1.97

93 

5960 74 

33 1 5 20 1197.19 7.4288 492.8858 0.017

2 

0.941

9 

0.999

6 

1.95

87 

7480 93 

34 1 0 20 1197.45 7.4241 492.8929 0.013

1 

0.945

1 

0.999

5 

1.95

77 

7080 88 

35 1 0 30 1198.268 7.4487 492.8321 0.000

0 

0.928

5 

1.000

0 

1.92

85 

6280 78 
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TABLE 6.3 

Results of MELD and Minimum Relative Attainments in 3-D Space 

 (IEEE 30 Bus System) 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               
Following observations are made from Table 6.3. It is seen that S. No. 16   of   Table 6.3 

is the Target Point for IEEE 30 bus system in 3-D space for which  

 𝐅𝐂=1267.51 $/hr.,         𝐅𝐋= 8.88 MW,      𝐅𝐄 = 540.37 kg/hr. 

 Noninferior set can also be displayed in 3-D space in terms of percentage distance from 

origin, where origin represents I.P. Columns (2), (3) and (4) of Tables 6.4, 6.5 and 6.6 

show the weights W1, W2 and W3 respectively. Columns (5), (6) and (7) show 

the FC, FL, FE . Columns (8), (9) and (10) of Tables 6.4, 6.5  and 6.6  show  the   percentage 

distance of FC, FL and FE from the I.P. for IEEE  5,  14  and  30  bus  system respectively. 

  

S. 

No.            

(1) 

𝐖𝟏 

 

(2) 

𝐖𝟐 

 

(3) 

𝐖𝟑 

 

(4) 

𝐅𝐂 ($/hr) 

 

(5) 

𝐅𝐋 

(MW) 

(6) 

𝐅𝐄  

(kg/hr) 

(7) 

𝛕𝐂 

 

(8) 

𝛕𝐋 

 

(9) 

𝛕𝐄 

 

(10) 

∑τ 

 

(11) 

Kount 

 

(12) 

 

k 

 

(13) 

1 20 1 1 1244.73 10.26 639.38 1.00 0.00 0.00 1.00 5160 64 

2 10 1 1 1245.16 10.08 627.42 0.99 0.13 0.10 1.22 6840 85 

3 10 0.5 1 1246.08 9.86 614.30 0.97 0.28 0.21 1.46 6680 83 

4 1 0 0 1247.79 9.68 604.77 0.94 0.41 0.29 1.64 6680 83 

5 1 1 0 1247.79 9.68 604.77 0.94 0.41 0.29 1.64 6840 85 

6 1 0 0 1247.79 9.81 616.90 0.94 0.32 0.19 1.45 6680 83 

7 1 0.5 0 1247.99 9.78 614.97 0.94 0.33 0.20 1.48 6920 86 

8 1 10 0 1248.82 9.69 608.04 0.92 0.40 0.26 1.58 6840 85 

9 3 0 1 1248.83 9.58 597.60 0.92 0.48 0.35 1.75 6680 82 

10 2 0 1 1249.93 9.49 591.37 0.90 0.54 0.40 1.84 6920 86 

11 1 20 0 1252.34 9.41 586.00 0.86 0.59 0.44 1.90 6760 84 

12 10 0 3 1253.15 9.33 579.60 0.84 0.65 0.50 1.99 6680 83 

13 12 0 4 1255.85 9.17 565.44 0.79 0.76 0.61 2.17 6680 83 

14 18 0 9 1261.16 8.99 550.98 0.69 0.88 0.74 2.31 5960 74 

15 16 0 9 1262.39 8.98 549.40 0.67 0.89 0.75 2.31 6840 85 

16 0 0 1 1267.51 8.88 540.37 0.58 0.96 0.82 2.36 7160 89 

17 1 0.5 1 1269.22 8.90 539.16 0.54 0.95 0.83 2.33 6920 86 

18 1 200 0 1283.01 8.89 527.08 0.29 0.96 0.93 2.18 7160 89 

19 1 200 1 1283.43 8.92 527.77 0.28 0.94 0.93 2.14 7160 89 

20 1 0.5 20 1287.81 8.87 523.49 0.20 0.97 0.96 2.13 6920 86 

21 1 200 10 1293.34 8.84 520.38 0.10 0.99 0.99 2.08 7160 89 

22 1 0.5 30 1295.12 8.83 519.82 0.06 1.00 0.99 2.05 7160 89 

23 1 0 40 1298.48 8.82 519.13 0.00 1.00 1.00 2.00 6920 86 
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Percentage distance from origin along x, y, and z-axis has been calculated using 

Following equations: 

% Distance for FC  from origin along x axis = ((FC-FCmin) / (FCmax − FCmin))*100 

% Distance for FL from origin along y axis = ((FL-FLmin)/ ( FLmax − FLmin))*100 

% Distance for FE from origin along z axis = ((FE-FEmin)/ ( FEmax − FEmin))*100 

Tables 6.4, 6.5 and 6.6 show the Noninferior set for IEEE 5,14 and 30 bus systems in 

terms of percentage distance from origin. 

TABLE 6.4 

Noninferior   Set of IEEE-5 Bus System in 3-D Space 
S. 

No. 

 

 

(1) 

𝐖𝟏 

 

 

 

(2) 

𝐖𝟐 

 

 

 

(3) 

𝐖𝟑 

 

 

 

(4) 

𝐅𝐂 

($/hr.) 

 

 

(5) 

𝐅𝐋 

(MW) 

 

 

(6) 

𝐅𝐄 

(Kg/hr.) 

 

 

(7) 

%  Distance 

of  𝐅𝐂 

from origin 

along x- axis 

(8) 

% Distance  

of  𝐅𝐋 

from origin 

along y-axis 

(9) 

% Distance  

of  𝐅𝐄 

from origin 

along z-axis 

(10) 

1 100 0 0 760.9600 5.1835 129.6400 0.0000 100.0000 100.0000 

2 100 100 0 760.9780 5.1599 128.3100 1.0039 81.0425 85.0688 

3 100 200 0 760.9985 5.1507 127.7700 2.1472 73.6062 79.0324 

4 100 420 0 761.0640 5.1334 126.7300 5.8003 59.6544 67.4067 

5 100 0 10 761.2550 5.1075 125.0700 16.4529 38.8253 48.8503 

6 100 0 20 761.6432 5.0823 123.2300 38.1037 18.4902 28.2817 

7 100 3500 0 761.9130 5.0725 122.3800 53.1511 10.6026 18.7800 

8 100 4600 0 762.0386 5.0692 122.0644 60.1562 7.9762 15.2520 

9 118 2800 39 762.0600 5.0685 121.9920 61.3497 7.3800 14.4427 

10 100 5000 0 762.0845 5.0682 121.9538 62.7161 7.1221 14.0157 

11 100 0 30 762.2300 5.0650 121.6134 70.8310 4.5601 10.2105 

12 100 5800 0 762.2519 5.0640 121.5830 72.0524 3.7560 9.8707 

13 100 6000 0 762.2622 5.0647 121.5619 72.6269 4.3418 9.6348 

14 160 200 77 762.2700 5.0640 121.5270 73.0619 3.7544 9.2447 

15 160 40 80 762.3100 5.0600 121.4515 75.2928 0.5317 8.4007 

16 160 75 83 762.3200 5.0637 121.4300 75.8505 3.5361 8.1603 

17 180 180 95 762.3692 5.0631 121.3503 78.5945 3.0132 7.2694 

18 160 70 85 762.4400 5.0621 121.2000 82.5432 2.2188 5.5893 

19 0 100 0 762.7420 5.0594 120.7200 99.3865 0.0483 0.2236 

20 0 100 20 762.7530 5.0593 120.7000 100.0000 0.0000 0.0000 
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TABLE 6.5 

Noninferior   Set of IEEE-14 Bus System in 3-D Space 
S. 

No. 

 

 

(1) 

𝐖𝟏 

 

 

 

(2) 

𝐖𝟐 

 

 

 

(3) 

𝐖𝟑 

 

 

 

(4) 

𝐅𝐂 

($/hr.) 

 

 

(5) 

𝐅𝐋 

(MW) 

 

 

(6) 

𝐅𝐄 

(Kg/hr.) 

 

 

(7) 

% Distance  

of  𝐅𝐂  from 

origin along x-

axis 

(8) 

% Distance  of  

𝐅𝐋 from origin 

along y-axis 

(9) 

% Distance  

of 𝐅𝐄  from 

origin along 

z-axis 

(10) 

1 1 1 0 1135.6700 8.8214 613.2896 0.0000 100.0000 99.7099 

2 1 0 0 1135.7360 8.8143 613.6401 0.1054 99.5205 100.0000 

3 1 5 0 1136.7040 8.4788 592.5560 1.6518 76.8269 82.5474 

4 1 10 0 1139.4980 8.1192 569.3447 6.1152 52.5016 63.3341 

5 1 20 0 1142.4260 7.9063 554.1978 10.7927 38.1022 50.7961 

6 1 30 0 1144.0290 7.8340 549.1883 13.3535 33.2112 46.6494 

7 1 10 1 1145.6190 7.7277 538.7998 15.8935 26.0236 38.0502 

8 1 20 1 1146.0910 7.7225 539.9504 16.6475 25.6696 39.0026 

9 1 5 1 1147.3470 7.6986 538.4211 18.6540 24.0531 37.7367 

10 1 30 1 1149.1080 7.6105 530.8281 21.4671 18.0959 31.4516 

11 1 1 1 1149.1900 7.6295 532.5697 21.5981 19.3797 32.8932 

12 1 20 1 1162.2510 7.3495 503.0716 42.4630 0.4390 8.4758 

13 1 40 1 1169.3230 7.3503 503.0457 53.7605 0.4990 8.4544 

14 1 50 1 1169.8840 7.3430 502.4701 54.6567 0.0000 7.9779 

15 1 30 5 1187.4310 7.3584 494.2004 82.6880 1.0445 1.1326 

16 1 50 5 1187.7200 7.3494 494.1329 83.1496 0.4378 1.0768 

17 1 40 5 1187.9320 7.3491 494.0940 83.4883 0.4127 1.0446 

18 1 20 5 1188.1460 7.3653 494.0481 83.8302 1.5079 1.0066 

19 1 5 5 1188.2690 7.3660 494.0222 84.0267 1.5593 0.9851 

20 1 10 5 1188.5430 7.3659 493.9609 84.4644 1.5532 0.9344 

21 1 1 5 1188.6760 7.3705 493.9427 84.6768 1.8614 0.9193 

22 1 30 10 1192.4690 7.3692 493.3742 90.7361 1.7732 0.4487 

23 1 5 10 1193.3750 7.3827 493.2310 92.1835 2.6844 0.3302 

24 1 0 10 1193.4160 7.3837 493.2232 92.2490 2.7546 0.3237 

25 1 1 10 1193.4160 7.3837 493.2232 92.2490 2.7546 0.3237 

26 1 10 10 1193.8510 7.3797 493.2192 92.9439 2.4873 0.3204 

27 1 5 12 1194.7510 7.3949 493.0908 94.3816 3.5096 0.2141 

28 1 5 15 1195.9980 7.4210 492.9527 96.3737 5.2813 0.0998 

29 1 1 1 1196.0130 7.4214 492.9515 96.3977 5.3062 0.0988 

30 1 30 20 1196.0610 7.4042 493.0000 96.4743 4.1410 0.1390 

31 0 0 1 1196.5430 7.4033 493.0023 97.2443 4.0823 0.1409 

32 1 10 20 1196.5500 7.4126 492.9514 97.2555 4.7110 0.0988 

33 1 5 20 1197.1900 7.4288 492.8858 98.2779 5.8089 0.0445 

34 1 0 20 1197.4500 7.4241 492.8929 98.6933 5.4870 0.0503 

35 1 0 30 1198.2680 7.4487 492.8321 100.0000 7.1490 0.0000 
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TABLE 6.6      

  Noninferior   Set   of IEEE - 30 Bus System in 3-D Space          

 

For IEEE 5 bus system, the noninferior  set  for all the three objectives has  been displayed 

in 3-D space in Fig.6.3 and for various combinations of two objectives: FC-FL,  FC-FE,  

and  FL-FE   have been  displayed  in Fig. 6.4, 6.5 and 6.6 respectively in 2-D space.  

 

                       
 

Fig.6.3 Noninferior set of IEEE 5 bus system in 3-D             Fig.6.4 Noninferior set of IEEE 5 bus system  

S. 

No. 

 

 

(1) 

𝐖𝟏 

 

 

 

(2) 

𝐖𝟐 

 

 

 

(3) 

𝐖𝟑 

 

 

 

(4) 

𝐅𝐂    

($/hr.) 

 

 

(5) 

𝐅𝐋 (MW) 

 

 

 

(6) 

𝐅𝐄 (Kg/hr.) 

 

 

 

(7) 

% Distance 

for 𝐅𝐂  From 

origin along    

x-axis 

     (8) 

% Distance  

for FL from 

origin along 

y-axis 

(9) 

%  Distance  

for 𝐅𝐄 from 

origin 

along z-axis 

(10) 

1 20 1 1 1244.729 10.2626 639.3834 0.0000 100.0000 100.0000 

2 10 1 1 1245.158 10.0756 627.4210 0.7981 87.0015 90.0525 

3 10 0.50 1 1246.079 9.8644 614.3042 2.5117 72.3173 79.1452 

4 1 0 0 1247.792 9.6774 604.7701 5.6989 59.3166 71.2170 

5 1 1 0 1247.792 9.6774 604.7701 5.6989 59.3166 71.2170 

6 1 0 0 1247.794 9.8082 616.8960 5.7026 68.4079 81.3004 

7 1 0.50 0 1247.994 9.7817 614.9666 6.0747 66.5691 79.6960 

8 1 10 0 1248.823 9.6880 608.0366 7.6171 60.0500 73.9333 

9 3 0 1 1248.830 9.5769 597.5952 7.6301 52.3277 65.2507 

10 2 0 1 1249.925 9.4915 591.3659 9.6675 46.3874 60.0707 

11 1 20 0 1252.344 9.4086 585.9975 14.1682 40.6222 55.6066 

12 10 0 3 1253.146 9.3337 579.5993 15.6604 35.4172 50.2861 

13 12 0 4 1255.852 9.1662 565.4351 20.6951 23.7699 38.5078 

14 18 0 9 1261.155 8.9907 550.9842 30.5617 11.5659 26.4910 

15 16 0 9 1262.390 8.9823 549.4000 32.8595 10.9879 25.1742 

16 0 0 1 1267.511 8.8756 540.3710 42.3874 3.5658 17.6661 

17 1 0.5 1 1269.219 8.8970 539.1601 45.565334 5.054424 16.6586 

18 1 200 0 1283.008 8.8865 527.0773 71.220719 4.323464 6.6111 

19 1 200 1 1283.425 8.9171 527.7670 71.996577 6.449179 7.1846 

20 1 0.5 20 1287.813 8.8725 523.4930 80.160753 3.347274 3.6305 

21 1 200 10 1293.343 8.8387 520.3835 90.449700 0.997396 1.0448 

22 1 0.5 30 1295.116 8.8274 519.8162 93.748488 0.216862 0.5731 

23 1 0 40 1298.476 8.8243 519.1279 100.0000 0.0000 0.00075 
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Fig.6.5 Noninferior set of IEEE 5 bus system                   Fig.6.6  Noninferior set of  IEEE 5 bus system

  

For IEEE 5 bus system, Fig.6.3 shows the variation of cost of generation (FC) on x-axis, 

transmission losses (FL) on y-axis and environmental emission (FE) on z-axis. The 3-D 

curve shows the behaviour of FC, FL and FE in 3-D space. It is observed from Table 6.1 

and Fig. 6.3 that when cost of generation increases, transmission losses as well as 

environmental emissions decrease. Thus, it is concluded that cost of generation is 

conflicting with both the objectives- transmission losses and   environmental emissions, 

whereas environmental emissions and transmission losses are supportive in behaviour. 

The behaviour of all the three objectives can be explicitly observed in 2-D space from 

Fig.6.4, 6.5 and 6.6.  

Fig.6.4 represents the variation of  cost of  generation (FC) and  transmission  losses (FL) 

in 2-D space. The curve shows that when   cost of generation increases then transmission 

losses decrease. It means FC and FL are conflicting in behaviour.  

Fig.6.5 represents the variation of  cost of  generation  (FC)  and Emission  (FE)  in 2-D 

space. The curve shows that when cost of generation increases the  emission decreases 

i.e. FC and FE are conflicting.  

Fig.6.6 represents the variation of  transmission losses (FL) and emission (FE) in 2-D 

space. The curve shows that when the transmission losses  decreases, emission also 

decreases i.e. FL and FE are supportive in behaviour.  
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For  IEEE 14  bus  system,  the   noninferior  set  for   all  the  three objectives  has  been 

displayed in 3-D space in Fig.6.7  and for various combinations of two objectives: FC-FL,  

FC-FE  and  FL-FE   have been  displayed  in Fig.6.8, 6.9 and 6.10 respectively in 2-D 

space. 

 

 

 

 

 

 

 

 

 

 

 

For IEEE 30  bus  system,  the  noninferior  set  for  all  the  three  objectives   has  been 

 displayed   in  3 - D   space in Fig.6.11  and for various combinations of  two   objectives:  

FC-FL,  FC-FE,  and  FL-FE   have been  displayed  in Fig.6.12, 6.13 and 6.14 respectively 

in 2-D space. 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     

 

 

 

 

 

                                           

Fig.6.9 Noninferior set of IEEE 14 bus system             Fig.6.10  Noninferior set of  IEEE 14 bus system 

 

 

 

 

 

 

Fig. 9: Noninferior set of  IEEE 14 bus system                    Fig. 10: Noninferior set of  IEEE 14 bus system                                  

                         
 

Fig.6.11 Noninferior set of IEEE 30 Bus system          Fig.6.12 Noninferior set of IEEE 30 Bus system 

 

                               
 
Fig.6.7 Noninferior set of IEEE14 bus system in 3-D         Fig.6.8 Noninferior set of IEEE 14 bus system  
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Fig.6.11shows the variation of  cost of generation (FC) on x-axis, transmission losses  (FL) 

on y-axis and environmental emission (FE) on z-axis. The 3-D curve shows the behaviour 

of FC, FL and FE in 3-D space.  

It is observed from 3-D curve of all the systems that cost of generation is conflicting with 

both the objectives- transmission losses and environmental emission, whereas 

environmental emission and transmission losses are supportive in behaviour. The 

behaviour of all the three objectives can be explicitly observed in 2-D space from 

Fig.6.12, 6.13 and 6.14. The 2-D curves show that when   cost of generation increases the 

transmission losses decreases i.e. FC & FL are conflicting in behaviour, FC & FE are 

conflicting and  FL & FE are supportive in behaviour. Target point using the Minimum 

Relative Attainments for Noninferior set of IEEE 5 bus, IEEE 14 bus and IEEE 30 bus 

systems is shown in Fig.6.15, 6.16 and 6.17 respectively. 

 

                 Fig.6.15   Minimum Relative Attainments of Noninferior Set of IEEE  5 Bus System 

                       
 

    Fig.6.13 Noninferior set of IEEE 30 Bus system   Fig.6.14  Noninferior set of IEEE 30 Bus system 
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Fig. 6.15 represents the variation of minimum relative attainments for cost of generation 

(τC), transmission losses (τL), and environmental emissions (τE) in 3-D space. The 

minimum relative attainment of an objective increases with decrease in the value of that 

objective. I.P. represents the Ideal Point (FCmin, FLmin, FEmin) where the relative 

attainment of each objective is maximum and is equal to 1. In this Fig. T.P. represent the 

target point. At T.P. the relative attainments τC, τL, τE are  0.84, 0.82, 0.717183   

respectively  and FC, FL, FE  are  761.643  $/hr., 5.082 MW  and  123.230 Kg/hr.  

respectively. Fig.6.16 shows the minimum relative attainments of Noninferior set of IEEE 

14 bus system. 

 
                 Fig.6.16   Minimum Relative Attainments of Noninferior Set of IEEE 14 Bus System 

At T.P. (Target Point) the relative attainments   τC, τL, τE are 0.57, 0.99, 0.91 respectively 

and FC, FL, FE are 1162.25 $/hr., 7.349 MW and  503.0716 Kg/hr. respectively.Fig.6.17 

shows the minimum relative attainments of noninferior set of IEEE 30 bus system. 

 

Fig.6.17   Minimum Relative Attainments of Noninferior Set of IEEE 30 Bus System 
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At T.P. the relative attainments  τC, τL, τE  are 0.576, 0.9643, 0.8233   respectively and FC, 

FL, FE  are  1267.511 $/hr., 8.8756  MW,  and  540.376 Kg/hr. respectively. Noninferior 

set can also be displayed in 3-D space in terms of percentage distance from origin, where 

origin represents I.P. Column (8), (9) and (10) of  Tables  (6.4), (6.5) and (6)  show the 

percentage distance of FC, FL and FE   from the I.P. for IEEE 5,14 and 30 bus system 

respectively. The same has also been displayed in Fig. 6.18, 6.19 and 6.20. Fig. 6.18 show 

the Noninferior set in terms of percentage distance of each objective from the origin (I.P.) 

for IEEE 5 bus system. 

 
                                  Fig. 6.18 Noninferior set of IEEE 5 bus system in 3-D Space  

Fig. 6.19 shows the Noninferior set in terms of percentage distance of each objective from 

the origin (I.P.) for IEEE 14 bus system. 

 

Fig. 6.19 Noninferior set of IEEE 14 bus system in 3-D Space 

For IEEE 30 bus system, Fig. 6.20 shows the Noninferior set in terms of percentage 

distance of each objective from the origin (I.P.).  
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                                     Fig. 6.20     Noninferior set of IEEE 30 bus system in 3D space 

Table 6.7 shows comparison of Target Points achieved for GA [176] and PSO algorithms 

for IEEE 5 bus, IEEE 14 bus and IEEE 30 bus systems. 

TABLE 6.7 

Target Points achieved by GA and PSO algorithm 
 

 

It is observed from Table 6.7 that PSO algorithm and GA give comparable results in terms 

of cost of generation for IEEE 5 bus, 14 bus and 30 bus systems.  

6.6.2 Target Point Using Fuzzy Logic System 

Fuzzy Set theory has been used to determine the best compromise solution or Target point 

from the noninferior set. The power system operator has fuzzy goals for each objective 

function. The fuzzy sets defined by equations called membership functions. The 

membership value (0, 1) indicates the degree to which an objective is satisfied. The higher 

the membership value the greater the satisfaction with a solution. The multiple objectives 

are modelled using fuzzy sets. The membership function for each objective is to be strictly 

monotonically decreasing and continuous function. 

 IEEE 5 BUS IEEE 14BUS IEEE 30 BUS 

 PSO GA PSO GA PSO GA 

FC ($/hr.) 761.643 761.688 

 

1162.251 

 

1163.28 

 

1267.511 1273.65 

 
FL (MW) 5.0822 

 

5.080 

 

7.3494 7.28 

 

8.8756 

 

9.44 

 
   FE (Kg/hr.) 123.2300 

 

123 

 

503.0716 

 

508 

 

540.3717 

 

538 

 



155 
 

 It is defined as  

μFi = 1         Fi ≤ Fimin 

μFi = (Fimax − Fi)/(Fimax − Fimin)           F imin ≤ Fi ≤ F imax 

μFi = 0         Fi ≥ Fimax 

The achievement of each solution can be computed by taking sum of the membership 

function values for all the objectives (μFi,   i = 1,2,3 … ). The Target point  is achieved by 

normalizing the  achievement  of each noninferior solution  over the sum of the 

achievements of all the objectives as follows: 

μk  =   (∑ μFi
OG
i=1 )/ (∑ ∑ μkOG

i=1
No
k=1 )                                                                              (6.14) 

OG   Number of objectives in the function.  

No   Represents the number of solutions in the noninferior set. 

The μk represents  membership function of kth solution.  

TABLE 6.8 

Results of MELD and T.P. using Fuzzy Logic System  

(IEEE 5 Bus System) 
  S. No      

  (1) 

𝐅𝐂    ($/hr.) 

(2) 

𝐅𝐋 (MW) 

(3) 

𝐅𝐄 (Kg/hr.) 

(4) 

𝝻𝐂 

(5) 

𝝻𝐋 

(6) 

𝝻𝐄 

(7) 

∑μ 

(8) 
𝛍𝐤 

(9) 

1 760.960 5.18 129.646 1 0 0.00 1.00 0.025 

2 760.978 5.16 128.310 1 0.19 0.15 1.34 0.033 

3 760.999 5.15 127.770 0.99 0.26 0.21 1.46 0.036 

4 761.064 5.13 126.730 0.98 0.4 0.33 1.71 0.042 

5 761.255 5.11 125.070 0.94 0.61   0.51 2.07 0.051 

6 761.643 5.08 123.230 0.84 0.82 0.72 2.37 0.059 

7 761.913 5.07 122.380 0.62 0.89 0.81 2.33 0.058 

8 762.039 5.07 122.064 0.47 0.92 0.85 2.24 0.056 

9 762.060 5.07 121.992 0.4 0.93 0.86 2.18 0.054 

10 762.085 5.07 121.954 0.39 0.93 0.86 2.18 0.054 

11 762.230 5.07 121.613 0.37 0.95 0.90 2.23 0.055 

12 762.252 5.06 121.583 0.29 0.96 0.90 2.16 0.053 

13 762.262 5.06 121.562 0.28 0.96 0.90 2.14 0.053 

14 762.270 5.06 121.527 0.27 0.96 0.91 2.14 0.053 

15 762.310 5.06 121.452 0.27 0.99 0.92 2.18 0.054 

16 762.320 5.06 121.430 0.25 0.96 0.92 2.13 0.053 

17 762.369 5.06 121.350 0.24 0.97 0.93 2.14 0.053 

18 762.440 5.06 121.200 0.21 0.98 0.94 2.14 0.053 

19 762.742 5.06 120.720 0.17 1 1.00 2.17 0.054 

20 762.753 5.06 120.700 0.01 1 1.00 2.01 0.050 
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The Noninferior set has been achieved using Particle Swarm Optimization Technique 

using   weighting   method. The   Ideal   Points for   IEEE 5 bus system in 3-D space are  

760.96 $/hr., 5.06 MW, 120.70 kg. / hr. However, Ideal Point is an infeasible point and 

cannot be achieved in practice.  

The    Target   Point (T.P.)  obtained by Fuzzy Logic System for IEEE 5 bus system is  

761.643 $/hr.,   5.08229 MW,   123.230 kg/hr. respectively. 

TABLE 6.9 

Results of MELD and T.P. using Fuzzy Logic System  

(IEEE 14 Bus System) 

S. 

No. 

(1) 

𝐅𝐂    

($/hr.) 

(2) 

𝐅𝐋 

(MW) 

(3) 

𝐅𝐄 

(Kg/hr.) 

(4) 

𝝻𝐂 

(5) 

𝝻𝐋 

(6) 

𝝻𝐄 

(7) 

∑μ 

(8) 

𝛍𝐤 

(9) 

1 1135.670 8.821 613.290 1.000 0.000 0.003 1.003 0.014 

2 1135.736 8.814 613.640 0.999 0.005 0.000 1.004 0.014 

3 1136.704 8.479 592.556 0.983 0.232 0.175 1.390 0.020 

4 1139.498 8.119 569.345 0.939 0.475 0.367 1.780 0.025 

5 1142.426 7.906 554.198 0.892 0.619 0.492 2.003 0.028 

6 1144.029 7.834 549.188 0.866 0.668 0.534 2.068 0.029 

7 1145.619 7.728 538.800 0.841 0.740 0.619 2.200 0.031 

8 1146.091 7.722 539.950 0.834 0.743 0.610 2.187 0.031 

9 1147.347 7.699 538.421 0.813 0.759 0.623 2.196 0.031 

10 1149.108 7.611 530.828 0.785 0.819 0.685 2.290 0.032 

11 1149.436 7.626 532.245 0.780 0.809 0.674 2.263 0.032 

12 1162.251 7.349 503.072 0.575 0.996 0.915 2.486 0.035 

13 1169.323 7.350 503.046 0.462 0.995 0.915 2.373 0.034 

14 1169.884 7.343 502.470 0.453 1.000 0.920 2.374 0.034 

15 1187.431 7.358 494.200 0.173 0.990 0.989 2.151 0.030 

16 1187.720 7.349 494.133 0.169 0.996 0.989 2.153 0.030 

17 1187.932 7.349 494.094 0.165 0.996 0.990 2.151 0.030 

18 1188.146 7.365 494.048 0.162 0.985 0.990 2.137 0.030 

19 1188.269 7.366 494.022 0.160 0.984 0.990 2.134 0.030 

20 1188.543 7.366 493.961 0.155 0.984 0.991 2.130 0.030 

21 1188.676 7.370 493.943 0.153 0.981 0.991 2.125 0.030 

22 1192.469 7.369 493.374 0.093 0.982 0.996 2.070 0.029 

23 1193.375 7.383 493.231 0.078 0.973 0.997 2.048 0.029 

24 1193.416 7.384 493.223 0.078 0.972 0.997 2.047 0.029 

25 1193.416 7.384 493.223 0.078 0.972 0.997 2.047 0.029 

26 1193.851 7.380 493.219 0.071 0.975 0.997 2.042 0.029 

27 1194.751 7.395 493.091 0.056 0.965 0.998 2.019 0.029 

28 1195.998 7.421 492.953 0.036 0.947 0.999 1.982 0.028 

29 1196.013 7.421 492.952 0.036 0.947 0.999 1.982 0.028 
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The   Ideal   Points for   IEEE 14 bus system in 3-D space are 1135.67 $/hr.,7.3427 MW, 

492.8321 kg. /hr.  

Target point for IEEE 14 bus system is 1162.251 $/hr.  7.349 MW, 503.716 kg/hr.   

TABLE 6.10 

Results of MELD and T.P. using Fuzzy Logic System  

(IEEE 30 Bus System) 

 

30 1196.061 7.404 493.000 0.035 0.959 0.999 1.992 0.028 

31 1196.543 7.403 493.002 0.028 0.959 0.999 1.985 0.028 

32 1196.550 7.413 492.951 0.027 0.953 0.999 1.979 0.028 

33 1197.190 7.429 492.886 0.017 0.942 1.000 1.959 0.028 

34 1197.450 7.424 492.893 0.013 0.945 0.999 1.958 0.028 

35 1198.268 7.449 492.832 0.000 0.929 1.000 1.929 0.027 

      S. 

       No. 

        

 

    (1) 

𝐅𝐂    

($/hr.) 

 

 

(2) 

𝐅𝐋 

(MW) 

 

 

(3) 

𝐅𝐄 

(Kg/hr.) 

 

 

(4) 

𝝻𝐂 

 

(5) 

𝝻𝐋 

 

(6) 

𝝻𝐄 

 

(7) 

∑μ 

 

(8) 

𝛍𝐤 

 

(9) 

1 1244.729 10.263 639.383 1.000 0.000 0.000 1.000 0.023 

2 1245.158 10.076 627.421 0.992 0.130 0.099 1.221 0.028 

3 1246.079 9.864 614.304 0.975 0.277 0.209 1.460 0.034 

4 1247.792 9.677 604.770 0.943 0.407 0.288 1.638 0.038 

5 1247.792 9.677 604.770 0.943 0.407 0.288 1.638 0.038 

6 1247.794 9.808 616.896 0.943 0.316 0.187 1.446 0.034 

7 1247.994 9.782 614.967 0.939 0.334 0.203 1.477 0.034 

8 1248.823 9.688 608.037 0.924 0.399 0.261 1.584 0.037 

9 1248.830 9.577 597.595 0.924 0.477 0.347 1.748 0.041 

10 1249.925 9.492 591.366 0.903 0.536 0.399 1.839 0.043 

11 1252.344 9.409 585.998 0.858 0.594 0.444 1.896 0.044 

12 1253.146 9.334 579.599 0.843 0.646 0.497 1.986 0.046 

13 1255.852 9.166 565.435 0.793 0.762 0.615 2.170 0.050 

14 1261.155 8.991 550.984 0.694 0.884 0.735 2.314 0.054 

15 1262.390 8.982 549.401 0.671 0.890 0.748 2.310 0.054 

16 1267.511 8.876 540.372 0.576 0.964 0.823 2.364 0.055 

17 1269.219 8.897 539.160 0.544 0.949 0.833 2.327 0.054 

18 1283.008 8.887 527.077 0.288 0.957 0.934 2.178 0.051 

19 1283.425 8.917 527.767 0.280 0.936 0.928 2.144 0.050 

20 1287.813 8.873 523.493 0.198 0.967 0.964 2.129 0.050 

21 1293.343 8.839 520.384 0.096 0.990 0.990 2.075 0.048 

22 1295.116 8.827 519.816 0.063 0.998 0.994 2.055 0.048 

23 1298.476 8.824 519.128 0.000 1.000 1.000 2.000 0.047 
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The Ideal Points for IEEE 30 bus systems in 3-D space is 1244.729 $/hr., 8.8243 MW, 

519.1279 kg. /hr. However, Ideal Point is an infeasible point and cannot be achieved in 

practice.  

The Target Point has been also obtained by Fuzzy Logic System for IEEE 30 bus system 

is 1267.511 $/hr., 8.8756 MW, 540. 172 kg/hr.  

6.8     CONSTRAINT METHOD  

The constraint method is the most appealing generating technique. It operates by 

optimizing one objective while all others are constrained to some value.  

 Mathematically, a multiobjective problem with h objectives is formulated using 

Constraint method as: 

Minimize  

𝑍t (x1, x2, x3,…………,xn)                                                                                     (6.15) 

subject to 

g1 (x1, x2, x3,…………,xn) ≤ 0                                                     i=1,2,3,….m       (6.16) 

xj ≥ 0                                                                                              j=1,2,3….. n        (6.17) 

Zk (x1, x2, x3,…………,xn) ≤ Lk                                   k = 1,2,3….t-1,t+1…h        (6.18) 

Where the tth objective is arbitrarily chosen for minimization. This is a single objective 

formulation. 
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6.8.1 FORMULATION OF MULTIOBJECTIVE ECONOMIC 

LOAD   DISPATCH (MELD) PROBLEM 

 

The MELD problem using the Constraint method [176] for generating noninferior 

solutions is formulated as: 

Minimize 

FC  = ∑ F(Ci(Pgi)]NG
i=1  

Subject to Equality constraint and inequality constraint of the systems defined by 

equations (6.11) and (6.12) respectively. 

FL ≤ Li 

Where  Li  lies between FLmin  and FLatFcmin  and is expressed as  

 FLimin ≤ Li ≤ FLatFcimin       

FLimin    : The value of system transmission losses obtained by individually minimizing 

FL. 

FLatFcmin: The value of system transmission losses obtained by individually minimizing 

FC .   

 

6.8.2 COMPUTATIONAL   PROCEDURE 

 

The noninferior set for MELD problem has been obtained by Genetic Algorithm (GA). 

The cost of Generation is minimized keeping system transmission losses fixed to various 

values between  FLimin   and   FLatFcmin. 
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6.8.3 COMPUTATIONAL RESULTS  

The noninferior set for IEEE 5, 14 and 30 bus systems are shown in Tables 6.11, 6.13,6.15 

respectively. The relative attainments of the IEEE 5, 14 and 30 systems by using MMR 

are shown in Tables 6.12, 6.14 and 6.16 respectively. 

TABLE 6.11 

Noninferior Set of IEEE 5 Bus System in 2-D Space 
      S. No 𝐅𝐋 (MW) 

(Fixed)  

k        P1  

    (MW) 

        P3   

     (MW) 

𝐅𝐂   

  ($/hr.) 

 1 5.05 58 84.367 80.691 763.158 

2 5.055 74 84.374 80.684 763.157 

3 5.06 39 85.93 79.13 762.658 

4 5.065 48 87.392 77.673 762.246 

5 5.07 100 88.353 76.717 762.007 

6 5.075 100 89.111 75.964 761.835 

7 5.08 100 89.781 75.299 761.697 

8 5.085 41 90.37 74.715 761.583 

9 5.090 100 90.406 74.679 761.491 

10 5.095 41 90.921 74.17 761.411 

11 5.10 100 91.869 73.231 761.342 

12 5.11 100 92.722 72.388 761.230 

13 5.12 100 93.489 71.631 761.147 

14 5.13 79 94.206 70.924 761.082 

15 5.14 63 94.87 70.269 761.035 

16 5.15 100 94.498 69.652 761.001 

17 5.16 39 96.09 69.07 760.978 

18 5.17 100 96.654 68.516 760.965 

19 5.18 100 97.195 67.985 760.960 

 

From the above table it is observed that: 

Minimum loss is FLmin  =  5.05 MW 

Minimum cost is FCmin  = 760.960 $/hr. 

Value of loss at minimum cost is FLatFcmin = 5.18 MW 

Value of cost at minimum loss is FCatFLmin  = 763.158 $/hr. 
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TABLE 6.12 

Minimum Relative Attainments of 5-Bus System in 2-D Space 
S.No FC 

($/hr.) 

𝛕𝐂  FL 

(MW) 
𝛕 𝐋    𝛕  

1 763.158 0.0000 5.05 1.0000 1 

2 763.157 0.0004 5.055 0.9615 0.09619 

3 762.658 0.2274 5.06 0.9230 1.1504 

4 762.246 0.4149 5.065 0.8846 1.2995 

5 762.007 0.5236 5.07 0.8461 1.3697 

6 761.835 0.6019 5.075 0.8076 1.4095 

7 761.697 0.6646 5.08 0.7692 1.4338 

8 761.583 0.7165 5.085 0.7307 1.4472 

9 761.491 0.7584 5.090 0.6923 1.4507 

10 761.411 0.7948 5.095 0.6538 1.4486 

11 761.342 0.8262 5.10 0.6153 1.4415 

12 761.230 0.8771 5.11 0.5384 1.4155 

13 761.147 0.9149 5.12 0.4615 1.3764 

14 761.082 0.9444 5.13 0.3846 1.3290 

15 761.035 0.9658 5.14 0.3076 1.2734 

16 761.001 0.9813 5.15 0.2307 1.2121 

17 760.978 0.9918 5.16 0.1538 1.1456 

18 760.965 0.9977 5.17 0.0769 1.0746 

19 760.960 1.0000 5.18 0.000 1 

 

The relative attainments of the objectives are added and the result is shown in the last 

column of Table 6.12. The Target Point is one for which the sum of relative attainments 

is maximum. It is seen that Target Point for 5-Bus system in 2-D space is: 

FC = 761.491 $/hr.                           FL = 5.09 MW  

It  is  shown  at  S.No.  9  of  the Table  6.12.  The noninferior set has also been shown in  

Fig 6.21. 
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Fig 6.21   Noninferior set of IEEE 5 bus system  

TABLE 6.13 

Noninferior Set of IEEE 14 Bus System in 2-D Space 
S. No. 𝐅𝐋 (MW) 

 

(FIXED)  

k P1  (MW) P2 

(MW) 

P6 

(MW) 

 

𝐅𝐂   

  ($/hr.) 

 

1 7.00 100 85.09 103.58 77.54 1184.64 

2 7.10 100 85.12 103.56 77.54 1183.63 

3 7.20 39 91.03 98.86 76.35 1176.50 

4 7.30 26 99.67 88.44 78.17 1168.11 

5 7.40 63 109.04 88.44 78.17 1157.98 

6 7.50 65 114.42 87.89 64.18 1153.20 

7 7.60 38 117.19 90.71 58.69 1150.89 

8 7.70 74 119.12 96.08 51.53 1149.98 

9 7.80 63 120.00 96.79 50.00 1141.63 

10 7.90 62 120.00 96.80 50.00 1140.61 

11 8.00 57 136.93 76.78 55.56 1140.14 

12 8.10 79 142.11 64.26 55.70 1139.00 

13 8.20 84 145.41 63.20 58.40 1138.62 

14 8.30 36 145.80 70.46 51.00 1137.32 

15 8.40 100 148.70 68.63 50.00 1136.75 

16 8.50 100 150.00 67.96 50.00 1136.40 

17 8.60 100 150.00 67.47 50.00 1136.10 

 

 

 

759.5

760

760.5

761

761.5

762

762.5

763

763.5

5
.0

5

5
.0

5
5

5
.0

6

5
.0

6
5

5
.0

7

5
.0

7
5

5
.0

8

5
.0

8
5

5
.0

9

5
.0

9
5

5
.1

5
.1

1

5
.1

2

5
.1

3

5
.1

4

5
.1

5

5
.1

6

5
.1

7

5
.1

8

IEEE 5 BUS SYSTEM

C

O

S

T

$/

hr.

TARGET POINT (761.491; 5.090) 



163 
 

TABLE 6.14 

Minimum Relative Attainments of 14-Bus System in 2-D Space 
S.No FC 

($/hr) 

τC FL 

(MW) 

τL  τ 

1 1184.64 0.0000 7.00 1.0000 1 

2 1183.63 0.0207 7.10 0.9375 0.9582 

3 1176.50 0.1675 7.20 0.8750 1.0425 

4 1168.11 0.3405 7.30 0.8125 1.1530 

5 1157.98 0.5492 7.40 0.7500 1.2990 

6 1153.20 0.6476 7.50 0.6875 1.3350 

7 1150.89 0.6953 7.60 0.6250 1.3203 

8 1149.98 0.7140 7.70 0.5625 1.2765 

9 1141.63 0.7212 7.80 0.5000 1.2212 

10 1140.61 0.7216 7.90 0.4375 1.1590 

11 1140.14 0.9166 8.00 0.375 1.2910 

12 1139.00 0.9408 8.10 0.3125 1.2530 

13 1138.62 0.9480 8.20 0.2500 1.1980 

14 1137.32 0.9748 8.30 0.1875 1.1620 

15 1136.75 0.9866 8.40 0.1250 1.1110 

16 1136.40 0.9938 8.50 0.0625 1.0560 

17 1136.10 1.0000 8.60 0.0000 1 

 

From the above Table it is observed that: 

Minimum loss is FLmin = 7.00 MW                   Minimum cost is FCmin =1136.10 $/hr 

Value of loss at minimum cost is FLatFcmin =8.60 MW 

Value of cost at minimum loss is FCatFLmin  =1184.64 $/hr. 

 

A noninferior set of IEEE 14 bus system is also shown in Fig.6.22. 

 

 

Fig 6.22    Noninferior set of IEEE 14 bus system  
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TABLE 6.15 

Noninferior Set of IEEE 30 Bus System in 2-D Space 
S. No. 𝐅𝐋 (MW) 

 

(FIXED)  

k P1  (MW) P2 

(MW) 

P6 

(MW) 

 

𝐅𝐂   

  ($/hr.) 

 

1 6.90 64 50.36 120 120 1358.07 

2 7.00 100 52.18 118.21 120 1355.07 

3 7.10 100 57.70 112.79 120 1346.35 

4 7.20 67 62.77 111.03 117.49 1338.74 

5 7.30 68 67.01 103.68 119.99 1333.12 

6 7.40 78 68.62 111.94 110.23 1326.81 

7 7.50 70 73.43 105.36 112.10 1321.11 

8 7.60 44 74.14 112.09 104.75 1317.80 

9 7.70 75 79.49 103.51 108.08 1312.15 

10 7.80 65 82.18 102.99 106.02 1308.30 

11 7.90 51 82.97 107.64 100.68 1305.82 

12 8.10 36 93.80 84.48 113.16 1300.44 

13 8.20 76 92.00 100.31 99.27 1295.63 

14 8.30 43 97.42 89.37 104.90 1292.88 

15 8.40 39 97.57 95.73 98.49 1290.15 

16 8.50 42 97.84 100.30 93.75 1288.60 

17 8.60 55 100.10 99.13 92.76 1286.33 

18 8.70 24 101.64 99.70 9075 1284.55 

19 8.80 46 103.37 99.63 89.18 1282.77 

20 8.90 52 109.75 86.68 95.86 1279.81 

21 9.00 43 112.73 82.60 96.99 1278.43 

22 9.10 34 110.81 93.18 88.50 1276.81 

23 9.20 49 114.11 88.57 89.90 1274.98 

24 9.30 43 114.25 88.57 89.90 1273.94 

25 9.40 100 120.00 80.61 92.18 1272.54 

26 9.50 42 116.44 94.37 82.07 1271.84 

27 9.60 15 118.60 92.63 81.756 1270.44 

28 9.70 100 120.00 92.54 80.522 1269.43 

29 9.80 100 120.00 95.99 77.21 1269.14 

30 9.90 100 120.00 99.04 74.25 1269.11 

 

From the above Table it is observed that: 

Minimum loss is FLmin = 6.90 MW 

Minimum cost is FCmin =1269.11 $/hr. 

Value of loss at minimum cost is FLatFcmin =9.90 MW 

Value of cost at minimum loss is FCatFLmin  =1358.07 $/hr. 
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TABLE 6.16 

Minimum Relative Attainments of 30-Bus System in 2-D Space 
S.No FC 

($/hr) 

τC FL 

(MW) 

τL  τ 

1 1358.07 0.0000 6.90 1.0000 1 

2 1355.07 0.0337 7.00 0.9667 1.0040 

3 1346.35 0.1317 7.10 0.9333 1.0656 

4 1338.74 0.2167 7.20 0.9000 1.1167 

5 1333.12 0.2805 7.30 0.8667 1.1472 

6 1326.81 0.3514 7.40 0.8333 1.1847 

7 1321.11 0.4155 7.50 0.8000 1.2155 

8 1317.80 0.4527 7.60 0.7667 1.2194 

9 1312.15 0.5161 7.70 0.7333 1.2495 

10 1308.30 0.5595 7.80 0.7000 1,2595 

11 1305.82 0.5873 7.90 0.6667 1,2540 

12 1300.44 0.6478 8.10 0.6000 1.2478 

13 1295.63 0.7019 8.20 0.5667 1.2686 

14 1292.88 0.7328 8.30 0.5333 1.2661 

15 1290.15 0.7635 8.40 0.5000 1.2635 

16 1288.60 0.7809 8.50 0.4667 1.2476 

17 1286.33 0.8064 8.60 0.4333 1.2397 

18 1284.55 0.8264 8.70 0.4000 1.2264 

19 1282.77 0.8464 8.80 0.3667 1.2131 

20 1279.81 0.8797 8.90 0.3333 1.2130 

21 1278.43 0.8952 9.00 0.3000 1.1952 

22 1276.81 0.9134 9.10 0.2667 1.1851 

23 1274.98 0.9340 9.20 0.2333 1.1673 

24 1273.94 0.9457 9.30 0.2000 1.1457 

25 1272.54 0.9614 9.40 0.1667 1.1281 

26 1271.84 0.9693 9.50 0.1333 1.1026 

27 1270.44 0.9850 9.60 0.1000 1.0856 

28 1269.43 0.9964 9.70 0.0667 1.0631 

29 1269.14 0.9997 9.80 0.0333 1.0330 

30 1269.11 1.0000 9.90 0.0000 1 

 

The relative attainments of the objectives are added and the result is shown in the last 

column of Table 6.16. The Target Point is one for which the sum is maximum. It is seen 

Target Point achieved for 30-Bus system in 2-D space is: 

FC = 1295.63 $/hr.                    FL = 8.20 MW                     

It is shown at S.No.13 of the Table 6.16.  
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The noninferior set has also been shown in Fig 6.23.  

 

 

FL    (MW) 

Fig 6.23   Noninferior set of IEEE 30 bus system  

Table 6.17 shows the Target Point (T.P.). Here Maximization of minimum relative 

attainment has been used   for  identifying  the   Target    point  ( FC*, FL*) in 2-D space. 

   Genetic algorithm has been used to develop noninferior set. The formulation of MELD 

problem has been done by constraint method. This has been done for IEEE 5,14 and 30 

bus systems.  

TABLE 6.17  

Target point using GA technique  

 

S. No. IEEE  Bus  System Target Point 
FC* 

($/hr.)   
FL* 

(MW) 
1 IEEE 5 Bus 761.491 5.09 

2 IEEE 14 Bus 1153.20 7.50 

3 IEEE 30 Bus 1295.63 8.2 
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Table 6.18 shows the comparison of Target point achieved by Equal percentage saving 

based [160] method as shown in columns (3) and (4) and Maximization of minimum 

relative attainment as shown in columns (5) and (6) respectively. Problem was formulated 

by Weighting method and Constraint method respectively. Noninferior set  were 

generated by PSO [160] and Genetic Algorithm in 2-D space. 

TABLE 6.18 

Comparison of Target Point  
S. No. IEEE Bus System Target point using equal 

percentage saving concept  

Target point using maximization 

of minimum relative attainment   

 

 

(1) 

 

 

 

(2) 

FC* 

($/hr.)  

 

(3)  

FL* 

(MW) 

 

(4) 

FC* 

($/hr.)   

 

(5) 

FL* 

(MW) 

 

(6) 

1 IEEE 5 Bus 761.67 5.1379 761.491 5.09 

2 IEEE 14 Bus 1183.28 6.7582 1153.20 7.50 

3 IEEE 30 Bus 1318.05 7.5652 1295.63 8.2 

It is observed from Table 6.18, the Target point identified by maximization of minimum 

relative attainment is better than that obtained by equal percentage saving method.  

6.9        CONCLUSIONS 

6.9.1 Weighting Method 

Multiobjective economic load dispatch problem has been formulated as the weighted sum 

of cost of generation, system transmission losses and environmental emissions for IEEE 

5,14 and 30 bus systems. The noninferior set in 3-D space is generated by systematically 

varying the weights attached to the objectives and solving the MELD problem by Particle 

Swarm Optimization (PSO) technique. Target Point is achieved by maximization of 

minimum relative attainment method and Fuzzy Logic system for IEEE 5,14 and 30 bus 

systems. Noninferior set has also been developed in 2-D space considering all 

combinations of two objectives. This explicitly shows the behavior of objectives i.e. cost 
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of generation is conflicting with system transmission losses and environmental emissions 

whereas transmission losses and environmental emissions are supportive. But this 

behavior may not be true for all domains. Weighted sum method has no limitation in 

handling more than three objectives. 

6.9.2 Constraint Method 

MELD problem has been formulated by constraint method considering cost of generation 

and system transmission losses for IEEE 5,14 and 30 bus systems. Noninferior set has 

been generated by Genetic Algorithm. Target point has been achieved by MMR method.  

Weighted sum method and constraint method are generating techniques which emphasize 

on the development of information about a problem. The computational effort in 

weighting method is more than that in constraint method. Weighting method may give 

poor coverage of noninferior set, if the weights are not selected properly but constraint 

method give good coverage of the noninferior set.  

Target point achieved by PSO technique in 2-D space and 3-D space are found to be better 

than those achieved by GA for IEEE 5,14 and 30 bus systems.  
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CHAPTER 7 
MELD USING FEASIBILITY ORIENTED PARTICLE 

SWARM OPTIMIZATION ALGORITHM  

7.1    INTRODUCTION 

In this Chapter, Feasibility Oriented Particle Swarm Optimization (FOPSO) Algorithm 

has been developed which determines uniformly distributed Pareto-Optimal Front in a 

partial run for Multiobjective Economic Load Dispatch (MELD) problem in 2-D space 

and 3-D space. In 2-D space, two objective of Power Systems - cost of generation and 

systems transmission losses have been considered whereas in 3-D space, three objectives 

of Power Systems - cost of generation, system transmission losses and environmental 

emission have been considered. 

 The Pareto-Optimal Front for Multiobjective optimization problem is usually obtained 

by optimizing the Multiobjective function at least as many times as the number of points 

required on the Pareto-Front [160]. But this algorithm produces the Pareto-optimal Front 

in a partial run by employing two phases of selection mechanism and thus overcomes the 

problem of multiple runs required to produce the well distributed Pareto-Optimal Front.  

In the first phase, it starts with a large population of points and identifies the feasible 

points which satisfy the constraints of the MELD problem after each iteration. These 

points are copied to the Qualifying set and are not allowed to participate in future 

iterations of PSO. This phase is complete after sufficient number of points have been 

copied to the Qualifying set and the algorithm switches over to second phase. In the 

second phase, a well distributed Pareto-Optimal front is selected from the Qualifying set 

based on the minimum distance from equidistant points between minimum and maximum 
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cost of generation along cost of generation (FC) axis and between minimum and maximum 

system transmission losses along (FL) axis.  

The ideal situation where one would like to operate the power system is one where all the 

objectives-cost of generation (FC), system transmission losses (FL) and Environmental 

emission (FE) attain their minimum value simultaneously. This point has been defined as 

the Ideal Point (I.P.) and is represented by (FCmin,FLmin)  in 2-D space. Ideal Point is 

represented by (FCmin, FLmin, FEmin) in 3-D space. It is of utmost importance to recognize 

that this is an infeasible point. The solution of Multiobjective problem gives a number of 

solutions, all of which are non-dominated solutions. The power system operator chooses 

the best compromise solution (FC*, FL*) in 2-D space and (FC*, FL*, FE*) in 3-D space, 

out of these solutions as per his requirements. In this chapter, the best compromise 

solution is obtained. It lies at minimum distance from I.P. It has been defined as target 

point (T.P.).  

7.2 PROBLEM STATEMENT 

Two objectives of Multiobjective Economic Load Dispatch considered in 2-D space are: 

i.               To minimize the cost of generation 

ii.    To minimize the system transmission losses 

The Multiobjective function F in 2-D space is  

Minimize  

F =  (FC, FL)                                                                                                              (7.1)  
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Three objectives of Multiobjective Economic Load Dispatch considered in 3-D space are: 

i.         To minimize the cost of generation 

ii.       To minimize the system transmission losses 

iii.       To minimize the environmental emission 

The Multiobjective function F in 3-D space is  

Minimize  

F =  (FC, FL,  FE )                                                                                                           (7.2)               

Where 

FC = ∑ aiP gi
2NG

i=1  +biPgi + ci                                                                                       (7.3)                                                                                                                                                                                 

FL = ∑ ∑ PgiBijPgj
NG
j=1

NG
i=1                                                                                   (7.4)   

FE = ∑ diP gi
2NG

i=1  +eiPgi + fi                                                                                          (7.5)                                                                                                                                  

subject to  

Inequality constraint    

Pgimin ≤ Pgi ≤ Pgimax       i = 1, 2... NG                                                                                                    (7.6)                                                                                                                                                                                           

and Equality constraint 

f=∑ Pgi
NG
i=1 -PD-FL = 0                                           (7.7) 

7.3 FEASIBILITY ORIENTED PARTICLE SWARM 

OPTIMIZATION (FOPSO) ALGORITHM  

The proposed algorithm Feasibility Oriented Particle Swarm Optimization (FOPSO) 

algorithm determines the well distributed Pareto-Front in partial run by employing two 

phases of selection mechanism. The algorithm is explained in detail for MELD problem 

in 2-D space. 
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First Phase   

In the first phase, the algorithm identifies sufficient number of points lying in the feasible 

region from a randomly generated large population of points as shown in Fig.7.1 for 2-D  

space. This is accomplished by identifying the points which satisfy the constraints of the                                             

problem after each iteration of PSO. These points are copied to the Qualifying Set and 

are not allowed to participate in future iterations of PSO. If this is not done, the experience 

has been that these particles play their own role in the movement of other particles. This 

results in collapse of all particles to the then global best. It defeats the purpose of getting 

various solutions for Multiobjective problem. The process of generating Qualifying set 

stops after required number of such points are identified which means that there is no 

need to run the PSO programme completely with this strategy. For this phase the function 

to be minimized contains only the equality constraints defined as   

   f = ∑ Pgi 
NG
i=1 - PD - FL ≤ 10−6                                                                                    (7.8)  

 Where Ɛ is a small number                                                                                                                                                                                                          

 

 

  

 

 

 

                                    Fig. 7.1     Qualifying Set in 2- D space 

FL 

Infeasible 

Region 

Feasible 

Region 

FC 
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   Second Phase 

In the second phase, the algorithm identifies the well – distributed Pareto Front. This is 

the boundary of feasible region which means the points for which constraints are just 

satisfied. The following strategy has been adopted: 

From   the   Qualifying   Set   I.P., FCmax  and FLmax    are identified.  Both FC and FL  axis 

are   divided into ten equidistant points between FCmin      and   FCmax    along   FC axis and 

between   FLmin      and   FLmax      along  FL  axis. The Pareto-Optimal Front is selected   

by identifying   the points which lie at minimum distance from these equidistant points 

along each axis as shown in Fig. 7.2.  

FOPSO algorithm for MELD problem considering three objectives: FC, FL and FE in 3-D 

space is exactly the same as that considering two objectives FC and FL in 2-D space. The 

 

Fig. 7.2   Pareto-Optimal Front in 2-D space  
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Qualifying set for First phase in 3-D space is obtained by identifying the points which 

satisfy the constraints of the problem. In the second phase, twenty equidistant points 

between FEmin and FEmax along FE  axis are also identified  in addition to that along FC 

and FL axis. The Pareto – Optimal Front is selected by identifying points which lie at 

minimum  distance  from  these  equidistant  points  along  each  axis. Thus Pareto Front  

in 3-D space is obtained. The Target Point (T.P.) is identified as the one which lies at 

minimum distance from the IP.  

7.4      COMPUTATIONAL PROCEDURE 

The steps for the Feasibility Oriented Particle Swarm Optimization (FOPSO) algorithm 

for First Phase are:  

1. Initialize Parameters of PSO - W, Cp, Cg, rp,rg, ITmax, Ɛ, q , N ( number of particles 

for the Pareto-Optimal front), k, Kount . Parameters setting for PSO algorithm are  

    W= 0.6;         Cp, Cg, rp,rg = 1;     ITmax = 3000;      Ɛ =1*10-6. 

For IEEE 5, 14 and 30 bus system initial populations of 400, 600 and 600 are chosen 

respectively. The number of points to be copied to the Qualifying set are chosen to be 

300, 200 and 400 for IEEE 5, 14 and 30 bus systems respectively.   

2.   Initialize k = 0. 

3. Initialize cost, losses and emission characteristics of generators. 

4.  Generate particles between  Pgimin and   Pgimax. 

5. Generate random velocity for all particles of the initial population. 
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6. Calculate function (fitness) value corresponding to these particles and increment 

Kount by q. 

7.   Determine Pbest and gbest. 

8. Determine particle number corresponding to gbest. 

9. For all particles check if function value  f ≤  Ɛ , if yes store, particle number and its 

coordinates in the Qualifying set and remove from main population. 

10. Increase the iteration by one. k = k + 1. 

11. Calculate velocity of remaining particles for next iteration.  

12.  Check velocity limits. Fix the velocity to the limit violated. 

13. Update position of all particles using this velocity. 

14.  Check generator constraints. 

15. Calculate function f, defined by equation (7.7). 

16. Increment function evaluations i.e. Kount by q. 

17.   Update pbest values and gbest values. 

18. For all particles check if function value ≤  Ɛ. For a particular particle, if yes, store 

particle number and its coordinates in the Qualifying set. Remove from main 

population. 

19. Check if the number of particles in the Qualifying set exceeds the specified value. If 

yes, go to 20. Else go to 10. 

20. Store the particles in Qualifying set to be used for Second Phase. 
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The steps for Second Phase using the Feasibility Oriented Particle Swarm Optimization 

(FOPSO) algorithm are:  

1. Identify the ideal point for 2-D space represented by (FCmin, FLmin), and for 3-D space 

identified by (FCmin, FLmin,  FEmin) from the Qualifying set. Also, identify FCmax, 

FLmax  and  FEmax  from the Qualifying set. 

2. Determine the ranges of  objective  functions  i.e. FCrange, FLrange , FErange  

     range of  cost of  generation is FCrange = FCmax− FCmin 

   range of system transmission losses is FLrange =  FLmax− FLmin  

  and   range   of  environmental emission is  FErange =  FEmax − FEmin      

3. Divide the FC axis from FCmin to FCmax in ten and twenty equidistant points for  

 2-D space and 3-D space respectively. 

4. Similarly, identify ten equidistant points between FLmin and FLmax along FL axis in  

 2-D space and twenty equidistance point along FC ,  FL  and  FE  axis in 3-D space. 

5. Using distance functions, identify the points of Qualifying set which lie at minimum 

distance from these equidistant points.  

6. This gives us the well distributed Pareto - Optimal Front. Finally, the best compromise 

solution (Target Point) is located by determining the point which lies at minimum 

distance from the I.P. The distance function in 2-D space and 3-D space are:  

    Distance = [(FC - FCmin)
2 + (FL - FLmin)

2 ]2  for 2-D space                                          (7.9) 

   Distance= [(FC-FCmin)
2 + (FL-FLmin)

2 + (FE-FEmin)
2 ]1/2   for 3-D space                                               (7.10) 

Flow chart of Feasibility Oriented Particle Swarm Optimization (FOPSO) Algorithm for 

First phase and Second Phase are shown in Fig.7.3. and 7.4 respectively. 
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Fig.7.3   Flow chart of Feasibility Oriented Particle Swarm Optimization (FOPSO) Algorithm for First 

phase 

Initialize  parameters of  PSO :  W,  r
p
,  r

g
,  C

p
,  C

g
,  population size - q, N, Ɛ, 
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Fig.7.4 Flow chart of Feasibility Oriented Particle Swarm Optimization (FOPSO) Algorithm for                   

Second   phase 

 

 

7.5        COMPUTATIONAL RESULTS AND DISCUSSION 

 

In the first phase, the algorithm identifies sufficient number of points lying in the feasible 

region. The feasible points obtained from the First phase are stored in the Qualifying set. 

From these points, FCmin, FCmax, FLmin, FLmax  are  identified for 2-D space and FCmin, 

FCmax,  FLmin,  FLmax ,  FEmin   and   FEmax are  identified for 3-D space. These are used to 

calculate    the   range  of  cost  of   generation  (FCrange), range of transmission losses 

(FLrange), and range of Emission (FErange).Target point is also identified for 2-D space 

and 3-D space. 

 

S.S 

Identify     I.P.,     FCmax, FLmax,   FEmax 

Determine   FCrange = FCmax - FCmin         FLrange = FLmax - FLmin                 FErange = FEmax - FEmin 

Divide the FC   FL  and FE   axes  into  twenty  equidistant points between FCmin and FCmax;   

FLmin and FLmax;      FEmin and FEmax,  

Identify the points of Qualifying Set which lie at minimum distance from these equidistant 

points. 

Pareto – Optimal Front is obtained. 

Determine the T. P.,   No. of   Iterations, Kount 

End 
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7.5.1 Results   of   MELD in 2-D Space  

Table 7.1 shows the range of  FC and FL for IEEE 5, 14 and 30 bus systems in 2-D space. 

From the results of Table 7.1, Ideal points I.P. (FCmin, FLmin) can be identified for IEEE 5, 

14 and 30 bus systems. Columns (4) and (7) show the value of FCmin  and  FLmin.. 

TABLE 7.1 

Range of FC and FL 

 

Ideal Point (I.P.) for IEEE  5, 14 and 30 bus system are (760.98, 5.06), (1148.67, 7.26), 

and (1252.00, 8.78) respectively. FC   and FL axis are then divided into ten equidistant 

points between FCmin and  FCmax along FC axis and between FLmin and  FLmax along   FL axis 

for 2-D space. The Pareto optimal front is obtained by identifying the points which lie at 

minimum distance from these equidistant points along each axis.  

IEEE 5 Bus System 

Initially, a population of 400 points is generated randomly by MATLAB Programme. Out 

of this, 300 points which satisfy the equality constraints of the problem are copied to the 

Qualifying Set. This is shown in Fig.7.5. 

S. 

No. 

(1) 

IEEE 

System 

(2) 

FCmax 

($/hr.) 

(3) 

FCmin 

($/hr.) 

(4) 

FCrange 

 

(5) 

FLmax 

(MW) 

(6) 

FLmin 

(MW) 

(7) 

FLrange 

 

(8) 

1 5 Bus 762.47 760.980 1.49 5.150 5.060 0.092 

2 14 Bus 1180.34 1148.674 31.66 7.616 7.263 0.352 

3 30 Bus 1287.30 1252.000 34.80 9.416 

 

8.783 

 

0.632 
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Fig. 7.5   Qualifying Set (First Phase) for IEEE 5 Bus System 

The points of Qualifying set which lie at minimum distance from the equidistant points 

are shown in Table 7.2 and Fig. 7.6. This forms the Pareto Front of IEEE 5 bus system. 

First and Fourth Columns of   Table 7.2   show Serial Number.  Columns (2) & (3) and 

(5) & (6) show the Pareto Optimal front for Cost of generation and corresponding Losses.  

TABLE 7.2 

 Pareto Optimal   Front for IEEE 5 Bus System 

 

S. No. 

 

(1) 

FC 

$/hr. 

(2) 

 

FL 

MW 

(3) 

S. No. 

 

(4) 

FC 

$/hr. 

(5) 

 

 

 

FL 

MW 

(6) 

 

 

 

1 761.41 5.09 11 761.52 5.09 

2 761.36 5.10 12 761.59 5.09 

3 761.30 5.10 13 761.66 5.08 

4 761.24 5.11 14 761.73 5.08 

5 761.19 5.12 15 761.81 5.08 

6 761.14 5.12 16 761.90 5.07 

7 761.09 5.13 17 762.06 5.07 

8 761.05 5.14 18 761.19 5.07 

9 761.01 5.15 19 761.38 5.06 

10 760.99 5.15 20 762.47 5.06 
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Fig.7.6   Pareto Optimal Front for IEEE 5 Bus System 

IEEE 14 Bus System 

In this case, six hundred (600) points are randomly generated. Out of these, two hundred 

points which satisfy the equality constraints of the problem are identified and stored in 

the Qualifying set. Qualifying set for IEEE 14 bus systems is shown in Fig. 7.7. 

 

Fig. 7.7   Qualifying Set (First Phase) for IEEE 14 Bus System 
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From the points of Qualifying set, Pareto optimal Front is identified which is  shown in 

Table 7.3 and Fig.7.8 

TABLE 7.3 

 Pareto Optimal Front for IEEE  14 bus system 

 

 

Fig. 7.8   Pareto Optimal Front for IEEE 14 Bus System 

 

IEEE 30 Bus System 

In this case, six hundred (600) points are randomly generated. Out of these, four hundred 

points which satisfy the equality constraints of the problem are identified and stored in 

the Qualifying set.. Qualifying set for IEEE 30 bus systems is shown in Fig. 7.9. 
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S. No. 

(1) 

FC   ($/hr.) 

(2) 

 

FL  (MW) 

(3) 

S. No. 

(4) 

FC   ($/hr.) 

(5) 

 

 

(Cost) 

FL  (MW) 

(6) 

 

 

(Losses) 

1 1159.10 7.39 11 1161.49 7.36 

2 1157.89 7.41 12 1162.26 7.35 
3 1156.40 7.43 13 1163.71 7.33 

4 1155.52 7.45 14 1165.60 7.32 
5 1154.19 7.47 15 1167.27 7.30 

6 1153.09 7.50 16 1169.10 7.29 
7 1151.78 7.53 17 1171.63 7.28 

8 1150.80 7.55 18 1174.35 7.26 

9 1149.81 7.58 19 1174.50 7.27 
10 1148.67 7.62 20 1180.34 7.29 
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                     Fig.7.9   Qualifying Set (First Phase) for IEEE 30 Bus System 

The points of Pareto optimal Front are selected by identifying the points which lie at 

minimum distance from the equidistant points along each axis. These points are shown in 

Table 7.4 and Fig. 7.10.  

TABLE 7. 4 

Pareto Optimal   Front for IEEE 30 bus system 
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S. No. 

(1) 

FC   ($/hr.) 

(2) 

 

FL  (MW) 

(3) 

S. No. 

(4) 

FC   ($/hr.) 

(5) 

 

 

(Cost) 

FL  (MW) 

(6) 

 

 

(Losses) 

1 1252.5 9.40 10 1264.0 8.94 

2 1252.6 9.33 11 1264.8 8.93 

3 1253.9 9.26 12 1265.0 8.90 

4 1255.9 9.16 13 1266.4 8.94 

5 1256.4 9.14 14 1270.2 8.84 

6 1258.8 9.06 15 1275.5 8.80 

7 1260.8 9.01 16 1275.5 8.80 

8 1261.4 8.99 17 1280.4 8.78 

9 1264.0 8.94 18 1287.3 8.88 
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Fig.7.10   Pareto Optimal Front for IEEE 30 Bus System 

The Best Compromise solution/ Target point (T.P.) i.e. (FC*, FL*) for all the systems is 

obtained by identifying the point which lies at minimum distance from Ideal point (I.P.) 

using equation (7.9). Table 7.5 shows the Best Compromise solution (T.P.) i.e. (FC*, FL*) 

for IEEE 5, 14 and 30 bus systems.  

TABLE 7. 5 

Best Compromise Solutions in 2-D space 

Table 7.6 shows the comparison of Best Compromise solutions / Target points for IEEE 

5 bus,14 bus and 30 bus systems using proposed algorithm, Genetic Algorithm [113] and 

PSO [160]. 
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5 bus 761.46 5.09 

14 bus 1160.15 7.38 

30 bus 1264.00 8.93 
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TABLE 7.6 

Comparison of Best Compromise Solutions in 2-D space 

For IEEE 5 bus system, cost of generation obtained by the proposed algorithm is lesser 

than that obtained by PSO and GA. In case of GA, the cost of generation obtained by the 

proposed algorithm is lesser for the same transmission losses. For IEEE 14 bus system, 

the cost of generation obtained by proposed algorithm is lesser than that obtained by PSO 

but slightly higher (0.8%) than that obtained by GA. For IEEE 30 bus system, cost of 

generation obtained by the proposed algorithm is minimum but there is small increase in 

transmission losses compared to that obtained by PSO and GA.  

In general, the Pareto-Optimal Front in a multiobjective optimization problem is obtained 

by running the problem multiple times. In this chapter, well distributed Pareto Front of 

twenty points has been obtained in a partial run for IEEE 5 bus, 14 bus and 30 bus systems 

by implementing Feasibility Oriented Particle Swarm Optimization (FOPSO) algorithm. 

In the first phase, a large population of points is chosen for each system so as to maintain 

the diversity. The first phase ends when sufficient number of feasible points for the 

Qualifying set are obtained. For IEEE 5, 14 and 30 bus systems, initial populations of 

400, 600 and 600 is chosen respectively. The number of points to be copied to the 

Qualifying set are chosen to be 300, 200 and 400 for IEEE 5, 14 and 30 bus systems 

respectively. In the second phase, ten points on each axis which are at minimum distance 

 FOPSO Algorithm PSO Genetic  Algorithm 

IEEE 

System 

FC*($/hr.) FL*(MW) FC*($/hr.) FL*(MW) FC*($/hr.) FL*(MW) 

5 bus 761.46 5.09 761.67 5.14 761.49 5.09 

14 bus 1160.15 7.38 1183.28 6.76 1150.89 7.60 

30 bus 1264.00 8.93 1318.05 7.57 1295.63 8.20 
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from the equidistant points are identified. Therefore, the Pareto-Front is obtained before 

the PSO algorithm is completely executed for whole population. 

7.5.2 Results of MELD in 3-D Space 

The feasible points obtained from the First phase are stored in the Qualifying set. From 

these points, FCmin, FCmax, FLmin, FLmax,  FEmax  and FEmin are identified. These are then used 

to calculate the range of cost of generation (FCrange), range of transmission losses (FLrange) 

and range of Emission (FErange). Table 7.7 shows the range of   FC, FL  and  FE    for IEEE 

5, 14 and 30 bus systems for 3-D space. Row (1) shows the IEEE bus system. 

TABLE 7.7 

Ranges of FC, FL, FE 

From the results of Table 7.7, Ideal points I.P. (FCmin, FLmin, FEmin)   can be identified for 

IEEE 5, 14 and 30 bus systems. This is represented by rows (3), (6) and (9) of Table 7.7. 

The ideal point for IEEE 5 bus, 14 bus and 30 bus   systems    are (760.96, 5.06, 118.79), 

(1140.74, 7.29, 501.01) and (1253.46, 8.76, 519.13) respectively. FC, FL, and FE axis are 

then divided into twenty equidistant points between FCmin   and  FCmax  along FC axis and 

between FLmin and   FLmax along FL axis and  FEmin  and FEmax along FE  axis. The Pareto 

Row No. 

1 

 IEEE 

5 BUS 

IEEE 

14 BUS 

IEEE 

30 BUS 

2 FCmax 768.64 1171.39 1298.48 

3 FCmin 760.96 1140.74 1253.46 

4 FCrange 7.68 30.65 45.02 

5 FLmax 5.29 7.99 9.25 

6 FLmin 

 

5.06 7.29 8.76 

7 FLrange 0.23 0.71 0.50 

8 FEmax 135.32 561.23 572.41 

9 FEmin 118.79 501.01 519.13 

10 FErange 16.53 60.22 53.28 
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optimal front is obtained by identifying the points which lie at minimum distance from 

these equidistant points along each axis. A total of sixty points are obtained for Pareto-

Optimal Front.    

IEEE 5 Bus System 

Initially, a population of 1000 points is generated randomly by MATLAB Programme. 

Out of this 300 points which satisfy the equality constraints of the problem are copied to 

the Qualifying Set. This is shown in Fig.7.11.  

 

Fig. 7.11   Qualifying Set for IEEE 5 Bus System in 3D Space 

From the points of Qualifying Set, IP, FCmax,  FLmax  and  FEmax    are identified. All three 

axes (FC, FL and FE) are divided into twenty equidistant points. Fig. 7.12 represent the 

Pareto front of the proposed algorithm for IEEE 5 bus system. 
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Fig. 7.12    Pareto Front for IEEE  5 Bus System in 3D Space 

The points of Qualifying which lie at minimum distance from the equidistant points are 

shown in Fig. 7.12. This forms the Pareto Front of IEEE 5 bus system. Fig.7.13 represents 

the Qualifying set and Fig.7.14 shows Pareto front in 2D space considering  cost of 

generation and transmission losses objectives for IEEE 5 bus system. 

 

Fig. 7.13   Qualifying Set  for IEEE 5 Bus System (FC-FL) 
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Fig. 7.14   Pareto Front for IEEE  5 Bus System (FC-FL) 

Fig. 7.15 and Fig.7.16 shows the Qualifying set and Pareto Front in 2D space for Cost of 

generation and Emission objectives for IEEE 5 bus system. 

 

Fig.7.15   Qualifying Set  for IEEE  5 Bus System (FC-FE) 

 

Fig. 7.16   Pareto Front for IEEE 5 Bus System (FC-FE) 
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Fig.7.17 and 7.18 represent the Qualifying set of feasible points and Pareto Front 

respectively for IEEE 5 bus systems in 2D space for transmission losses  and emission.  

 

Fig. 7.17  Qualifying Set for IEEE 5 Bus System (FL-FE) 

 

Fig. 7.18   Pareto Front for IEEE  5 Bus System (FL-FE) 

IEEE 14 Bus System 

Initially, a population of 3000 points is generated randomly by MATLAB Programme. 

Out of this 1000 points which satisfy the equality constraints of the problem are copied 
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 to the Qualifying Set. Qualifying set of feasible points for IEEE  14 bus system in 3D 

space is shown in Fig. 7.19. 

 

Fig. 7.19   Qualifying Set for IEEE 14 Bus System in 3D space 

The Pareto Front of IEEE 14 bus system   is shown in Fig.7.20.  

 

                                      Fig. 7.20   Pareto Front for IEEE  14 Bus System in 3D system 

The Qualifying set and Pareto – optimal Front for all combinations of two objectives are 

derived from the Qualifying set and Pareto Optimal Front obtained in 3-D space. 
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Qualifying set and Pareto Optimal front for (FC-FL) is shown in Fig.7.21 and Fig.7.22 

respectively. Qualifying set and Pareto Optimal Front for (FC-FE) is shown in Fig.7.23 

and 7.24 respectively. Similarly the Qualifying set and Pareto Optimal front for (FL-FE)  

is shown in Fig. 7.25 and 7.26 respectively.. 

 

Fig. 7.21 Qualifying Set for IEEE 14 Bus System (FC-FL) 

 

Fig. 7.22    Pareto Front of IEEE 14 Bus System (FC-FL) 
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Fig. 7.23 Qualifying Set for IEEE14 Bus System (FC-FE) 

 

Fig. 7.24 Pareto   Front for IEEE  14 Bus System(FC-FE) 

 

Fig. 7.25 Qualifying Set for IEEE  14 Bus System (FL-FE) 
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Fig. 7.26   Pareto   Front for IEEE  14 Bus System (FL-FE) 

IEEE 30 Bus System  

Initially, a population of 300 points is generated. Out of this 200 points which satisfy the 

equality constraints of the problem are copied to the Qualifying Set. Qualifying set and 

Pareto Front in 3-D space for MELD problem of IEEE 30 system is shown in Fig.7.27. 

and Fig. 7.28 respectively.  

 

Fig. 7.27 Qualifying Set for IEEE 30 Bus System in 3D space 
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Fig.7.28   Pareto Front for IEEE  30 Bus System in 3D Space  

 

Qualifying set and Pareto Optimal front for (FC-FL) is shown in Fig.7.29 and Fig.7.30 

respectively. Qualifying set and Pareto Optimal Front for (FC-FE) is shown in Fig.7.31 

and Fig. 7.32 respectively. Similarly,    the   Qualifying   set   and  Pareto  Optimal  front  

for (FL-FE) is shown in Fig. 7.33 and Fig. 7.34 respectively. 

 

Fig. 7.29 Qualifying Set   for IEEE 30 Bus System(FC-FL) 
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Fig.7.30   Pareto   Front for IEEE  30 Bus System(FC-FL) 

 

Fig. 7.31 Qualifying Set for IEEE 30 Bus System(FC-FE) 

 

Fig.7.32 Pareto Front for IEEE  30 Bus System (FC-FE) 
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Fig. 7.33 Qualifying Set for IEEE 30 Bus System (FL-FE) 

 

Fig. 7.34   Pareto   Front for IEEE  30 Bus System (FL-FE) 

Table 7.8 shows the Target Points for IEEE 5, 14 and 30 bus systems in 3D Space. This 

is achieved when the distance between IP and the set of Pareto-Optimal solution is 

minimum.  

TABLE 7.8      

Target Point for MELD problem in 3D space 
IEEE System FC*($/hr.) FL*(MW) FE*(kg/hr.) 

5 bus 762.2537 5.064763 121.5713 

14 bus 1154.009 7.472081 519.9834 

30 bus 1271.64 8.822827 535.3162 
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Target point in 2-D systems for various combinations of objectives i.e.  FC-FL, FC-FE,  

FL - FE   are shown in Table 7.9 for MELD problem of IEEE 5,14 and 30 bus systems. 

TABLE 7.9 

Target Point for MELD problem in 2D space 

 

   Comparison of Target points / Best compromise solution in 3D space are shown in  

Table 7.10. 

TABLE 7.10 

Target point of MELD problem in 3-D space  
 GA FOPSO 

IEEE 

Bus 

System 

FC*($/hr.) FL*(MW) FE*(kg/hr.) FC*($/hr.) FL*(MW) FE*(kg/hr.) 

5 761.66 5.08 123 762.25 5.06 121.57 

14 1163.28 7.28 508 1154.00 7.47 519.98 

30 1273.65 9.44 538 1271.64 8.82 535.31 

 

In general, the Pareto-Front for a multiobjective optimization problem is obtained by 

running the problem multiple times. In this chapter, FOPSO algorithm has been 

developed to solve MELD problem and to generate uniformly distributed Pareto Front of 

twenty   points    in    2-D space    and   sixty   points in   3-D  space in a partial  run for  

S. No. IEEE 

Bus  

System 

Target Point in 2 D 

space for FC-FL 

Target Point in 2 D 

space for FC-FE 

Target Point in 2 D 

space for  FL - FE 

  FC*($/hr.) FL*(MW) FC*($/hr.) FE*(kg/hr.) FL*  MW) FE*(kg/hr.)  

1 5 bus 761.738 5.078 762.2537 121.571 5.065 119.248 

2 14 bus 1151.009 7.540 1152.442 522.783 7.290 501.008 

3 30 bus 1267.576 8.868 1269.442 537.798 8.772 521.887 
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IEEE 5 bus, 14 bus and 30 bus systems. It works in two phases, in the first phase, a large 

population of points is chosen for each system so as to maintain the diversity. The first 

phase ends when sufficient number of feasible points for the Qualifying set are obtained. 

For IEEE 5, 14 and 30 bus system initial populations of 1000, 3000 and 300 is chosen 

respectively. The number of points to be copied to the Qualifying set are chosen to be 

300, 1000 and 200 for IEEE 5, 14 and 30 bus systems respectively. In the second phase 

twenty points on each axis which are at minimum distance from the equidistant points are 

identified. Therefore, the Pareto-Front is obtained before the PSO algorithm is completely 

executed for whole population. 

7.6       CONCLUSIONS 

In this chapter, Feasibility Oriented Particle Swarm Optimization (FOPSO) Algorithm 

has been developed. This algorithm is capable of producing uniformly distributed Pareto 

Optimal Front in a partial run thus overcoming the need of multiple runs to generate the 

Pareto - Optimal Front. It has been successfully implemented on Multiobjective 

Economic Load Dispatch problem of IEEE 5 bus, 14 bus and 30 bus systems to obtain 

uniformly distributed Pareto –Optimal Front in 2-D and 3-D space. In 2-D space, two 

objectives cost of generation and system transmission losses have been considered 

whereas in 3-D space environmental emission is also considered in addition to the above 

mentioned objectives. 

From 3-D Pareto- Optimal Front, 2-D analysis of all three combinations of objectives has 

been carried out and there is no need run to the programme for each combination 

separately. The proposed algorithm works in two phases. In the first phase, it identifies 
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the feasible points whereas in the second phase it identifies the uniformly distributed 

Pareto-Optimal Front. The computational effort required for the first phase forms the 

major part of computational effort and that required by the second phase is quite small. 

Further, the proposed algorithm has no limitation in handling the more than three 

objectives.   
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CHAPTER 8 
CONCLUSIONS AND SUGGESTIONS FOR FUTURE  

RESEARCH WORK 

8.1  INTRODUCTION 

The focus of this research work has been to solve Economic Load Dispatch (ELD) and 

Multiobjective Economic Load Dispatch (MELD) problem by Intelligent techniques 

mainly BPSO and GA. These techniques have also been implemented on mathematical 

bench mark functions. Intelligent techniques have been found to be slower than 

conventional techniques. So, an attempt has been made to modify and improve intelligent  

techniques for Power system problems - ELD and MELD problem. BPSO, Improved and 

modified PSO techniques have been implemented on ELD and MELD problem 

considering cost of generation, system transmission losses and environmental emission 

for IEEE 5,14 and 30 bus systems.    

Complete Pareto Optimal Front has been obtained and the Target point has been identified 

by the Power System Operator depending on his own requirements.  

8.2       CONCLUSIONS 

Following are the conclusions based on the results of previous chapters. 

1 Literature survey reveals that intelligent techniques are slower than conventional 

techniques computationally. 

2 Conventional techniques are capable of reaching a local optimization, whereas, 

intelligent techniques can search for global optimum. 

3 On one hand, the research work for   making  intelligent  techniques   computationally 
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more efficient is called for. On the other hand, the strengths of intelligent optimization 

need be explored. 

4 A sincere attempt has been made in both these directions. 

5 GA has been implemented on various mathematical test function. A relation between 

generation and population size has been established to make GA computationally 

more efficient.  

6 It has also been observed that population size and bit size should be large enough so 

that it can support sufficient genetic variation and therefore, higher accuracy can be 

achieved. 

7 BPSO has also been implemented on Rosenbrock function manually as well as by 

MATLAB programme. The effect of population size and maximum number of 

iterations on accuracy has been obtained, maximum accuracy and fast convergence is 

achieved for population size greater than 40. Further, the population size should not 

be less than 20 to optimize the function accurately.    

8 Two improvement in basic PSO have been suggested. These are: Improved particle 

swarm optimization based on Initial selection of Particles (IPSO IS), Adaptive Social 

Acceleration Constant based PSO (ASACPSO). These new algorithms have been 

implemented on mathematical test functions as well as Economic Load Dispatch 

problem. Both algorithms proved to be much more efficient as compared to basic 

PSO. However, IPSO IS algorithm proves to the best from computational effort point 

of view.  

9 An algorithm named as Split Phase Economic Load Dispatch Algorithm has been 

designed. This proved to be more efficient computationally than the basic PSO. 

Further, the new algorithm outperforms the lambda iteration method. 
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10 Multiobjective Economic Load Dispatch (MELD) problem has been formulated 

using weighting method and constraint method. GA and PSO techniques have been 

used for generating noninferior set. Ideal point as well as target point has been 

identified. Target point has been searched by using Fuzzy Logic System and 

Maximization of Minimum Relative attainments (MMR). 

11 The behavior of various objectives of Electric Power System namely Cost of 

generation, System transmission losses and Environmental Emissions have been 

studied. This revealed that cost of generation conflicts with transmission losses and 

as well environmental emission. However, System transmission losses and 

environmental emissions are supportive in nature. The Objectives may not follow 

this behavior in all domains. 

12  Weighting method gives a Pareto Front which is not evenly distributed. These results 

may help for decision making to some extent. However, constraint method gives an 

evenly distributed Pareto Optimal Front. These results are more convenient for 

decision making. 

13 A Feasibility Oriented Particle Swarm Optimization (FOPSO) algorithm has been 

developed. This algorithm is used to generate Pareto optimal front in 3-D space 

considering cost of generation, system transmission losses and environmental 

emission in a less than single run. From 3-D Optimal Front, 2-D analysis of all three 

combinations of objectives has been carried out. The proposed algorithm has no 

limitation in handling more than three objectives. 
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8.3    SUGGESTIONS FOR FUTURE RESEARCH WORK 

Following are the suggestions for future research work: 

1. The objectives considered in the present research work are – Cost of Generation (FC), 

System Transmission Losses (FL) and Environmental Pollution (FE) which are 

noncommensurable because of their nature. However, transmission losses and 

environmental emission can be expressed in monetary units to be compatible with the 

cost of generation. This objective function can be minimized to reach the Target Point 

(TP) or the best – compromise solution. 

2. Neural networks can be used to predict the load demand and to identify the noninferior 

set from a set of feasible solutions.  

3.  An attempt can be made to include more objectives of the power systems like security, 

integration of wind energy and solar energy etc. in Multiobjective Economic Load 

Dispatch problem. Such analysis will provide better understanding of the power 

systems problem with the application of Renewable energy. 

4.  Fuzzy set theory has been used to model the objectives of power systems. However, 

it can be used to model the power systems constraints as well. 

5.  Feasibility oriented PSO can be used for objectives of renewable energy sources. 
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APPENDIX- I 

 

IEEE 5-Bus System 

 

 
     

 

TABLE 1 

Line data / Impedance data  

Line  signation *R (p.u.) *X (p.u.) Line charging 

1-2 0.10 0.4 0.0 

1-4 0.15 0.6 0.0 

1-5 0.05 0.2 0.0 

2-3 0.05 0.2 0.0 

2-4 0.10 0.4 0.0 

3-5 0.05 0.2 0.0 

* The impedances are based on MVA as 100. 

 

 

 

Fig. 1   IEEE   5 - Bus System 

 

G 

G1 G1

1 
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TABLE 2 

Bus data / Operating conditions (IEEE - 5 bus system) 

*Slack Bus 

TABLE 3 

Regulated Bus data (IEEE  5-Bus System) 
Bus 

No. 

Voltage 

magnitude 

Minimum 

MVAR capability 

Maximum MVAR 

capability 

Minimum MW 

capability 

Maximum MW 

capability 

1 1.02 0.0 60 30 120 

3 1.04 0.0 60 30 120 

The nodal load voltage inequality constraints are    0.9   ≤   Vi  ≤  1.05 

Cost Characteristics 
 

The cost characteristics of the IEEE 5 Bus System are as follows: 

 

C1 = 50   Pg1
2   + 351 Pg1 + 44.4   $ / hr. 

 

C3 =  50 Pg3
2  + 389 Pg3 + 40.6    $ / hr. 

 

Total load demand of the system is PD = 160 MW.  

 

Maximum and minimum active power constraint on the generator bus for the given 

system is 120 MW and 30 MW respectively.  

Emission Characteristics 

E1 = 135.5 Pg1
2   – 126.5 Pg1 + 22.9    Kg/hr. 

E3 = 124.8 Pg3
2  - 137.8 Pg3 + 137.3    Kg/hr. 

B - Coefficients in  𝐌𝐖−𝟏 
 

B11 = 0.00035336              B12 = B21= 0.0000103196           B22 = 0.000368992   

 Generation  

Generation 

Load 

Load 
Bus No. MW Voltage  Magnitude MW MVAR 

1* ------- 1.02 ------- ------- 

2 ------- ------- 60 30 

3 100 1.04 ------- ------- 

4 ------- ------- 40 10 

5 ------- ------- 60 20 
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(2)   IEEE 14 - BUS SYSTEM 

 

 

 

Fig. 2   IEEE 14 Bus System 
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TABLE 4 

Impedance and Line-charging Data (IEEE 14 Bus System) 
Line Designation Resistance p.u.* Reactance p.u.* Line Charging Tap Setting 

1-2 0.01938 0.05917 0.0264 1 

1-5 0.05403 0.22304 0.0246 1 

2-3 0.04699 0.19797 0.0219 1 

2-4 0.05811 0.17632 0.0187 1 

2-5 0.05695 0.17388 0.0170 1 

3-4 0.06701 0.17103 0.0173 1 

4-5 0.01335 0.04211 0.0064 1 

4-7 0 0.20912 0 1 

4-9 0 0.55618 0 1 

5-6 0 0.25202 0 1 

6-11 0.09498 0.19890 0 1 

6-12 0.12291 0.25581 0 1 

6-13 0.06615 0.13027 0 1 

7-8 0 0.17615 0 1 

7-9 0 0.11001 0 1 

9-10 0.03181 0.08450 0 1 

9-14 0.12711 0.27038 0 1 

10-11 0.08205 0.19207 0 1 

12-13 0.22092 0.19988 0 1 

13-14 0.17093 0.34802 0 1 

* Impedance and line-charging susceptance in p.u. on a 100 MVA base. Line charging 

one-half of total charging of line. 
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TABLE 5 

Bus data / Operating conditions (IEEE - 14 bus system) 

 

* Slack Bus 

TABLE 6 

Regulated Bus data (IEEE  14-Bus System) 

Bus  

Number 

Voltage  

Magnitude p.u. 

Minimum  

MVAR capability 

Maximum  

MVAR capability 
2 1.045 -40 50 

3 1.010 0 40 

6 1.070 -6 24 

8 1.090 -6 24 

Cost Characteristics 

C1 = 50 P g1
2   + 245 Pg1 + 105    $ / hr. 

C2 = 50 P g2
2  + 351 Pg2 + 44.4   $ / hr. 

C6 = 50 P g6
2   + 389 Pg6 + 40.6  $ / hr. 

Total load demand of the system is PD = 259 MW. 

Starting bus voltage Generation 

 

Load 

Bus 

No. 

Magnitude 

p.u. 

Phase 

angle 

deg. 

MW MVAR MW MVAR 

1* 1.06 0 0 0 0 0 

2 1.00 0 40 0 21.7 12.7 

3 1.00 0 0 0 94.2 19.0 

4 1.00 0 0 0 47.8 -3.9 

5 1.00 0 0 0 7.6 1.6 

6 1.00 0 0 0 11.2 7.5 

7 1.00 0 0 0 0 0 

8 1.00 0 0 0 0 0 

9 1.00 0 0 0 29.5 16.6 

10 1.00 0 0 0 9.0 5.8 

11 1.00 0 0 0 3.5 1.8 

12 1.00 0 0 0 6.1 1.6 

13 1.00 0 0 0 13.5 5.8 

14 1.00 0 0 0 14.9 5.0 



 

210 

 

Maximum and minimum active power constraint on the generator bus for the given 

system is given below: 

TABLE 7  

 Active  power  constraints  (IEEE 14 - Bus System) on the generator 

 

Emission Characteristics 

 

E1 = 135.5 Pg1
2  – 126.5 Pg1 + 22.9       $/hr. 

 

E2 = 124.8 Pg2
2 - 137.8 Pg2 + 137.3       $/hr. 

E6 = 80.5 Pg6
2 – 76.7 Pg6 + 367.7          $/hr. 

B-Coefficients  in  𝐌𝐖−𝟏 (IEEE 14 Bus system) 

 

 

 

 

 

 

 

 

 

Generator Number Pgimin Pgimax 

Pg1 50 200 

Pg2 20 100 

Pg6 20 100 

B11 = 10−4 * 3.49 

 

B12 = 10−4 * 0.68 

 

B13 = 10−4 * (- 0.39) 

 
B21 = 10−4 * 0.68 

 

B22 = 10−4 * 1.57 

 

B23 = 10−4 * 0.15 

 
B31 = 10−4 * 0.39 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B32 =  10−4 * 0.15 

 

B33 = 10−4 * 2.75 
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 (3)   IEEE 30 BUS SYSTEM 

 

Fig. 3   IEEE 30 Bus System 
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TABLE 8 

Impedance and Line-charging Data (IEEE - 30 Bus System) 

Line Designation Resistance p.u.* Reactance p.u.* Line Charging p.u.* Tap Setting 

1-2 0.0192 0.0575 0.0264 1.00 

1-3 0.0452 0.1852 0.0204 1.00 

2-4 0.0570 0.1737 0.0184 1.00 

3-4 0.0132 0.0379 0.0042 1.00 

2-5 0.0472 0.1983 0.0209 1.00 

2-6 0.0581 0.1763 0.0187 1.00 

4-6 0.0119 0.0414 0.0045 1.00 

5-7 0.0460 0.1160 0.0102 1.00 

6-7 0.0267 0.0820 0.0085 1.00 

6-8 0.0120 0.0420 0.0045 1.00 

6-9 0 0.2080 0 0.978 

6-10 0 0.5560 0 0.969 

9-11 0 0.2080 0 1.00 

9-10 0 0.1100 0 1.00 

4-12 0 0.2560 0 0.932 

12-13 0 0.1400 0 1.00 

12-14 0.1231 0.2559 0 1.00 

12-15 0.0662 0.1304 0 1.00 

12-16 0.0945 0.1987 0 1.00 

14-15 0.2210 0.1997 0 1.00 

16-17 0.0824 0.1923 0 1.00 

15-18 0.1070 0.2185 0 1.00 

18-19 0.0639 0.1292 0 1.00 

19-20 0.0340 0.0680 0 1.00 

10-20 0.0936 0.2090 0 1.00 

10-17 0.0324 0.0845 0 1.00 

10-21 0.0348 0.0749 0 1.00 

10-22 0.0727 0.1499 0 1.00 

21-22 0.0116 0.0236 0 1.00 

15-23 0.1000 0.2020 0 1.00 

22-24 0.1150 0.1790 0 1.00 

23-24 0.1320 0.2700 0 1.00 

24-25 0.1885 0.3292 0 1.00 

25-26 0.2544 0.3800 0 1.00 

25-27 0.1093 0.2087 0 1.00 

27-28 0 0.3960 0 0.968 

27-29 0.2198 0.4153 0 1.00 

27-30 0.3202 0.6027 0 1.00 

29-30 0.2399 0.4533 0 1.00 

8-28 0.0636 0.2000 0.0214 1.00 

6-28 0.0169 0.0599 0.0065 1.00 
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Impedance and line-charging suceptance in p.u. on a 100 MVA base. Line charging one-

half of total charging of line. 

TABLE  9 

Bus data / Operating conditions (IEEE - 30 bus system) 

* Slack Bus 

 

 

 

 

 

   Generation Load 

Bus 

No. 

Magnitude 

p.u. 

Phase 

Angle deg. 

Degrees 

MW MVAR MW MVAR 

1* 1.06 0 0 0 0 0 

2 1.00 0 40 0 21.7 12.7 

3 1.00 0 0 0 2.4 1.2 

4 1.00 0 0 0 7.6 1.6 

5 1.00 0 0 0 94.2 19.0 

6 1.00 0 0 0 0 0 

7 1.00 0 0 0 22.8 10.9 

8 1.00 0 0 0 30.0 30.0 

9 1.00 0 0 0 0 0 

10 1.00 0 0 0 5.8 2.0 

11 1.00 0 0 0 0 0 

12 1.00 0 0 0 11.2 7.5 

13 1.00 0 0 0 0 0 

14 1.00 0 0 0 6.2 1.6 

15 1.00 0 0 0 8.2 2.5 

16 1.00 0 0 0 3.5 1.8 

17 1.00 0 0 0 9.0 5.8 

18 1.00 0 0 0 3.2 0.9 

19 1.00 0 0 0 9.5 3.4 

20 1.00 0 0 0 2.2 0.7 

21 1.00 0 0 0 17.5 11.2 

22 1.00 0 0 0 0 0 

23 1.00 0 0 0 3.2 1.6 

24 1.00 0 0 0 8.7 6.7 

25 1.00 0 0 0 0 0 

26 1.00 0 0 0 3.5 2.3 

27 1.00 0 0 0 0 0 

28 1.00 0 0 0 0 0 

29 1.00 0 0 0 2.4 0.9 

30 1.00 0 0 0 10.6 1.9 
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TABLE 10 

Regulated Bus Data (IEEE - 30 Bus System) 

 

Cost Characteristics 

C1 = 50 P1
2 + 245 P1 + 105     $/hr. 

C2 = 50 P2
2+ 351 P2 + 44.4    $/hr. 

C8 = 50 P8
2 + 389 P8 + 40.6   $/hr. 

Maximum and minimum active power constraint on the generator bus for the given 

system is given below: 

TABLE 11  

 Active power constraints (IEEE 30-Bus system) on the generator 

Emission Characteristics 

E1 = 135.5 P g1
2  - 126.5 Pg1 + 22.9  $/hr. 

E2 = 124.8 Pg2
2 - 137.8 Pg2 + 137.3   $/hr. 

E8 =  80.5 P g8
2  - 76.7 Pg8 + 367.7    $/hr. 

  B-Coefficients  in  𝐌𝐖−𝟏 (IEEE 30 Bus System) 

 

Bus Number Voltage Magnitude p.u. Minimum MVAR 

Capability 

Maximum MVAR 

Capability 

2 1.045 -40 50 

5 1.01 -40 40 

8 1.01 -10 40 

11 1.082 -6 24 

13 1.071 -6 24 

Generator Number Pgimin Pgimax 

Pg1 50 250 

Pg2 30 100 

Pg8 30 100 

B11 = 0.0307 B12 =   0.0129 B13 = 0.0002 

 

 B21 = 0.0129 

 

B22 =   0.0152 

 

 

B23 = - 0.0011 

 

B31 = 0.0002 

 

 

B32 =  - 0.0011 

 

 

B33 = 0.0190 
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