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ABSTRACT 

 

Twitter is the popular micro blogging site where thousands of people exchange their thoughts 

daily in the form of tweets. The characteristics of tweet is to be short and simple way of 

expressions. though  this thesis will focus on sentiment analysis of twitter data. The research 

area of sentiment analysis are text data mining and NLP. By using different supervised machine 

learning techniques we will perform the sentiment analysis on twitter data. However  we will 

focus on techniques and types of sentiment analysis where we will perform how to extract tweets 

from twitter. Further we will compare different machine learning techniques on the same dataset 

and also find some standard measures. 
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Chapter 1 

Introduction 

Now a days twitter, facebook, whatsapp are getting so much attention from people and also they 

are getting very much popular among people. Sentiment analysis provides many opportunities to 

develop a new application. in the industrial field, sentiment analysis has big effect, like 

government organization and big companies, their desire is to know about what people think 

about their product, their market value. the aim of sentiment analysis is to find out the mood, 

behavior and opinion of person from texts. for the sentiment analysis purpose, social networking 

used the various sentiment analysis techniques to take the public data. Sentiment analysis widely 

used in various domain such as finance, economics, defense, politics. The data available on the 

social networking sites can be  unstructured and structured. almost 80% data on the internet is 

unstructured. Sentiment analysis techniques are used to find out  the people opinion on social 

media. Twitter is also a huge platform in that different idea, thought, opinion are presented and 

exchanged. It does not matter where people came from, what religious opinions they hold, rich or 

poor, educated or uneducated, they comment, compliment, discuss, argue, insist. 

 

1.1 Introduction of python 

 in this thesis we are going to use python. Python is high level programming language. It is 

robust and versatile programming language. In python there is no need to compile the code 

because an interpreter is used in this which makes the testing and debugging with very high 

speed. an open source libraries is available for python. 

 

It is very popular programming language . therefore it can be used in such as web development, 

software development, System scripting. It can works on various platform such as R, Raspberry, 

windows etc. syntax of python is similar to English language that help the programmer to write 

the less lines of code compare to other different programming language. The most updated 

version of python is python3. It is the updated version of python2 which is quite popular. 
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1.2 Introduction of Anaconda and jupyter 

anaconda is nothing but a bunch of popular python packages. And a packet manager called 

conda(similar to pip). this python package are very popular in data science communities. Some 

of the popular packages are numpy, scipy, jupyter, nltk, scikit-learn etc. anaconda consist several 

python libraries. A light weight version of anaconda is also available called mini conda.in 

addition anaconda supplant their own package called conda. It is very efficient than PIP. 

Jupyter is a interpreter that is based on browser that help you to work on python and R. anaconda 

consist jupyter libraries.  You can consider jupyter as a notebook which is digital that provides 

you an chance to execute commands draw charts and takes notes. Data scientist used this as on 

prior basis. This is very helpful tool if you are learning python and R. jupyter is much better than 

shell. 

Jupyter is amazing tool for the analytical work where you could show your code in “modules” 

adding common formatting option between modules and include of formatted output of modules 

and generate the graph in well suited manner in other modules code. 

Jupyter assure reproducibility in other’s work. Therefore if someone come back after few months 

then by seeing the code he/she will easily get what someone has tried to do. And can exactly tell  

which code run which conclusion and visualization. 

 

1.3 What is sentiment analysis 

Sentiment analysis is a process of computationally identifying and categorizing opinions from 

piece of text, and determine whether the writer’s attitude towards a particular topic or the product 

is positive, negative or neutral. For instance suppose you want to buy a product. so before 

purchasing a product. You look for the feedback like what the other customer have to say about 

that particular product whether it is good or bad and you analyze it manually by looking at their 

feedback. now consider at the company level how did the company analyze what their customer 

is thinking about their product. Generally they do not have one or more customer. they do have 

millions of customers. So what they will do. So here company needs to do sentiment analysis. To 

know whether their product is actually doing good in the market or not.[19] 
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1.4  Sentiment Analysis Classification 

Based on the different perspective. Sentiment analysis has different variety of class. In which 

only one is used in sentiment classification techniques. This is classified into two other 

approaches i.e. machine learning approach and lexicon based approach. We can add one more 

techniques i.e. hybrid approach. 

There are three main classification level i.e. sentence level, document level, and last one is aspect 

level. Based on sentiment analysis, polarities can be classified into three classes such as positive 

neutral or negative.  

                                            

                                  Figure 1.1. Sentiment Classification Techniques  
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Sentiment analysis is area where we can classify the various techniques. It is most popular area 

of research. It is notably classified into two types such as machine learning based approach and 

lexicon based approach. Lexicon based approach basically focused on negative and positive term 

and it is further classified into two types i.e. dictionary based and corpus based. Moreover 

machine learning approach is focused on two techniques namely supervised and unsupervised 

approach. Furthermore supervised techniques is also classified that we will discuss in next 

section. 

1.4.1 Machine Learning techniques 

To classify the text classification problem in sentiment analysis, machine learning is used. In this 

to train a model , training data records is used which later used to identify the predict model 

without level. Each and every records is labeled into different classes. When we give new 

unlabeled record to model, then the model will labeled that dataset into different classes. There 

are three types of different classes such as positive, negative and neutral. Generally neutral class 

is mixed opinion. Rarely we consider the neutral class. Eventually machine learning techniques 

is of three  types i.e. supervised learning techniques , unsupervised learning techniques and 

reinforcement techniques. 

1.4.1.1 Supervised learning  

In the field of machine learning, different classification technique are used to classify the 

unlabeled data. These techniques used different classifier for training the dataset.  Example of 

machine learning classifier naïve bayes, support vector machine, KNN, Decision Tree. These can 

be classified as supervised machine learning classifier which require training data set as prior. in 

supervised machine learning we do have several data point that describes features/variable and 

target variable. The aim in supervised learning is to predict the final outcome variable given the 

predictor variable. The goal of supervised learning is to automate time consuming or expensive 

manual task. For instance “doctor’s diagnosis”. And we can make prediction about the future for 

instance  “will a customer click on ad or not ”. in supervised learning there are many ways to get 

labeled the data such as you can perform experiment to labeled the data. Or you can do crowd 

sourcing labeled data. In any of the above case the output is known so we can make prediction 

on new data for which we do not know the output. Therefore there are many ways to perform 
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supervised learning in python such as scikit-learn  it includes scipy libraries. It include other 

libraries as well such as tensorflow and keras. There are some supervised learning technique 

which we are going to explain below. 

1.4.1.1.1 Naïve bayes(NB) 

Naïve bayes theorem is a classification method with the independent assumption between the 

predictors. In other words the approach of particular predictor of one class is not connected to 

closeness of some other class. Naïve bayes is a “probabilistic classifier”. Lets take an instance 

,an apple may be considered a fruit if it is red in color, and if it is round in shape and if its 

diameter is consider to be three inches approximately.[20] Despite of  these feature are 

dependent on one another or in the presence of another feature. All these independent properties 

contribute to find the probability of naïve classifier that this is an apple. Naïve bayes is beneficial 

for big data sets and can be build easily. Let us consider a class variable ‘y’ and a dependent 

vector from x1 to xn. So according to naïve bayes: 

 

 

so according to mutually independent assumption: 

 

 

for each value of i this function behaves: 
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Joint model could be expressed as: 

 

1.4.1.1.2 Support vector machine(SVM) 

 It is a supervised machine learning technique. SVM is well known perform in sentiment 

analysis.  The important information is represented in two vector where every vector is of size k.  

there is a classifier that separate the data in such a manner that margin should be maximum. 

SVM is used in sentiment classification and it perform better than  naïve bayes in term of 

classification problem. By using the hyper-plane. We do implement SVM classification , 

regression and other works. These are the groups of hyper-plane and works in high dimensional 

space. therefore we can conclude that to achieve a good separation between any class The 

distance should be maximum for the nearest data point which is also called as functional margin. 

thus if the margin would be less then the generalization error between the classifier would be 

less. A hyper-plane instance is shown below.[25] 
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                          Figure 1.2 SVM classifier uses hyper-plane for classification 

 

1.4.1.1.3 K-Nearest Neighbour(KNN) 

 k-NN is very simple algorithm that stores all the available cases and classifies the new data or 

case based on similarity measure. it uses the entire dataset in its training phase. 

 

Figure 1.3  recommender system using KNN algorithm 
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For instance if apple look most similar to banana, orange ,melon rather than a monkey, dog or cat 

most likely apple belong to the group of fruits. In general k-nn is used in search application 

where you are looking for the similar item.In KNN, k denotes the number of nearest neighbor 

which are holding class of the new data or the testing data. KNN  is used at the industries level. 

  

 

Figure 1.4 concept search using KNN algorithm 

 

The biggest use case of KNN search is recommended system. recommended system is a 

automated form of shop counter guy. When you will ask for the product it not only show to you 

the relevant  product but also suggest you or recommend you the  product related to your 

relevant product that you want to buy. KNN algorithm applying to recommending product like in 

amazon and for recommending media in Netflix. In the above diagram indicate the concept 

search or searching semantically similar documents and classifying documents containing similar 

topics. 
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1.4.1.1.4 Decision Tree 

Decision tree is a classification algorithm which comes under the supervised machine learning 

techniques. It is a graphical representation of all the possible solutions to a decision based on 

certain condition. Such as for every node there is two path “should we go through it is not” and it 

will come until we will get our aim. In the field of prediction and classification, decision tree 

play major role.  There are various applications of decision tree. Decision tree is used in product 

design when there are series of decision and the next outcome depends on the previous 

outcomes. Another application of decision tree is when the user has some objective he wants to 

get max. profit or he may want to optimize the cost 

 

Figure 1.5 learning through decision tree 

 

1.4.1.2 Unsupervised learning  

It is an approach of machine learning. It does not use the information that is neither classified nor 

labeled. it allows the algorithm to perform on that information without human guidance.  The 

task in the unsupervised learning to grouping of unsorted data according to patterns, differences, 

similarities without any previous information of data. In unsupervised learning there is no human 
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guidance provided that means there is no training of data given to the machine. Therefore in 

unlabeled data, machine is unable to find the hidden structure by ourselves. Unsupervised 

learning is further classified into two categories i.e. clustering and association. 

1.4.1.3 Reinforcement learning 

It is a well approach of machine learning . It performs suitable action in a generic situation to get 

the maximum awards. When the agents performs correct then it get rewards otherwise penalties 

if perform incorrectly. The agents started learning without taking interruption from human to 

maximize the awards and to minimize the penalty. Reinforcement learning is different from 

supervised machine learning in such a way that in supervised machine learning the training 

dataset knows the solution to the problem already. so this model is already trained with the 

known solution. but in case of reinforcement learning there is no already known solution to the 

problem but the agents has to decide what should be perform on the given action. there is no 

training dataset. It learns from the experience. 

1.4.2 Lexicon-Based Approach 

Lexicon based approach comes under the unsupervised learning approach. But it uses a 

dictionary for antonyms and synonyms of sentiments phrases and words with their corresponding 

opinionated guidelines. Furthermore lexicon based approach is further classified into two 

approaches i.e. dictionary and corpus based approach which is generally used by lexicon based to 

find sentiment.    

1.4.2.1 Dictionary based approach  

It is used to compile the opinionated words. Generally dictionaries contains list of positive and 

negative sentiments. The procedure for the dictionary based approach is very easy. In the first 

stage we manually collect the list of known positive and negative words. Then the algorithm 

search for the synonyms and antonyms in the wordNet or online dictionaries  for growing this 

dataset. Later they updated the wordlist if found. Followed by next iterations. Then this process 

continues till we got no words to update the dictionaries. Finally When this process is finished 

then we clean the list manually. 
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1.4.2.2 Corpus based approach  

It is mainly used to find the new opinionated words from a corpus by using a list of known 

sentiment words. And the other main use of corpus based approach is to build a sentiment 

dictionary with the help of other words. Generally this approach is not dominant compare to 

dictionary based because it needs dictionary of all English words. Corpus based approach is 

further divided into two techniques i.e. semantic and statically. 

             

Figure 1.6 flow diagram of lexicon based approach 
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1.5 Natural language processing  

Natural language processing deals with techniques that can analyze, compute, and represent the 

data at various level analysis of languages for the purpose to make the machine process like 

human language for different disciplines and applications. NLP algorithm highly depends on 

machine learning techniques with the major being numerical. there are various types of natural 

language processing namely[26]. 

1.5.1 Morphological processing 

morphological processing deals with meaningful components of words. In morphological, strings 

are broken down into the sets of token corresponding to the punctuation, words, sub-words etc. 

however in morphological, transformation will not be happen by adding prefix or suffix but 

could be by other major changes 

1.5.2 Syntax and semantic analysis 

 syntax analysis deals with the study of structural relationship among words. It can be used by 

two ways. The first use is to identify that the sentence is well structured or not and the second 

use is to break down the sentence into a structure that give correct syntactic relation. The syntax 

analysis can also be gained by a set of syntactic rules and by the help of parser by taking the 

word from dictionary. 

 

 

 

 

 

 

 



13 
 

1.5.3 Pragmatic analysis 

 pragmatic analysis deals with the study of use of language to achieve goals. It is a part of 

process to extract the particular information from the text. 

         

                                Figure 1.7 Steps of Natural Language Processing 
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1.6 Need of sentiment analysis 

 

1.6.1 Industry evolution 

from the industry point of view there is no need of fully  unstructured data. Only the beneficial 

information is required. Sentiment analysis is useful for the industry purpose because they 

extract the useful information from the data. It can yield an excellent opportunity to the 

industries to value their earnings and audience. Many industries that carry out commercial 

activities with consumers will benefit in the case of restaurants, hotels, entertainment, mobile 

customers, retailers or travel, hospitality 

 

1.6.2 Research demand 

the other key reason behind  the successively growth of SA is that  it deals with the research in 

evaluation, classification, views, and opinion and . The current solutions for the analysis of 

sentiment and the analysis of opinion are evolving rapidly, including the reduction of human 

effort that is needed to labeled the comments. The research topic will also be based on well-

established computer disciplines, such as text extraction, artificial intelligence, machine learning, 

NLP and, voting applications and automated content analysis. etc. 

 

1.6.3 Decision Making 

Any person who kept their information on different web applications, blogs and social media 

websites. to obtain the relevant information from the social web you required a particular method 

for analyzing the data and, therefore, return some useful results. It would be very difficult for the 

company to organize the survey on the daily basis and took the user opinion advices or views 

based on their best product. People reviews and opinion help the other people while taking the 

best decisions and also help in the field of research and business areas. 

 

1.6.4 Understanding contextual 

it is very difficult for the machine to understand the human language because it is going to be 

very complicated gradually. And that could be shows nuances, slangs, spelling error, cultural 



15 
 

variations. therefore a better system is needed that can help the human to understanding the 

machine language. 

 

1.6.5 Internet marketing 

the other big reason for the successively growth of sentiment analysis is online marketing which 

is being used by the big companies and industries. on the daily basis these companies took the 

data i.e. user opinion from the internet about their brands, products, social post , blogs, events. 

therefore sentiment analysis works as a tool for marketing. 

 

 

1.7 Applications of sentiment analysis 

Sentiment analysis has many applications in the field of NLP. Due to growth in the area of 

sentiment analysis of feelings, data from social media are in great demand. for the improvement 

process so many big companies got adopt the sentiment analysis.  Some of the main applications 

are mentioned below. 

 

1.7.1 Word Of Mouth(WOM)  

Word of mouth (WOM) is deals with the process by which information is passed from one 

person to another. It helps people while making decisions. The major task of WOM is to classify 

documents based on WOM into the positive and negative. WOM has great effect on marketing 

strategies  and customers behaviour. Consumers influence affects the informative quality of 

WOM. If the quality of WOM is high then it more influence the customer behavior the low 

quality review product. Therefore most WOM focused model works on the quantity WOM . they 

do not consider the WOM quality. However, A document with good quality information is more 

reliable than a document with less quality information. 

 

1.7.2 Voice of voters(VOV)  

now a days, debate on politics is going on every corner of  the country. It is going popular day by 

day.  Every political parties spent a lot of money for the good advertising of their parties and 

they also spent money on voters before some days back from voting. Instead of  doing a lot of 
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these thing if they took the people opinion and reviews ,that would be very effective. Therefore 

sentiment analysis not only help the political parties but also help in doing the analysis of news. 

People from other country has already took the sentiment analysis. 

 

1.7.3 Online commerce 

internet has the huge collection of e-commerce website. These website takes the reviews of 

customer after buying the product. After obtaining such information from different areas such 

quality details of user  and services, the user of the company experienced the suggestion, product 

review and features. These companies collect all the information such as reviews and opinion 

from the internet and convert these data into geographic form. 

 

1.7.4 Voice of market(VOM) 

whenever any company do launch their product, the customer is very curious to know about the 

reviews of product , rating of product, description of product, price of product  and other details 

of product. So sentiment analysis helps these companies while making new  marketing strategies 

and advertising to promote their product. It helps the customer while selecting the best product 

among all.  

 

1.7.5 Brand reputation management(BRM) 

sentiment analysis also helps to dictate the brand position. How is the brand position. Is the 

services provided by the brand are good or not. Is the employee of the brand behaves good with 

customer or not. They generally focus on product and brand. They do not focus on customer. 

Therefore these opportunities are created to manage and strength the reputation of brand 

organization. 

 

1.7.6 Government 

sentiment analysis is doing help of organization to offer the different types of services to public. 

To analyze the negative and positive views of government, best result must be generated. 

Therefore sentiment analysis is pretty mush helpful in different field such as taxation, decision 

making policies, recruitments, and to evaluate the social strategies. There are some almost equal 
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techniques which provide the priorities and services as citizen. There is one major proble which 

could be apply on this in the country such as india where we speak different different languages. 

In india, sometimes we people speak the hybrid language i.e. the mixture of two or more 

language i.e. (English punjabi).and it is very common. 
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Chapter 2 

Literature Survey 

 

In this chapter, we will discuss different literature survey of different author. There are many 

researchers who has done great contribute in this area. In sentiment analysis, researchers has 

done various research on sentiment analysis by using different techniques. Here we are going to 

discuss the some researches that will help us to know about the sentiment analysis in depth. 

 

Dhiraj gurkhe, Niraj pal and Rishit Bhatia discussed how twitter data is processed firstly they 

collected data from various sources and eliminate those feature which does not contribute to find 

any polarity and then this data send into the sentiment classification engine i.e. naïve bayes 

classification algorithm which will calculate the probabilities i.e. how much data is corrected and 

predict the sentiment for the given query.[1] 

 

M.bouazizi, T. ohtsuki have discussed the tweets which contain more than one sentiment called 

as multi class sentiment analysis. Where they have identify the exact sentiment conveyed by the 

user rather than the whole sentiment of the tweet. To identify this thing they have also used 

SENTA tool. They proposed an approach, with the help of this approach they have calculated the 

sentiment score whoever sentiment is having highest score that will be considered this process is 

called as “Quantification”. [2] 

 

Geetika gautam, Divakar Yadav have discussed about customer review classification for 

which they have used twitter dataset which is already labeled. In this task they have used 

machine learning based algorithm i.e. naïve bayes, SVM, maximum entropy.  They have worked 

on Python and NLTK for training the SVM, naïve bayes, maximum entropy. Naïve bayes is 

better techniques in term of accuracy and gives the better result compare to Maximum entropy. 

We can get the better result with compare to SVM by using the SVM with unigram model. And 

then further accuracy can be improved by semantic analytic followed by wordNet.[3]. 
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Akshay Amolik, Niketan jivane, Mahavir Bhandari, Dr. m.venkatesan, a highly suitable 

model have discussed int his paper which will take the twitter data of upcoming Hollywood and 

bollywood movies. They are able to this task with the help of classifier and  features like SVM 

and naïve bayes. Both of them are used for high accuracy but in terms of precision naïve bayes is 

better than SVM and if we talk about recall then SVM is better than naïve bayes. By increasing 

the dataset we can increase the classification accuracy.[4] 

 

Subhabrata Mukherjee, Akshat Malu, Balamurali A.R, Pushpak Bhattacharya have 

discussed a hybrid system named as TwiSent which will resolve problem like spam tweet 

,pragmatics, noisy text. Twisent consist of spell checker and pragmatics handler. spell checker 

finds the noisy text whereas pragmatics handler handles the pragmatics in tweets. Twisent  gives 

better result compare to C-feel-IT system. The accuracy of finding the negative sentiment of 

TwiSent system is high the C-Feel-IT.[5]. 

 

Dmitry Davidov, Oren Tsur, Ari Rappoport in this paper they have proposed a supervised 

sentiment classification framework which is based on twitter data. They have used K nearest 

neighbor and feature vector. the basic purpose of this framework is to identify and distinguish 

between sentiment types defined by smiley and tags.[6] 

 

Neethu M S, Rajasree R, the author have used the machine learning techniques in this survey 

paper to explore the twitter data related to electronic product.  They have used feature vector for 

the tweets classification . they have used three types of classifier i.e. SVM, naïve bayes, 

maximum entropy, and  these classifier were tested using Matlab simulator. SVM and naïve 

bayes classifier are implemented using built in function. Whereas MaxEnt classifier is  used by  

MaxEnt software. So basically the all  classifier have nearly the same performance.[7] 

 

Pulkit et al. built and proposed a model which extract tweet from twitter based on the post terror 

activities. they made their study on terrorist attack which was occurred in uri on 18 september 

2016.  They considered 59,988 tweet which had taken after the attack. They consider only those 

tweets which has #UriAttack, #uriattack. #uriattacks. They have used the naïve bayes and SVM 

to extract the last re-tweet time and number of re-tweet.[8] 
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Sudarshan Sirsat et al. proposed a technique in sentiment analysis on twitter data where they 

have collected reviews of  the product. They have used naïve Bayes algorithm which perform 

better in term of accuracy and efficiency. They have extracted 200 tweets where the average 

length of tweet was 70.105. the aim of this research is to identify the characteristic of tweet like 

how many times the tweet was liked and how many times they have re-tweet the tweet.[9] 

 

 Hetu et al. proposed a model in sentiment analysis on twitter data based on anaconda python. 

They extract the dataset from kaggle in which they classify the people emotions based on 

positive and negative reviews. This model gives high accuracy on large dataset.[10] 

Ali hasan et al. proposed a model using the hybrid approach that comprise sentiment analyzer 

machine learning. They took only those tweet that is followed by the hashtag(#) and contain the 

current political trends. Basically this model converts the urdu tweet into English tweet. They 

took 1690 tweet for training data and 400 for testing the data.  They have used the naïve bayes 

and SVM classifier for training the dataset in weka and building a model. They have used three 

different libraries to calculate the subjectivity and polarity.[11] 

 

Feddah AlhumaidiAl Otaibi et al. proposed a model by using the supervised and unsupervised 

algorithm. They wanted to know that which restaurant has more popularity between mcdonald 

and kfc by using the sentiment analysis. Moreover , they extracted  7000 tweets of both the 

restaurant by twitter API.  The tweet was in English and they used R programming language. 

Because R programming language can perform big computational task. They have used several 

machine learning techniques but they found MaxEnt has performed better result compare to 

other technique. Moreover they have also found KFC have many neutral tweet. And McDonald 

have more positive and negative tweet.[12] 
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Chapter 3 

   Problem Statement 

we have given a large collection of tweet that contain multiple types of features and opinions. 

Our task is to extract the opinion from the dataset that describes the target feature and distribute 

it as positive or negative, neutral. Sentiment analysis deals with process of extracting the  

features from people views, opinion, thoughts and feelings, which they used to post on social 

websites. The outcome of SA is the classification of human language into the classes such as 

positive negative and neutral. Huge amount of data is generated from the social networking sites. 

these data can be in any form whether unstructured or structured, generally these type of data are 

unstructured. unstructured data do not convey any meaning until unless it is not analyzed. 

Therefore to utilize these unstructured data, there is a need of performing the sentiment analysis 

on this data i.e. take the valuable feature from these data and classify them into classes. Now a 

days , performing sentiment analysis on data is very important because the  data on the internet is 

growing with very high rate and people are pretty much affecting with the opinion of other 

people and they are distracting by this unstructured data. In today’s world if someone wants to 

buy anything or he wants to watch movie or he wants to sell anything on the internet then before 

doing any of the above activity, that person will go through the thoughts of other people that 

means what other people thinks about that activity so it is very important. therefore we can 

conclude that we should generate that type of system which could automatically  perform 

sentiment analysis on this big amount of data.  

3.1 MOTIVATION 

It is an open research field area and it is used in various real world application. People are using 

Forums, facebook, twitter, blogs and many other application on internet to express their views or 

opinions. With the help of these applications people are coming closer: communication in one 

click away[21]. Twenty years ago there was no social media at that time , people used short 

messaging services(SMS) to talk with people with high national and international charges. Now 

a days SMS services has been evolved by sending messages from one person to many person 

with the cheapest  price. Many telecom operators provided this services but the twitter is the one 

who lead it. In today’s era twitter is growing very fastly. Millions of people do billions of tweets 
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daily approximately hundreds tweets per seconds. Tweets posted by people is not necessary in 

English language. It could be in various local language. For business intelligence purpose these 

data are very confidential because some major companies wants to know "why isn’t consumer 

buying our laptops? ", "why the competitors products are outselling our products". 

 

3.1.1 The consumer perspective 

 With the help of feedback in sentiment analysis consumer can make choices. In older times 

people were asked  to friends, relatives, for the reviews of any product. But now a days with the 

help of internet or social media  they can take the people opinion from the internet. This 

information is very useful for the people who are planning to buy a particular product. With help 

of this they can make decision “should we buy this product or not?”. This kind of planning is 

generally binary Either he will purchase it or he will not purchase it. User could not take the 

decision as he go through the large amount of data. Therefore this process must be automated 

because it involve great use of technology which will generate bad or good opinion, finally 

helping the users by taking the decision.[22] 

3.1.2 The producer perspective 

Consumer decisions go hand in hand with producer decisions. While consumers are busy sharing 

their opinions online, producers monitor their behavior to make business decisions. This scenario 

creates a multi-user consumption and producer system in which the nature of consumer spending 

encourages other consumers to choose to buy products and encourages the producer to sell the 

product. The producer learns the evolution of sales of products and services through opinions 

and reschedules his future business plan. The products and services express their impression and 

usefulness through a series of decisions of consumers and producers. 
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3.2 Objective 

Our main objective of this thesis is to do the sentiment analysis on “GAGANYAAN”  like 

people thoughts about “will be able to launch our space station or not”. Which we will get from 

twitter. Therefore to get this aim, we will build a classifier using machine learning technique 

which will collect from huge data from the internet and will perform sentiment analysis on this                    

3.3 Level of analysis 

Sentiment analysis is the area of study where we deliberate the people’s behavior related to any 

topic, about any chronicle. It is highly produces the big problem zone. It is having different tasks 

and multifarious names e.g. sentiment mining, subjectivity analysis, affect analysis, review 

mining etc. There are three different levels of sentiment analysis which are as follows 

 

3.3.1 Document level analysis 

Opinions are feelings, notions or expressions about a event or comment. Numerous data in the 

network or in meetings allow people to express their evaluation in the form of surveys and 

comments. At a time when opinions are provided in the form of research, rather than merely 

positive or negative, the recognition of true opinions would require a subjective examination of 

the words used in the investigation. At this document level the task is to determine the the overall 

opinion of the document. It assumes that sentiment analysis at document level expresses opinions 

at a single entity. 

Opinions about a product will not be the same as those of a person to another person. There are 

only two types of courses, either positive or negative. A legitimate case: Review of an object: "I 

reported on a new iPhone two days before, it's a good phone, the touch screen is fast, the clarity 

of the voice is better, like this phone." The words that were used to be used. Objective feelings 

are measured using the star chart or review, where 4 or 5 stars are safe and 1 or 2 stars are 

negative. 
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3.3.2 Sentence  level analysis 

This method is used to provide useful data during the search because the polarity of the sentence 

will be perfect. At this level of feeling analysis, look at the sentences that contain opinions and 

give opinions as negative or positive. Our  task is to determine the whether each andevery 

sentences expressed a positive or negative or neutral opinion. Neutral generally means no 

opinion 

3.3.3 Aspect level analysis 

Document level and sentence level analysis works admirably when it refers to a single element. 

Again, many times people talk about components with different points of view or qualities. Also, 

they will have undeniable feelings about the distinctive elements . This happens frequently in the 

review of things and in social dialogues. A valid example: "I am a great Nokia phone, I like the 

look of the phone, the screen is huge and clear, the camera is extraordinary, but there are also 

some disadvantages: Burning and accessing WhatsApp are annoying." Ask the points The 

positive and negative aspects of this review mask vital information about the thing, so that the 

analysis of feelings based on aspects focuses on the recognition of all the reports in a given 

register and in the points. in which the feelings are expressed. It is also called feature level 

analysis. At this level we can find what people likes or dislikes but on the sentence level and 

document level we can’t find what people likes or dislikes. This level perform finer-grained 

analysis. it is closely related to  tasks like feature based opinion mining and opinion 

summarization.[23] 

3.3.4 Comparative sentiment analysis 

Users use to express various emotions in articles or brands. It can be the same item or the same 

brand. The purpose of comparative feeling is to discover the assumption of a relative sentence. 

3.3.5 Sentiment lexicon acquisition 

Sentimental analysis is a process that uses data to search for opinions and expressions of that 

data. In the analysis of feeling, we will see two types of positive and negative classes . Given a 

statement: "Auto X is superior to anything that is automatic." This statement does not show to 
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which class this statement belongs. Similarly, these types of sentences / documents are analyzed 

using three systems: manual methodology, dictionary approach, and corpus approach.[24] 

3.4 POS Tagging 

 POS marking is extremely valuable in Opinion Mining. When we need to examine a document 

or sentence first, we need to focus the subjective data of the particular file or phrase. POS 

tagging helps us find parts of the word's discourse. After extracting these words, we can perform 

different activities and reach a conclusion.POS Tagging is done using the HMM model that used 

tokenize and tag the words further to name the elements. 

The word in the content (or phrase) is tagged by a POS tagger for the purpose of naming each 

name, thus allowing the machine to do something with it. It looks something like this: 

 

Figure 3.1 POS Tagging 
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We are extracting sentiment orientation(SO) from the example. For instance we might have 

taken Amazing + phone which is: 

[JJ] + [NN] (or descriptive word took after by thing in human) 

The reverse of this may be “Repulsive” for instance. On this stage the machine will try to arrange 

the words in an emotive scale. 

It deals with sufficient number of views from the normal sentimental knowledge, we have 

gathered. This will allow the machine to say something like: "The big ones like the new iPhone" 

and they tell us like "Most people hate the new iPhone". They do not  

 

3.5 Twitter dataset 

it is our aim to classify the tweets in various sentiment classes to perform sentiment analysis on 

twitter data. In this research field, to train a model several approaches have developed which is 

also used for testing to check its efficiency. It is challenging to perform sentiment analysis on 

twitter data. There are some reasons defined for this 

• Bound tweet Size  

size of the tweets is bounded i.e. it is having only 280 characters which generate intensive 

statement. 

 

• By Using slang words 

 these slang words are bit different from English words. If we used  slang words in our 

sentence then that slang words make an approach outmoded. 

 

• Twitter features 

 twitter is permissive to use of URL’s,hashtag(#) and user reference. In the twitter feature 

different processes are used to compare with other different words. 

 

• User diversity 

there are various ways to convey their opinion, people’s used different language between 

the tweets while others used encore words or symbols to convey their emotions. 
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All the above problems are required to be faced in the pre-processing section.The microblogging 

steps are used by different people to express their opinions on various topics. Therefore, it is an 

important source of people's opinions. 

• Twitter contains a large amount of content posts and is constantly growing. The 

assembled corpus can be huge. 

• The Twitter crowd ranges from normal client to superstars, delegates from organizations, 

legislators and even national presidents. In this perspective, it is possible to collect 

messages from clients of various social groups and intrigues bunch 

• Customers in many countries are talking to Twitter. Even though American customers are 

winning, it is possible to collect information in several languages. 

 

Writings that contain positive opinions, for example, satisfaction, allegation or pleasure. 

Targeted messages that simply express a certainty or do not express feelings, carry out an 

analysis of our body and show that it is possible to create an exercise book that uses the body 

collected as learning information. Given a message, indicate if it is a positive, negative or 

impartial sentiment. For messages that convey both a positive sentiment and a negative 

sentiment, the most valid opinion should be chosen.[27] 

 

3.6 Sentence weightage 

• If a tweet contain more than one sentences then the upcoming sentence will be having 

more weightage. 

• This is due to the tendency of most tweets to be of a conclusive nature. 

• It can improved the accuracy by approximately 3% if we test it on small group of tweets 

 

3.7 Hashtag 

• To get the information from the tweet we will use the hashtag(#). 

• hashtags for instance: #indiawonworldcup ,#goodmorning and etc. 

• these hashtags are not the complete sentences however they are used to express the 

views of people. 
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• Before going to treat them it is compulsory to analyze it. 

• these hashtag #happy, # sad, # cool, etc. do convey enough knowledge to find the 

polarity of tweets. 

 

3.8 Abbreviations and Redundant/Repeated letters 

• Due to the simplicity of the Twitter dialect, some words (usually, concluding words) are 

often misspelled or underlined, so the classifier may not respect the polarity of this word 

(for example, loooooooove). the authentic word. (for example, love) during training. 

• if in the words, if a letter is coming more than thrice continuously then these occurrences 

are replaced twice in the letter. for example. haaaaaaaappy would change like haappy, 

goooooooood would also change to gooood. 

• Create a general description of the most common and frequent shortcuts among the most 

used shortcuts. 
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Chapter  4 

Implementation and Methodology 

 

Yet Collecting the data is not very simple task. We do have to consider so many points while 

collecting the data. So in our thesis we will collect the dataset for training, testing  and for 

sentiment analysis. This chapter study consist how data will collect,  how data will processed , 

stored and mainly how to classify those data. Before moving on to this thing let’s do discussion 

about proposed architecture. 

 

4.1 Proposed Methodology 

As mention earlier, our aim is to do sentiment analysis for twitter data. By using various kind of 

machine learning classifier, we will build a classifier. once it get trained then we will follow 

different step to sentiment analysis as mention in below diagram: 

figure 4.1 flow diagram of twitter sentiment analysis 
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4.2 Algorithm 

• in this step we will extract tweets for our new classifier by using the Tweepy API  library 

in python. 

• in this step after streaming the tweets, we will do preprocessing of those tweets so that 

they could works well in feature extraction and mining. 

• now after completing the pre-processing, we will send our data to our new build classifier 

           Which will classify our data into classes such as positive ,negative and neutral and our 

classifier will also tell the accuracy. 

Since, for analyzing the tweets , we have took the data from twitter that will stream into our 

database. Therefore  we are going to use twitter application. 

 

4.3 Data extraction through Twitter API: 

With help of  Tweepy, we can download the tweet from the twitter. Twitter API is of two type 

i.e,  REST API and Streaming API. Rest API stands for REpresentational state transfer. So there 

is bit difference between these two. Rest API works on response and reply basis. In which client 

sends request to server and then server sends back request to client whereas in the case of 

streaming API  it is different in respect to response. Whenever there is any update available on 

server. Then it started continuously to client. 

 

4.4 Data collection  

Twitter data- in order to extract data through tweeter API ,we should have account on 

twitter.com. it could easily access by filling sign up form on twitter website. After getting 

successful registration on twitter they will provide a valid usernme and a valid password , which 

you can use for further login. Once you done with this process, then you are allowed to do tweets 

,retweet,likes etc. on any topic you want.[18] 

 

Twitter is a platform which provide  you to access data and also allow you to use it for self 

purpose. Indeed before using the twitter site firstly we must have to login on twitter then only we 

can access the data. This website ask you to provide the necessary detail for creating an 

application which later you could use for streaming purpose. When our API is generated .  then 
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we will get access of some keys such as customer keys, access token key, customer secret key, 

access secret key. These key play important role when any user wants to get the data. 

 

The major part of this thesis is to collect the tweet and to analyze the those tweet which are  

related to gaganyaan. In order to fetch the tweet from twitter, we have design a python script 

which will works on “tweepy”  which is based on python library. So basically first we need to 

install the tweepy in our system. 

 

Python is powerful programming language. In order to access the python services, python has 

very well designed libraries. Python has open source library called “tweepy” which empower 

python to connect with twitter and it  also used their API to extract data which we are going to 

use in our program. 

 

4.5 Pre-processing of twitter data 

Twitter data may be in unstructured format that is not good for extracting feature. Tweets may 

consist of empty spaces,  stop words, slangs, special characters, hashtag, emoticons, time stamps, 

abbreviations, URL’s etc. for mining these data we should have to pre-process the data first by 

the using the  functions  of NLTK. While doing pre-processing our first aim is to extract message 

then we will remove all hashtags(#), empty spaces, repeating words, stop words(such as he, she, 

them, the etc.). emoticons and abbreviation will be replaced by their corresponding meaning such 

as :-), =D, LOL. They will be replaced by happy, laugh and laughing out loudly respectively. 

After done this thing we are ready to give this pre-process data to our new classifier for further 

process so we could get our required result. 

We did code in python where we define function which would be used to get processed data. 

• Remove quotes:  give the access to user to eliminate the quotes from the tweet. 

• Remove @- give the option to remove the @ symbol, delete @ together with the 

username or replace @ and the username with a word 'AT_USER' and append to the stop 

words. 

• Remove URL’s- URL stands for uniform resource locator. offers options to remove 

URLs or replace them with the word 'URL' and append to stop words. 

• Removal of RT(Re-Tweet)-  it deleted the RT word from the text. 
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• Removal of emoticons- replace emoticons with their correct meaning 

• Removal of duplicates-  delete all the duplicate word from the tweet. 

• Removal of  hashtag(#)- remove hashtags from the tweet. 

• Removal of stopwords- delete all the stopwords from the tweet such as he, she, them 

because they do not convey meaning in classification. 

• Removal of slang- remove all slangs with their specific meaning such as lol i.e laughing 

out loudly Etc. 

 

Content Action 

Punctuation(!,?,.,”) Removed 

#word Removed #word 

ULR’s and web links Remove URLs or replaced with “URL” 

and then added in stop words 

Number Removed 

Word not starting with alphabets Removed 

All Word Stemmed all word 

(Converted into simple form) 

Stop words Removed 

Emoticons Replaced with respective meaning 

White spaces Removed 

Table 4.1 Removed and modified content 
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Raw data Clean data 

# ISRO Not To Fly Living Being Before 

Actual Manned Space Mission 

['isro', 'not', 'to', 'fly', 'living', 'being', 'before', 
'actual', 'manned', 'space', 'mission'] 

ISRO not to have test flight with any 

living being before actual manned 

space mission 

['isro', 'test', 'flight', 'living', 'actual', 'manned', 

'space', 'mission'] 

                                           Table 4.2  sample and clean data 

 

After cleaning of data our next step is to classify the data into different classes by using some 

classifier. so we will used some supervised learing classifier. 

 

4.6 Classification of machine learning classifier 

 

We made a classifier in such that it consists of various kind supervised learning classifier which 

then classify the tweets into binary classes that is positive and negative. Python library did use in 

building a classifier, scikit-learn. Scikit-learn is a library which is used to perform machine 

learning in python. It is an open source library and also based on popular library such as numpy, 

scipy, matplotlib. Scikit has many tuning parameter along with wonderful documentation and 

support. Therefore it has many tools for classification, visualization, regression, clustering etc. 

through a simple command in python we can install scikit-learn in our system such as ’pip install 

scikit-learn’. 

There are several classifier comes under the scikit-learn. Some of them we are going to explain 

below: 

• Naïve bayes(NB) 

• Support vetor Machine(SVM) 

• Decision Tree(DT) 

• K-nearest neighbor(k-NN) 
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4.7 Code 
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Chapter 5 

Results and Analysis 

 

This chapter consist of various opinion mining result that we have achieved in the 

implementation. 

5.1 Tweets collected from twitter 

 

Figure 5.1 tweets collected from twitter using Twitter API 

 

So above are the tweets dataset which we have fetch from the twitter with the help twitter API. 

These twitter dataset contain tweet which are related to “Gaganyaan”. Gaganyaan is a mission of 

space satellite which is run by Indian government. In which we will able to set our own station in 
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space. This space craft is designed in such manner that it will carry three people to 

space.[14][15][16]  

 

5.2 Weekly wise tweet collected  

                    

 

Table 5.1 weekly wise report of twitter data 

This table consist of four weeks of twitter data which is done by user. This data are fetched by 

twitter API. These data is in unstructured form so we will perform the sentiment analysis on this                                                                                                                                                                                                                                                                                                     

twitter data. After this we will perform the classification on this data in which we classify these 

data into different classes such as positive, negative, neutral. This table contain 1431 twitter 

dataset. 

 

5.3 Performance metrics of sentiment classification: 

Generally, to measure the performance of sentiment classification we use some predefined 

standards such as accuracy, precision, recall. Accuracy is dependent on two measure. 
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5.3.1 Precision 

To get the right value of precision, we divide the total number of rightly classified positive 

observation by the total number of predicted positive observation. High precision denotes that 

the observation classified positive is indeed positive. 

 

                           

5.3.2 Recall 

It is the ratio between the right classified positive observation to the total number of positive 

observation.high recall denotes that the class is rightly classified. 

                               

5.3.3 Accuracy 

In order to find the which model gives better result, then it is necessary to find the accuracy. 

Accuracy for any model can be given as: 

                                       

 Where, 

Tp=true positive, case was positive and it predicted positive 

Tn=true negative, case was negative and it predicted negative 

Fn=false negative, case was positive and it predicted negative 

Fp= false positive, case was negative and it predicted positive 
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5.4 Results of classifier for twitter data: 

In this thesis, different classifier have tested on same dataset in which some give best 

performance in terms of precision, recall and accuracy. These are data which we have fetched 

from the twitter dataset. This data contain the ‘gaganyaan’ tweet. Here below are performance of 

some classifier. 

 

• Naïve bayes(NB): 

 

                                                 

Naïve bayes classifer is tested on our dataset. Generally it works on large datasetand it is fast. It 

the accuracy 63% and precision is 62% and it gives better performance in term of recall i.e, 89%. 

 

• Support vector machine(SVM)- 

                            

Support vector machine classifier generally it works better in small dataset. It give accuracy of 

78% and moving on to side of precision and recall 85% and 76% respectively. 

 

• Decision tree(DT): 

                                               

this classifier is used to tested our dataset. It gives accuracy of 79% and it terms of precision it 

gives result 83% and  recall 82%. 

 

 

 



40 
 

• K-nearest neighbor(k-NN): 

 

                              

It is works well in accuracy it gives result 70% . precision and recall 85% and 55% respectively. 

 

With the help of  Tweepy API we collected total of 1431 tweets from twitter and did sentiment 

analysis on those tweets by using some supervised learning classifier such as support vector 

machine, k-nearest neighbor, naïve bayes, decision tree. with the help of these classifier we are 

able to find standard measure such as accuracy, precision and recall. Performance results of these 

classifier are mention in table below. 

 

 

Table 5.2 results of classifier on “Gaganyaan” dataset 

 

To find the superior one techniques among the all techniques, we have done a comparative 

analysis. It is found that DT has 79.5% accuracy which is the highest among all whereas naïve 

bayes has 63.4% accuracy that is least accuracy among all. So we can conclude that DT is best to 

find the accurate result. Moving on to the precision K-NN got 85.5 precision that is the highest 

among all. That means k-nn gives substantially relevant results than the irrelevant results. And 

on the other hand Naïve bayes got 89.3% recall which is the highest among all classifier that 

means our classifier returned most of the relevant results. 
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Figure 5.2 performance of classifiers 

 

5.5 Results of four weeks of twitter data: 

Here we going to re-present the result of every week. our classifier has classify the data into 

different classes such as positive, negative, neutral. And also count the total number of tweets. 

Where positive tweets represents that people has given their opinion in favor of subject on the 

other hand negative tweet represents people has given their opinion against of subject. Where as 

neutral tweet denotes the mixed opinion. 

 

 

 

 

 

78.9

63.4

79.5

70.7

85.3

62.7

83
85.5

76.25

89.3

82.5

55.6

0

10

20

30

40

50

60

70

80

90

100

SVM NB DT K-NN

re
su

lt
s 

in
p

e
rc

e
n

ta
ge

classifiers

performance of classifiers

Accuracy

Precision

Recall



42 
 

• First week results of classified data 

 

Table 5.3 results report of first week 

 

The statistics of first week indicates the total around 870 tweets collected and out of which 

nearly 36 are negative and around 255 are neutral and nearly 589 are positive. In which on first 

date our classifier extract 15 negative tweet , 42 neutral tweet and 312 positive tweet. This things 

indicate that on first date people were more curious. And they give their reaction in favor of 

subject. The overall opinion of this week is positive which indicates that people are in favor of 

this mission. 

 

 

 

 

 

 

 



43 
 

• Second week results of classified data 

Table 5.4 results report of second week 

 

Statistics of second week represents mixed type of  opinion. It is seen that percentage of positive 

tweets are more in first week compare to second week. Second week data includes 49 and 27 

neutral and negative tweet respectively. Many number of people has given mixed opinion . they 

things depends on that mission of second week. Eventually the ratio of negative tweet of both 

week i.e first week and second week is almost equal. Which denotes that less number are people 

are against of this mission. Further more  total number of tweet  we got at the end of this week is 

118 which is very less compare to first week.   
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• Third week results of classified data 

 

Table 5.5 results report of third week 

 

Records of third week represents more positive tweet. In this week people has given more 

positive opinion towards ‘gaganyaan’. But there is hike in number of negative tweet compare to 

second week. this week we got more positive tweet compare to second week but we got very less 

positive tweet compare to first week. We are continuously seeing that the negative tweet of all 

third week is almost same. But as of now we got  drastic change between the positive tweet. 

Coming on to neutral tweet 69 people have given their mixed opinion. Finally at the end we got 

total 181 tweet .which is more than the second week but very less compare to first week. 
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• Fourth week results of classified data 

 

Table 5.5 results report of classified data 

 

Statistics of this week is very clear. We got 281 total number of tweets. Out of which 149 were 

positive tweets. And also we got 57 and 75 negative and neutral tweets respectively. In this week 

there is hike in positive number of tweet compare to second week and third week. And people 

has given more negative tweet compare to second week and third week. 75 people have give 

their mixed opinion. 
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Figure 5.3 weekly wise report of classified data 

 

This is the graph between the number of tweets and number of weeks. Which indicates that in 

each and every week, people has done how many tweets. Such as number of positive tweet and 

number of negative tweet, number of neutral tweet. 
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Chapter 6 

Conclusion and Future Scope 

 

In today’s world, spacious amount of data is generated by various communication such as social 

media, organizations etc. these data may or may not be in structured form. Therefore to 

understand the polarity of data first we need to do the sentiment analysis of data. Opinion mining 

can be performed in various field such as marketing and customer feedback. large number of 

organizations are taking the valuable feedback of person and performing opinion mining on 

those data so that they could provide the better services to the customer and this data helps the 

organizations to enhance their future services. Furthermore, there are various scopes where we 

can perform the opinion mining such as sentence, paragraph, documents, sub sentences levels. In 

addition to this we took some sentiment classifiers such as support vector machine, naïve bayes, 

decision tree, K-nearest neighbor which performs best in terms of accuracy, precision, and recall. 

Out of these classifiers we conclude that DT performs best in finding accuracy of twitter dataset. 

It is best classifier on this dataset. 

 

Basically our goal in this thesis is to find the public opinion and perform the opinion mining. 

Generally what happens, through tweets people express their thoughts, feelings etc. but we could 

not able to find the people thoughts and feelings. So by performing sentiment analysis on those 

tweets finally we can conclude how many person are in favor of this mission and how many 

person are against of this mission.  

 

Future scope includes, we can make web application for our work. In addition to this we can 

improve our classifier system such that it could deals with sentences that conveys multiple 

meaning. Furthermore, we can add more classification categories so that we could get better 

results. We can also design system such that it can detect the images in tweets with the help of 

image processing. 
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