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ABSTRACT 

 
Different Recommender System Algorithms such as Content-Based and Collaborative-

Based have been developed by researchers and data scientists in order to filter a large 

amount of information available on the internet and hence, recommend only the relevant 

and important content based on the personalized interests of users. Information acquired 

explicitly by collecting users’ ratings for an item lead to the problem of data sparsity. 

Many researchers have been working towards the improvement of rating prediction 

accuracy by integrating the auxiliary information along with the ratings provided by the 

users. It has been observed in related works that integrating the textual data along with 

rating data has brought an improvement in the accuracy of estimating the score given to 

an item by a user and the ranking of top-n recommendations. However, document 

modeling approaches are different in different research papers. This Project proposes a 

unique deep neural network text analysis model that includes newly discovered neural 

network architecture, Capsule Networks stacked on bi-directional Recurrent Neural 

Network (Bi-RNN) for developing a robust representation of textual descriptions of 

items and users. The Deep Neural Network text analysis model is integrated with the 

Probabilistic Matrix Factorization to generate the recommendations. The proposed 

Model is called as “CapsMF” since it applies the advanced neural network architecture 

Capsule Networks (Caps) for document representation and MF represents Matrix 

factorization that is being enhanced to improve recommendations. The experiment is 

performed on two real amazon datasets and has shown that the rating prediction 

accuracy and the recall, as well as the precision of top-n recommendations, have 
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improved in comparison to the basic and hybrid Recommendation System Algorithms. 

Also, Capsule Networks stacked with Recurrent Neural Networks (RNNs) have 

outperformed the baseline models that involve single Convolutional Neural Networks 

(CNN) or CNN combined with Bi-RNN. We have also compared different deep 

learning algorithms and have shown how different text representations affect the 

recommendations accuracy. 

Keywords: Capsule Networks, Collaborative Filtering, Matrix Factorization, 

Recommender System, Text Analysis 
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CHAPTER 1  

INTRODUCTION 

 

In this digital era, people use e-commerce websites for shopping and social media sites 

for news and related information. The problem arises when there are varieties of options 

available while searching for a particular thing. It is tough for the consumers to find the 

important content they want according to their interest. The solution for this new digital 

era issue is Recommender Systems (RS). These are being deployed on e-commerce 

websites and on the social media platforms that extract the personal information related 

to the users and recommend them the relevant content and information that they want 

depending on their interest, activity, and behavior. For example, movies, books, clothes, 

tweets are being recommended to the people visiting different web sites. Recommender 

System [1] is an application of Web Mining, a process that discovers interests and 

behavior from large amounts of data without human interference and hence, ranks the 

most relevant content or items using the rating prediction of the users visiting a website. 

Different types of Recommendation System Algorithms and techniques have been 

developed by the researchers and data scientists that filter the information according to 

the personalized interests of the users. A recommender system can extract information 

related to a user in two different ways: explicitly or implicitly.  

 One can get the information related to the users explicitly by collecting the ratings for 

an item given by a user and it can be acquired implicitly by monitoring the behavior of 

users on the different websites related to the product [2]. Their behavior includes songs 

heard, applications downloaded, websites visited, movies watched, books read. Social 

information can be compiled by scraping the users’ accounts on different social 

websites, for example, what kind of posts they like, their followers, followees and 

different activities on social media can tell a lot about the preference of the users and 

hence, personalized recommendations can be more accurate and precise[3][4]. 

Based on the information about different items and users, two categories of 

recommendation algorithms developed are Content-Based, Collaborative-based. Out of 

these, Matrix Factorization technique based on Collaborative Filtering (CF) gives the  
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best recommendations [5]. The limitation observed in the current system is that 

Information acquired explicitly by collecting users’ ratings for an item lead to the 

problem of data sparsity because every user does not rate every other movie. The 

accuracy of rating prediction for an item reduces, thereby not satisfying the needs of the 

customer. Many researchers have been working towards the improvement of rating 

prediction accuracy by integrating the auxiliary information along with the ratings 

provided by the users. It has been observed in related works that integrating the textual 

data along with rating data has brought an improvement in the rating prediction 

accuracy. However, document modeling approaches are different in different research 

papers. 

Various topic modeling approaches and dnn models [6] are being used to represent the 

textual description of items and users for improving the rating prediction accuracy and 

recall and precision of top-n recommendations. Earlier integrated models involved LDA 

and SDAE, which combined collaborative filtering (CF) technique with the mentioned 

textual representation strategy, but these strategies use “bag-of-words”(b-o-w) model to 

generate the item description numerical matrix [7][8]. The “b-o-w” technique in NLP 

ignores semantics of order of the words and considers only the frequency of words in 

the text. Hence, it is less influential in comparison to deep learning-based word 

embedding and architectures. The deep learning architectures such as CNN and RNN 

take into account the context of words and sequences of text. 

The recent models that integrate matrix factorization with textual data generate a textual 

representation of documents using deep neural network architectures. They are more 

effective as they extract semantic information from the text. ConvMF [9] generates the 

item latent model from the textual description of item documents using CNN. The item 

description latent model integrated with Matrix Factorization enhanced the rating 

prediction accuracy than the models that utilized a bag of words technique, they are 

CTR and CDL and the original matrix factorization technique that consider only ratings 

for generating the recommendations. DRMF [10], dual regularized matrix factorization 

technique has utilized the description of both the users’ and items’ reviews and 

enhanced the matrix factorization technique. Our work improves the text analysis  
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modeling approach that has improved the rating prediction accuracy. Also, the recall 

and precision of top-n recommendations have improved, leading to good 

recommendations. 

Capsule Networks has brought advancement in deep learning and has shown an 

efficient performance over CNN. There are various drawbacks of applying CNN in 

different applications, CNs deal with the pitfalls observed in CNN and has overpowered 

traditional neural networks for solving the tasks in different areas of application. CN is 

majorly applied for classifying images in different categories [11]. 

CN can be used to solve different applications of NLP and RS. We will further see in 

related work how CN has been applied for classifying text into different categories. The 

CN can learn the representation of text very efficiently and then can be merged with RS 

to improve the quality of recommendations. 

 

This project has successfully executed the following points: 

• We have addressed the limitations of CNN based document modeling approach 

as well as CNN and RNN based text representation approach. 

• We have proposed a novel and powerful Deep Neural Network text analysis 

model combining Capsule Networks and Bi-directional RNN to accomplish the 

textual representation of items’ and users’ reviews to improve recommendation 

performance. 

• Experiments results prove that exploiting ratings, items’ and users’ reviews have 

improved rating prediction accuracy and precision and recall of top-n 

recommendations. 

• The rating Prediction accuracy on proposed model “CapsMF” has shown 

improvement over PMF, DRMF-Item, DRMF-User, and DRMF by 26%, 4.7%, 

3.5%, and 1.7% in terms of MAE. 

 

Different hybrid Recommendation Models using items’ and users’ reviews as auxiliary 

information have been described in the Related Work. The theory related to Capsule 

Networks and Bi-RNN and Recommendation algorithm, Probabilistic Matrix 

Factorization is explained in the Methodologies section. The proposed deep neural   

network text analysis model and the integration of PMF with a novel text analysis    

model are explained in the Proposed Approach section of the Report. The last section of 
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the report deals with Experiment and Results along with Conclusion and Future Work 

associated with this approach. 

 

1.1 Recommender Systems 

There are different categories of RS that are being deployed in different organizations 

for recommending different products, movies, news, articles to the customers and 

people around. Here, we describe the different types of RS used in the market. The RSs 

are based on the various filtering algorithms applied to filter the important information 

required. The different filtering algorithms used in RS are: 

1.1.1 Content-Based Filtering 

Content-based filtering algorithms recommend products to the customers on the basis of 

their historical data and description of the items. These algorithms analyze the 

description of the items and the user profile for making the recommendations to the 

users. A user profile is created on the basis of his /her likes and dislikes on the historical 

data. These are then further used to learn a classifier so that it can estimate whether the 

consumer would like or dislike a new item. For example, if an end user has given a high 

rating to a horror movie in the past, then in a future similar genre of movies will be 

recommended to the users.  

1.1.2 Demographic Filtering 

Demographic filtering algorithm filters the information on the basis of similarity 

between the personal attributes of the users, for example, country, age, sex, etc. These 

algorithms assume users having similar age, country or religion would have similar kind 

of preferences. 

1.1.3 Collaborative Filtering 

Collaborative filtering algorithm collects the information about the users explicitly as 

well as implicitly. In an explicit way, it collects the ratings from the users about the 

product or movie and in an implicit way, it collects users’ information by monitoring 

their behaviors such as how many times they have heard a song or seen a product. It 

applies the k-nearest neighbor algorithm to find the most alike users and then calculate 
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the score of items that have not been seen and hence, rated by user and rank the items 

on the basis of predicted ratings and recommend top-n items. 

1.1.4 Hybrid Filtering  

Integration of two different filtering algorithms either CF combined with Content-based 

filtering or CF combined with demographic filtering is referred to as Hybrid Filtering. It 

makes use of the advantages of the filtering algorithms to increase the accuracy of 

recommendations. 

The different categories of recommender systems are summarized below in Figure 1.1. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.1: Different Types of Recommender Systems 
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CHAPTER 2 

RELATED WORK 

 

2.1 Hybrid Recommendation Systems 

 

Here, we have discussed different models that combine textual data with 

Recommendation System algorithms providing recommendations to the users. In [12], a 

brief about the classification of text using CNs has been explained. The different hybrid 

recommendation systems that have been presented by the researchers that combine 

textual data and recommendation algorithms are explained further.   

CTR, Collaborative Topic Regression [13], incorporates the advantages of 

collaborative-based, MF algorithm and probabilistic topic modeling approach for 

recommending research-based articles to the scientists online. Content analysis is done 

using the Topic modeling approach (LDA) combined with latent factor models using 

MF for recommending the unseen articles. Their approach worked well as it 

recommended completely unrated articles to the users that were useful and hence, 

predictions were done in the right manner. Various efficient algorithms have been 

proposed in further years that have worked upon these models and have improved them. 

In HFT [14] model, the authors have developed a statistical model that combines hidden 

dimensions in the rating matrix with the topics extracted from the text of the review 

given by users. This methodology helped in predicting users’ rating on unseen movies 

and further recommends them. The models developed by them helped in the discovery 

of genre and also identified the reviews that are most informative. Their model “HFT”, 

Hidden Factor Topics has addressed the most occurred problem in recommendation 

tasks, Cold-Start. Their model performed better than the latent factor based 

recommender system improving accuracy by 5-10% [8]. The model RMR [15], 

proposed by the authors have combined the content-based and collaborative based 

filtering techniques to develop a novel integrated RS. Their model “RMR”, Rating 

meets reviews combined the rating model with a topic model to generate 

recommendations and thereby solving the “cold-start” problem, that is recommending 

the new products to the users that have not been rating using the description of the item. 
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Their model also works on the side of the item. For modeling the ratings they have used 

a mixture of Gaussian, unlike above researchers that have used MF method. They have 

compared their model with the above described, HFT and CTR and has shown that their 

model has performed better in terms of rating prediction accuracy. CDL [8], 

Collaborative Deep Learning brought a change in the topic modeling approach by 

learning the numeric representation of textual data by applying deep learning techniques 

on the item description document. In this paper, they have proposed the hierarchal 

Bayesian Model, which applies deep learning on the textual data and Collaborative 

filtering approach on rating data in a joint manner. They have used SDAE, Stacked 

Denoising Autoencoders, the neural network approach combined with the Collaborative 

Filtering method in order to integrate the rating and content information thereby 

advancing the quality of recommender systems. Convolutional Matrix Factorization 

(ConvMF) [9], this model addresses the rating data sparsity by learning the text 

document using single CNN. The CNN takes into account the surroundings of the word-

order that has improved the representation of latent features in the description of the 

items’ documents. Their model integrates PMF and CNN to upgrade the rating 

prediction task and hence, refine the quality of recommendation of items or movies to 

the end users. LZhang et al [16] proposed combining CF algorithm with an artificial 

neural network (ANN) to enhance the scalability and remove the sparsity of 

recommendation systems. Quadric Polynomial Regression model extracts the latent 

features, these features then becomes the input to the dnn for predicting the rating 

scores. The model used to extract the hidden features improves the traditional matrix 

factorization method [16]. Dual-Regularized Matrix Factorization (DRMF) [10], this is 

the recent research work in the field of integrating textual data description with PMF. 

They have exploited the textual description of items and users both and then predicted 

the rating score. They have also adopted a unique multi-layered neural network model 

that combines CNN and bi-directional GRU that has given a better latent representation 

of the text. The content representation regularized the latent models for the items and 

users in MF.  

Different expert recommendation systems have also been designed to recommend the 

experts in different domains for solving problems using the information retrieval 

process. It helps in the detection of knowledgeable people expert in their own area. The 

combination of search engines and NLP can be used to retrieve the experts in this kind 

of recommendation systems [17]. Different tags and their syntactic patterns associated 
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with Web 2.0 such as audio, video, movies can be exploited for recommendation to 

solve the cold start problem [18]. A hybrid method has been proposed by the researcher 

that combines the recommendations of different CF- based approaches for a 

classification problem. The performance of this approach is analyzed for each use, 

unlike other approaches that consider the average performance of recommendations 

across all users. Rating by the users for items has been considered in this research paper 

[19]. 

This project is being inspired by the above-related work explained. It brings an 

improvement in the text analysis model so that the textual representation gets better and 

the quality of recommendations is enhanced further. 

 

2.2 Text Representation using Capsule Networks 

 

In this project, we have used newly invented neural network architecture, Capsule 

Networks. We have used it in improving the text analysis model for better 

representation of views. We have studied different research papers related to the text 

classification using capsule networks for incorporating it into our project. The research 

papers gave us insight into how can we implement them and how they can enhance the 

text representation and further improve the accuracy of the recommendations. This 

section would further discuss the different implementation of capsule networks for text 

classification and their performance. 

Capsule Networks were proposed by Geoffrey Hinton in 2017, they are a replacement 

of CNN and called as the better ConvNet. There are several papers published about the 

application of Capsule Networks in NLP in 2018. Capsule Networks use vector instead 

of the scalar value. They have added an element of instantiation parameter to each filter. 

This vector is termed as a capsule.  

In [37], the authors have majorly developed capsule network architecture for the 

classification of text into different categories. They have achieved state-of-the-art 

performance on single-class text classification. The use of capsules in the CapsNet 

Architecture allows the transfer of single class classification knowledge to multi-class 

classification task as well. Text Classification is about reading the passage or textual 

data and then put the text into different categories. Other similar tasks such as sentiment 

analysis, toxicity detection can also be done. The Architecture includes the 
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convolutional layer, followed by Primary Capsule Layer then convolutional Capsule 

Layer, the vectors obtained are then flattened and passed onto the fully connected 

capsule layer classifying the text into different categories. 

Another work has developed an end-to-end Capsule Model for identifying the toxicity 

and aggression in the comments added by users [38]. Their model has eliminated the 

need for pre-processing the text. The model performs well on mixed comments that are 

in English and Hindi both. Various challenges are faced in toxicity detection, such as 

out-of-vocabulary words, code-mixing of languages and Class Imbalance. Capsule 

Networks seem to perform better than sequential models at code-mixing. Their 

architecture involves LSTM for feature extraction, the feature is then passed through the 

primary capsule layer and then through the convolutional capsule layer. Focal Loss is 

used to solving the class imbalance problem. The model is applied to different datasets 

such as Kaggle Toxic Comment Classification dataset, TRAC dataset and has shown 

good performance over the baseline models. 

CNs is also used for user intent detection task. The capsule networks extract and 

organize the information during supervised intent detection. The representations that are 

learned can be transferred for solving the task of zero-shot intent detection. These are 

applied for question answering and dialog systems [39]. In this particular problem, the 

training of the model is done using the known set of intents; the test is performed on the 

unseen intents. The model transfers the information about the known intents to the new 

domain of emerging intents. Semantic Caps Layer and Detection Caps Layer are applied 

to perform the task. Capsule Networks are now being used for transfer learning as well. 
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CHAPTER 3 

METHODOLOGIES 

 

This section discusses the different methodologies adopted in order to implement a 

product recommender system. 

3.1 Probabilistic Matrix Factorization (PMF) 

 

PMF [20] is collaborative filtering, model-based technique. The task of this algorithm is 

to infer the preferences of the users based on the scores given by them and what other 

similar users have liked. In this algorithm, the rating matrix of items and users are 

given, but it is a sparse matrix because every user does not rate every other movie. The 

main aim is to fill the missing entries to estimate the score that a user would give to an 

unseen movie and then recommend those to the user based on predicted rating score. 

PMF factorizes the rating matrix into a product of two smaller (low-rank) matrices. 

Given a rating matrix of M products and N users, and integer rating 1 to 5, the matrix is 

factorized into two latent feature matrices of users and items. 

The two users and items latent feature based matrices is learned from the observed 

rating matrix. PMF models ratings as drawn from a normal distribution. Mean is 

determined by user and item via features. It assumes that ratings are normally 

distributed. 

                                              
^

2~ ( , )T
ui u ir N p q                                         (3.1)                                             

Where rui represents predicted rating score, N represents normal distribution, pu 

represents user-feature vector and qi represents an item-feature vector. 

2  represents variance used to model noise of rating matrix. 

User Feature Vector can be represented as: 
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                                                 puf ~ N (0, 2

p )                                                 (3.2)                                                                        

Here, puf represents user feature vector, N represents the normal distribution,  2

p  

represents variance used to model noise of user latent feature vector matrix. 

Item Feature Vector can be represented as: 

                 qif   ~ N (0, 2

q )                  (3.3) 

Here, qif represents item feature vector, N represents the normal distribution,  2

q  

represents variance used to model noise of item latent feature vector matrix. 

In this research, we have compared our model with the basic Probabilistic Matrix 

Factorization approach.  In this proposed integrated model, parameters can be learned 

using the MAP approach. 

3.2 Deep Neural Network for Text Representation  

 

The Deep Neural Network (DNN) Text Analysis Model is being used for generating the 

text representation of both items and users. A unique and powerful dnn model has been 

implemented to learn the hidden features of textual reviews. The DNN Text Analysis 

Model first goes through three Capsule Network (CN) Layers and learns the text 

representation with these CNs. After learning the semantics and orientation of the text 

by concatenating three CN Layers, the text is encoded into numbers using Bidirectional-

GRU, a variation of RNN. The Framework of DNN Text Analysis Model consists of the 

Embedding Layer first, and then three CN Layers stacked on a Bi-GRU Layer, and 

finally the Output Layer that projects the hidden features of the reviews. 

3.2.1 Embedding Layer 

The input data needs to be encoded in integer; the algorithm does not take strings as 

input and work on it. Here, the Embedding Layer in Keras is important. It helps in 

providing a dense representation of words and learns the relationship between the 

words. In this research, we have used a pre-trained embedding (Glove) [21] to get the 

dense representation of the reviews of items and users and learn the relationship 

between the words in the reviews. It helps in extracting the semantic relationship 

between the words. It encodes the meaning of words into vectors. 
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3.2.2 Capsule Networks 

Capsule Networks [22] are newly developed DNN architecture introduced by Geoffrey 

Hinton in 2017. These networks brought an improvement in the Convolutional Neural 

Networks (CNN). The limitations observed in CNN's have been overcome by Capsule 

Networks. The main advantages of CNs that makes it different from CNN and more 

efficient are dynamic routing and equivariance. Dynamic routing Algorithm [23] is the 

main concept behind capsule networks. Analogous to back propagation in Artificial 

Neural Network, Dynamic Routing between capsules help the capsules in 

communicating with each other and creating the text representations [24]. 

3.2.2.1 Routing By Agreement 

 CN Architecture is developed by the composition of several layers. In the Routing by 

Agreement procedure, simple entities are represented by the lower level capsules. These 

basic entities are incorporated to form a complex entity in the higher layers. For 

example, two simple entities such as nose and lips would form a complex entity, face on 

the next level. The feedback comes from the upper level of capsules that confirm the 

predictions made by the capsules at the bottom layer about the formation of a complex 

entity. If the predictions made by the capsules at a bottom layer regarding the complex 

entity at higher level matches, the coupling coefficient between the layers of capsules 

grow. This routing by agreement procedure replaces max-pooling in CNN and saves a 

lot of information about the different features. This procedure follows a child-parent 

relationship. 

3.2.2.2 Related Mathematics 

Given the layers q and q+1 having a and b number of capsules respectively. The task is 

to calculate the value of activation of the capsules at higher layer q+1 knowing the value 

of activations at the bottom layer q. Here, u gives the value of activation at bottom layer 

q. We will calculate the value of v, activation values of capsules at layer q+1 [23]. For a 

given capsule j at layer q+1, the first step involves the calculation of the prediction 

vectors of the higher layer using the capsules at a bottom layer.  

The prediction vector is calculated by a capsule of layer q for the capsule of layer q+1:  
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    |j i ij iU W U=                                                                (3.4) 

Here, Wij represents the weight matrix 

The next step is to calculate the Output Vector sj. It is evaluated using the weighted sum 

of all the prediction vectors generated by the capsules of lower layer q for the capsule j 

[14]. 

                                           |1

m

j ij j ii
s c u

=
=                                                           (3.5)                                     

The scalar cij represents the coupling coefficient between capsule i (of layer q) and j (of 

layer q+1). The coupling coefficient is determined using the iterative dynamic routing 

algorithm that differentiates CN from other traditional neural network architectures. 

At the last step, a newly discovered non-linear activation function, Squash function is 

applied to the output vector vj of the capsule j: 

vj = squash(sj)                                                         (3.6) 

It performs the non-linear transformation in the capsule networks keeping the values 

between zero and one. 

3.2.3 Bi-directional Gated Recurrent Unit 

We have used Bi-Directional Gated Recurrent Unit stacked on Capsule Networks to 

enhance the text representation. Gated Recurrent Unit (GRU) solves the different 

problems observed in RNNs[25] such as long-term dependency and 

vanishing/exploding gradient problem. These are the most effective neural networks 

when the context of the input is required. GRU uses two gates, update gate and reset 

gate in order to maintain the information passed long ago. 

Mathematically, Update gate is represented using z_t for the time step t using the 

following equation,  

                       

                      ( ) ( )

1( )z z

t t tz W x U h −= +                                                      (3.7)                                             

 

Where x_t represents input unit, W (z) represents the weight, h_t-1 represents the 

information from previous input units and U (z) is the weight associated with the 
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previous input units. They are both added and the output is obtained between zero and 

one due to the sigmoid function applied. 

The update gate reduces the vanishing gradient problem as it helps in determining the 

amount of past information required to be forwarded in the time ahead [26]. 

The Reset gate also plays an important role to forget the not so required past 

information. The equation for the reset gate is:     

                                              ( ) ( )

1( )r r

t t tr W x U h −= +                                            (3.8)                                          

Where x_t represents input unit, W(r) represents weights associated with the input unit, 

h_t-1 represents information from previous input units and U(r) represents weights 

associated with the previous input units. The sigmoid function is applied after summing 

the results of the input unit and previous input units.  

Now, the following formula shows the final output that would be generated using the 

reset gate that restores the past information and removes the irrelevant information from 

the past [20]. The new memory content generated using the Reset gate is given as:  

                                     '

1tanh( )t t t th Wx r Uh −= +                                         (3.9)                                                                   (3.9) 

The h_t’ represents the ongoing memory content. The present memory content is 

generated by multiplying the corresponding weights to the input x_t and multiplying the 

corresponding weight of previous input units. After that, the element-wise product is 

calculated between reset gates and weighted previous input units. Then, the non-linear 

activation function tanh is applied to generate the results. The closing Memory at the 

present time step t is calculated using the following equation: 

                                      '

1 (1 )t t t t th z h z h−= + −                                       (3.10)                             

In this equation, h_t represents the closing memory content vector generated, z_t 

represents the update gate and h’_t represents present memory content. 

 

3.2.4 Output Layer 

After going through the embedding layer, Capsule Network Layer and bi-GRU Layers, 

the features extracted by the last layer are outlined on a k-latent dimensional space by 

using hyperbolic tanh activation function. 
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                                                 tanh( * )G h b = +                                            (3.11)                                   

 

Here, G represents the projection matrix obtained in the output Layer, h represents the 

output obtained from the bi-directional GRU layer and b is the bias. Dropout [27] is also 

used in the model to prevent the over-fitting in the projection matrix. The main aim 

behind Dropout is dropping hidden or visible neurons in a neural network model to 

prevent the over-fitting. Dropout is basically a regularization technique that helps in 

reducing the interdependence between the nodes in the neural network. 

 

 

Output Layer 

 

Bi-directional GRU 
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Capsule Network 
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Figure 3.1: Deep Neural Network text analysis model generating the representation of users’ and items’ 

reviews 
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The above-mentioned text analysis neural network layers described converting a raw 

document into a dense distributed representation as shown in Figure 1. Given X, the 

document of items’ reviews and Y, the documents of users’ reviews, the dnn text 

analysis model transforms X to beta and Y to alpha. Alpha and beta are the dense 

distributed representation of the raw documents of users and items respectively. 

Keras functional API is being used to define the neural network model for the purpose 

of text analysis and getting the projection matrix for the further process. The model 

parameters are learned by applying the backpropagation algorithm. The input sequence, 

output, and the corresponding loss function are defined for the model. In the Proposed 

Approach section, the algorithm is being explained used for implementing the dnn text 

analysis model based on Keras. 
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CHAPTER 4 

PROPOSED WORK 

 

In this segment, we have described the algorithm implemented for text analysis of 

reviews of items and users of different products. The matrix obtained from the text 

analysis is then integrated with the collaborative filtering based PMF method to 

generate more accurate and precise recommendations. 

 

4.1 Deep Neural Network Text Analysis Model 

 

The Algorithm gives the details about the implementation of Text Analysis Neural 

Network Model that involves different layers starting from Embedding Layer, Capsule 

Network Layers and Bi-directional GRU layers that extract features from the 

description documents and project them into k-dimensional space. It outputs a latent 

document k-dimension matrix that helps in improving the product recommendations.   

The earlier similar models have used convolutional neural networks (CNN) [28] for 

latent document matrix that had certain limitations. These limitations have been 

overcome using capsule network layers.  

The Algorithm is documented below, showing all the different layers that have been 

applied and implemented to get the k-dimensional matrix of the user and item reviews 

document. The document is first converted into a numerical matrix using the embedding 

layer representing the text as a sequence of word embedding. Then, the document 

representation is learned through capsule networks and the semantics of the reviews are 

encoded by going through the bi-directional GRU layers. 
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Algorithm: Deep neural network (dnn) text analysis model 

Input: vocabulary size, e, d, s, gru_dim, k, init_W, n_capsule, n_routings, caps_dim; 

Output: DNN text analysis Model 

{Embedding Layers} 

input_sequence = Input (shape= (d * s,)) 

seq_emb = Embedding (vocabulary size, e, weights= [init_W / 20], trainable=False) 

(input_sequence) 

{Capsule Layers} 

caps_1 = Capsule (num_capsule=n_capsule, dim_capsule = caps_dim, 

routings = n_routings, share_weights=True)(seq_emb) 

x = Flatten () (caps_1) 

caps_2 = Capsule ( num_capsule=n_capsule, dim_capsule=caps_dim, 

        routings = n_routings, share_weights=True) (x_3) 

x = Flatten () (caps_2) 

caps_3 = Capsule (num_capsule=n_capsule, dim_capsule=caps_dim, 

        routings=n_routings, share_weights=True)(caps_3) 

x = Flatten () (caps_3) 

x = concatenate ([caps_1, caps_2, caps_3]) 

{Bi-directional GRU Layers} 

x_gru = Bidirectional (GRU (gru_dim, return_sequences=True)) (x) 

x = Flatten () (x_gru) 

{Output Layer} 

seq_dropout = Dropout (dropout_rate) (x) 

out_seq = Dense (output_dimesion, activation='tanh') (seq_dropout) 

dnn_text_analysis = Model (input_sequence, out_seq) 

dnn_text_analysis (optimizer='rmsprop', loss='mse') 

return dnn_text_analysis ; 
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4.2 CapsMF: Integration of deep neural network text analysis model 

and PMF  

 

Here, we describe the integration of PMF with the text analysis model and the equations 

involved in generating user latent feature vector and item latent feature vector. The 

main aim of the MF technique is to generate user and item hidden feature vectors[29] 

that particularly describe the choices of the users and they are obtained from both the 

ratings and the reviews of items and users. 

4.2.1 User Latent Vector 

User i as a latent vector represented as: 

pi = €i + αi                  (4.1) 

Where pi represents user latent vector, € ~ N (0, 2

p I), αi represents user 

document latent vector. 

Integrating the above we obtain the user latent model as: 

pi ~ N (αi , 
2

p ), here I is the identity matrix 

4.2.2 Item Latent Vector 

Item j as a latent vector represented as: 

qj = €j + βj                  (4.2) 

Where qj represents item latent vector, € ~ N (0, 2

q I), βj represents item 

document latent vector. 

Integrating the above we obtain item latent model as: 

qj ~ N(βj , 
2

q I), here I is the identity matrix 

4.2.3 Prediction 

There are M users and N items, R represents the rating matrix; then the missing 

rating that users have not given is predicted using the formula “PTQ”, where P 

represents the user latent matrix of size k X M and Q represents the item latent 

matrix of size k X N. The equation is given below: 
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2( , )T

i jR N P Q =                                                                                      (4.3) 

Next is the Flow Chart representing the Learning of different parameters in this 

model. 
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Figure 4.1: Learning Parameters in the proposed Model CapsMF 
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Figure 4.1 above describes the learning of different parameters used in the model 

“CapsMF” using Maximum a Posteriori (MAP) approach. First, rating matrix, item 

document, and user document are given as input to the model. Then, Item Content is 

pre-processed by removing the stop words and applying lemmatization and convert into 

embedding based input such that the document matrix can be learned through deep 

neural network text analysis model. Similarly, User content is pre-processed and 

converted into embedding based input. After this, the item document matrix and user 

document matrix are given as input to text analysis model, where the text representation 

is learned. Item document is transformed into βj and user document is transformed into 

αi using the algorithm described above. After transforming the item reviews document 

and user reviews document, the user latent matrix and item latent matrix is updated. The 

Weight Matrices W1 and W2 applied in DNN text analysis model are updated using 

Back Propagation Algorithm. When the number of iterations is over, return the User 

Latent Matrix, Item Latent Matrix, and Weight Matrices.  

 

4.3 Why Capsule Networks over CNN? 

 

Capsule Networks are newly discovered Neural Network Architecture by Geoffrey 

Hinton in 2017. They have been applied in various domains such as Image 

Classification, NLP, text classification, etc [30]. This is a major breakthrough in the 

domain of Deep Learning. It has overcome the various drawbacks in the CNN and 

shown effective results in the classification problems. Therefore, we have incorporated 

these in our text analysis model replacing the CNN so that the text representation is 

more effective and powerful.  CNN does not take into account the spatial information 

whereas CN does and that increases its power. The max pooling function used in CNN 

to extract the highest features is not efficient and results in reduced computational 

complexity. It has been replaced by Dynamic routing Algorithm that is very efficient in 

recognizing the spatial relationships and hence improving the classification accuracy. 

“Routing-by-agreement” proposed by Geoffrey Hinton helps in retaining the relevant 

information and features of the content and sends the features from lower-level to 

higher level only if the content is being matched [31]. 

Replacing the CNN by CN in the deep neural network text analysis model has increased 

the rating prediction accuracy and hence reducing the root mean squared error (rmse).  
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4.4 Why Deep Neural Networks for text analysis? 

 

In recent times, the research in deep learning has enhanced. It is being used in different 

domains such as computer vision, image classification, NLP, Recommender Systems, 

etc. They have improved the accuracy in different classification and regression 

problems. They are more complex to understand and take more time in training, but the 

results generated are more effective and precise. They perform better in extracting 

semantics from documents and hence, generating an effective text representation of 

documents [36]. As we saw Capsule Networks perform better than CNN, as they have a 

dynamic routing algorithm that simultaneously takes feedback from simple entities. 

Similarly, Bi-directional GRU is good at temporal modeling, that is, it stores 

information related to past and present. These neural networks are good in feature 

extraction and dimensionality reduction. Hence, we have proposed a dnn model for text 

analysis and generating the representation of items’ reviews and users’ reviews.  
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CHAPTER 5 

DEEP LEARNING ALGORITHMS 

 

In this chapter we have discussed the deep learning algorithms that are being used 

recently in NLP for text representation. We have applied varied DL algorithms and 

compared the accuracy of recommendations on varying the text representation 

algorithms.  

5.1 Convolutional Neural Network (CNN) 

CNN architecture has different layers for attribute extraction; they are convolutional 

layer, max pooling layer, activation layer and concatenation layer as shown in Figure 

5.1. The convolutional layer applies different size of filters on the window of words to 

bring out new features from the text. The kernels of different sizes, three, four, and five 

have been applied on the textual window. The features obtained from each filter are 

then passed through the max-pooling layer. The max-pooling layer draws out the 

maximum value from the feature map obtained [36]. Large number of features are 

obtained after applying the max-pooling are then concatenated together by applying a 

flatten operation. This converts a 2-d feature matrix into a 1-d feature matrix. The 

activation function hyperbolic tangent function is applied to incorporate non-linearity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5.1: CNN Layers 
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5.2 Long Short Term Memory (LSTM) 

 

LSTM is a modification of RNN which is commonly used in NLP tasks such as 

Sentence Classification. The simple RNN suffers from many drawbacks; Vanishing 

Gradient is one of them. The RNN is unable to retain long term memories. Hence, a 

variant of RNN, LSTM is introduced [26]. The carry, which acts as a conveyor belt is 

introduced in the RNN architecture. It is fed into the architecture. The carry is computed 

using the input, output and the previous carry. It is very much effective in learning long 

term memory. These networks are successful in learning the data for long periods of 

time. 

 

5.3 Auto-Encoders 

 

Auto-encoders are another special kind of unsupervised neural network architectures. In 

this neural network, the input given and output obtained is almost the same. They learn 

the low-level representation of the input data in an unsupervised manner. The 

representation generated is then again transformed back to original data. The auto-

encoders consist of three important components, Encoding, Latent-view, and Decoding. 

The encoding architecture takes the input and passes it through the reducing number of 

neurons to generate the low-level representation. The Latent View representation 

reduces the input to the lowest form and then preserves the information. It is then given 

to the decoding architecture, which is the same as the encoding part of the architecture 

but has the increasing number of neurons that generates almost similar input [31]. 
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CHAPTER 6 

EXPERIMENT AND RESULTS 

 

We have conducted the experiments on the two amazon datasets, one is “Amazon 

Instant Video (AIV)” and the other is “Apps for Android (AA)”. Both the datasets are 

taken from Amazon Product Reviews site (http://jmcauley.ucsd.edu/data/amazon/). This 

site contains reviews of different kind of products as well as metadata regarding the 

product. We have considered only the reviews and ratings of the products. We have 

taken 5-core datasets, in these 5-core datasets, the users and items have five reviews 

each. Table 6.1 gives a description of the datasets that have been used for 

implementation. The Rating is given from one to five to an item by a user. 

Table 6. 1: Description of the datasets 

Datasets Number of 

Users 

Number of 

Items 

Total 

Reviews/Ratings 

Rating Scale 

AIV(Amazon 

Instant Video) 

5,130 1,685 37,126 1-5 

AA (Apps for 

Android) 

87,721 13,209 752,937 1-5 

 

We have conducted the experiments on Google Colaboratory Notebook using GPU 

since the dataset is too large and deep learning models take time in training. We have 

calculated the RMSE and MAE for comparing the accuracy of different rating 

prediction models. We have also calculated the precision and recall for assessing the 

accuracy of recommendations. 

6.1 Different Evaluation Metrics 

The formulas used for different evaluation metrics is described here: 

MAE =  , | | /i j ij ijr r N −                       (6.1) 
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Where rij represents the actual rating, r’ij represents the predicted rating and N represents 

the count of samples. 

RMSE = square root (∑i, j (rij – r’ij)
 2) / N)                   (6.2) 

 

Precision and Recall are calculated to assess the accuracy of top-N recommendations, 

we have calculated these metrics for top-300 recommendations given to the users. 

Precision @ N = (# of recommended items @N that are relevant} / (# of recommended 

items @ N)                                                       (6.3) 

Recall @ N = (# of recommended items @N that are relevant) / (total #of relevant 

items)                                                                                                                           (6.4) 

6.2 Parameter Settings 

Different values that have been set for πp and πq are given in Table 6.2 and Table 6.3.

   

Table 6. 2:  Parameter Settings of πp and πq for rating prediction 

 AIV AA 

Models Πp Πq Πp Πq 

PMF 0.1 0.01 0.1 0.01 

ConvMF 10 1 10 10 

DRMF-Item 1 10 1 100 

DRMF-User 10 0.1 100 0.1 

DRMF 100 10 10 100 

CapsMF 100 10 10 100 

 

Where Πp = σ2 / σp
2 and Πq = σ2 / σq

2 

Also, parameters related to Capsule Layer are set accordingly for “CapsMF”: 

nc = 50 ; nr = 5 ; nd = 100 

Here, nc = number of capsules, nr = number of routings and nd = Capsule Dimension 

 

 

 

 



28 

 

 

 

Table 6. 3: Parameter Settings of Πp and Πq for ranking of items 

 AIV AA 

Models Πp Πq Πp Πq 

PMF 1 5 5 10 

ConvMF 0.5 5 10 1 

DRMF-Item 0.5 5 10 1 

DRMF-User 5 0.5 10 1 

DRMF 5 0.5 10 1 

CapsMF 5 0.5 10 1 

 

Where Πp = σ2 / σp
2 and Πq = σ2 / σq

2 

Also, parameters related to Capsule Layer are set accordingly for “CapsMF”: 

nc = 50 ; nr = 5 ; nd = 100 

Here, nc = number of capsules, nr = number of routings and nd = Capsule Dimension 

N = 300 for top-N recommendation 

6.3 Results 

 

The different values of evaluation metrics obtained on implementing the different 

models are shown in this section. The baseline models are PMF, ConvMF, DRMF-Item, 

DRMF-User, and DRMF as explained earlier in the related work. For the good results, 

we have averaged the results of five-folds in order to estimate the prediction and 

recommendation performance accurately. 

Below Table 6.4 shows the results of rating prediction performance of different models 

on AIV dataset in term of MAE and RMSE.  
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Table 6. 4: Rating Prediction Performance of different models on AIV Dataset 

Models MAE RMSE 

PMF 0.9627 1.2088 

ConvMF 0.7821 1.0378 

DRMF-Item 0.7419 1.0101 

DRMF-User 0.7325 0.9866 

DRMF 0.7190 0.9661 

CapsMF 0.7064 0.9593 

 

Table 6.5 shows the results obtained when rating prediction is implemented using 

different Models on AA dataset. Rating Prediction performance of different models is 

shown on the basis of MAE and RMSE respectively.  

Table 6. 5: Rating Prediction Performance of different models on AA Dataset 

Models MAE RMSE 

PMF 1.1829 1.4773 

DRMF-Item 1.0664 1.3763 

ConvMF 1.00683 1.2912 

DRMF-User 0.9638 1.2617 

DRMF 0.9071 1.1930 

CapsMF 0.8878  1.157 

The best values are shown in bold. 

According to the accuracy comparisons shown in the tables above, it can be concluded 

that CapsMF, the model described has shown improvement in terms of MAE and 

RMSE on the two datasets: AIV and AA. 

6.4 Graphical Analysis of Results  

 

Here, we have shown the ranking performance of different Models on the two datasets 

AIV and AA graphically in term of Precision and Recall. 

Below Figure 6.1 and Figure 6.2 graphically represent the top-300 recommendation 

performance of different Models on AIV dataset in term of precision and recall 

respectively.  
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AIV 

 

Figure 6.1: Top-300 ranking performance in terms of Precision 

 

 

 

AIV 

 

Figure 6.2: Top-300 ranking performance in terms of Recall  
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Figure 6.3 and Figure 6.4 show the results obtained while implementing the task of 

Top-N recommendations on AIV dataset in term of precision and recall respectively. 

Here, the value of N varies from 50 and ends at 300. 

It is noteworthy that there is not much gain in top-n recommendation performance.  

 

Figure 6.3: Top – N recommendation in term of Precision 

        

Figure 6.4: Top-N Ranking Performance in term of Recall 

We can observe in the charts above that the proposed approach “CapsMF” has shown 

better recommendation performance on AIV dataset. Both RMSE and MAE have 

smaller values than the baseline Models implemented. All the Models have been 

implemented on Google Colaboratory Notebook in Python using GPU for getting the 

results faster. Higher values of Precision and Recall prove that recommendation 

performance has improved over the baseline Models described in the related work. 
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Following are the graphical representations of the results obtained on “Apps for 

Android (AA)” dataset. Figure 6.5 shows the ranking performance of top-300 

recommendations in term of Precision graphically on the AA dataset. 

AA 

 

Figure 6.5: Top-300 recommendation performance in terms of Precision 

Figure 6.6 and Figure 6.7 graphically represents the ranking performance of items in 

term of Precision and Recall on AA dataset. The value of N in Top-N recommendation 

performance varies from 50 to 300. 

 

Figure 6.6: Top-N Recommendation Performance in term of Precision 
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Figure 6.7: Top-N Ranking in term of Recall 

 

Similarly, when the proposed approach “CapsMF” is implemented on Apps for Android 

(AA) dataset has shown improvement over the baseline Models on two different tasks, 

one of rating prediction and another, the ranking performance of items that is being 

recommended to the users. 

6.5 Performance Comparisons 

 

Above we have shown the results in the tables and analysis of the different models on 

rating prediction and top-n recommendations using column charts. As we can observe 

that CapsMF, the proposed deep neural network model for text analysis has shown 

better performance when integrated with MF Technique.  For the task of rating 

prediction on AIV dataset, CapsMF has shown improvement over PMF, DRMF-Item, 

DRMF-Use, and DRMF by 26%, 4.7%, 3.5%, and 1.7% respectively in term of MAE. 

In term of RMSE, CapsMF has improved over PMF, DRMF-Item, DRMF-User, and 

DRMF by 20.6%, 5.02%, 2.76%, and 0.7% respectively. 

For the task of top-n recommendation on AIV dataset, CapsMF has shown significant 

improvement when compared with the other models of similar type in terms of both 

precision and recall. We have chosen n = 300. It has improved by 1.6% when compared 

with PMF and 2.3%, 2%, and 0.8% improvement w.r.t DRMF-Item, DRMF-User and 

DRMF in term of Precision. Similar significant improvements have been observed in  

terms of Recall @ 300 on AIV Dataset. 
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When the task of rating prediction and top-n recommendation are implemented on 

“Apps for Android (AA)” dataset, significant improvements have been recorded. 

CapsMF has shown better rating prediction accuracy over the baseline models. It has 

outperformed the baseline models PMF, DRMF-Item, DRMF-User, and DRMF by 

25%, 16.7%, 7.8%, and 2.12% respectively in term of MAE.  Similarly, RMSE values 

have also been reduced when calculated on the models by 21.6% when compared with 

PMF, 15.9%, 8.29%, 3.01% when compared with DRMF-Item, DRMF-Use, and DRMF 

respectively. We can observe that the proposed model CapsMF has shown better results 

on a larger dataset, “Apps for Android (AA)”.  

6.6 Comparison of Deep Learning Algorithms 

In this section we have graphically shown the results obtained on varying the deep 

learning algorithms for text representation. We have shown how the recommendation 

accuracy gets affected if we use different combinations of neural network architectures 

for representing the text in the numerical matrix. We have used the AIV dataset to show 

the variation. On the basis of results obtained in Figure 6.8, we can conclude that the 

combination of Capsule Layer with GRU has shown good accuracy in rating prediction. 

 

Figure 6.8 : Comparison of Deep Learning Algorithms on Rating Prediction 
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Similarly, in Figure 6.9 and Figure 6.10, we have compared different DL agorithms in 

term of Precision and Recall.We can observe that the textual representation using 

Capsule Layer and GRU has shown good performance. 

 

Figure 6.9: Comparison Of DL algorithms in term of Precision 

 

 

Figure 6.10: Comparison of DL Algorithms in term of Recall 
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CHAPTER 7  

CONCLUSION AND FUTURE WORK 

 

In this research paper, we have addressed the limitations of CNN based document 

modeling approach as well as CNN and RNN based text representation approach. We 

have proposed a novel and powerful dnn text analysis model stacking Capsule 

Networks and Bi-directional RNN to generate the textual representation of users’ and 

items’ reviews integrated with PMF to improve recommendation performance. 

Experiments results have proved that exploiting ratings, items’ and users’ reviews have 

improved rating prediction accuracy and precision and recall of top-n recommendations. 

It can also be concluded that the proposed model, “CapsMF”, performs better on larger 

datasets as compared to smaller datasets. Both the users and items reviews have been 

considered to build the separate deep neural network for text analysis, hence, it has 

resulted in better recommendations to the users and also solves the cold-start problem in 

recommender systems. 

There are still certain limitations that come with Capsule Networks; one that has been 

observed while performing the experiments is capsule networks takes times in training. 

The advantage is it takes fewer data points in training as compared to CNN. 

In future works, we would refine the deep neural network for text analysis with new 

deep learning technologies getting discovered for analysis of text for getting a better 

representation of the text. We would apply the proposed model in different 

recommendation datasets and scenarios such as social recommendations [32], joint-

recommendation, group recommendation [33], etc. Other contextual information related 

to users and items such as images, tweets [34][35], metadata about products can be 

integrated with collaborative based filtering technique to enhance the personalized 

recommendations. 
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