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ABSTRACT 

 
Nonlinear control techniques are applied on two different mechanical systems namely 

two link robot manipulator and an inverted pendulum system to study the effect of the 

controllers on the tracking performance of the two system. A design of sliding mode 

control(SMC) for the position tracking of two link robot manipulator based on the 

sliding mode control technique and the Lyapunov stability theory is carried out to 

eliminate the perturbation and asymptotical stability can be achieved when the system is 

subjected to the sliding mode. A sliding mode control method based on RBF(radial 

basis function) neural network is addressed which has the capability of learning 

uncertain control actions shown by the several industrial robots. In RBFNN-SMC 

method the algorithm for tuning the parameters are extracted from the RBF function. 

The comparative study is done based on the evaluated parameters for the system. 

There are several practical applications like self-balancing robot, rocket propeller, 

Segway which are based on inverted pendulum. The control of inverted pendulum is 

carried out and a comparative analysis is made for the linear as well as the nonlinear 

model depending upon the two control techniques which are based on investigating the 

time, tracking error for obtaining the best performance for the inverted pendulum 

system. The implemented control techniques are the sliding mode control and the RBF 

neural network based adaptive sliding mode. Keeping the cart horizontal position and 

pendulum angle, to obtain the tracking performance the designed control law is 

subjected to different test signals and the results are shown for reduced chattering effect 

by using the above given controllers. A nonlinear SMC for position tracking control 

based on RBF neural network is also presented and the stability is given by the 

Lyapunov theorem. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 NON LINEAR CONTROL SYSTEM 

Non-linear control systems consist of at least one nonlinear component. All physical 

systems are inherently nonlinear in nature. The need to analyse the nonlinear systems 

arises from the fact that the principle of superposition on which linear control analysis is 

based, fails in the nonlinear case. The primary reason behind growing interest to analyse 

the nonlinear systems includes: improvement of linear control systems, analysis of non-

linearities and need to deal with model designs. 

Some common nonlinear system behaviour are listed below. It is important to know the 

main characteristics of nonlinear behaviour to just acknowledge whether these 

characteristics can be evaluated experimentally or in system simulations. The nonlinear 

systems are quite complex in nature. Since it does not follow the superposition principle, 

nonlinear systems reacts very differently to the external inputs and initial conditions from 

linear systems. The properties are given below: 

(a) These systems oftenly have more than one equilibrium point. In linear system 

stability is evaluated by looking that for any initial condition, the response/motion 

of a stable system should always converges to the equilibrium point. On the other 

hand nonlinear system can converge to one of the equilibrium point by 

considering one set of equation and then goes to infinity with another set of initial 

conditions. This represents that the nonlinear system’s stability depends on the 

initial condition but it also depends on the input value in the presence of a 

bounded external input. 

(b) Without external input, these system display some oscillations of fixed amplitude 

and fixed period. Such oscillations are called as limit cycle. 

(c) Nonlinear system may give a periodic output for a periodic input whose 

frequency can be harmonic or subharmonic of the input frequency. These 

nonlinear behaviour should be eliminated. 

(d) Nonlinear systems can show the jump resonance in its frequency response which 

is a form of hysteresis. 
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1.2 COMMON NONLINEARITIES IN CONTROL SYSTEM 

Some of the common nonlinearities are listed below: 

(a) Saturation 

(b) Deadzone 

(c) Backlash 

(d) On-off 

(a) SATURATION 

This is most commonly exist in amplifiers and actuators where the output changes 

linearly with the input but only valid for small range of inputs, if the amplitude of the 

input gets out of that range, the output shows the least variation and will settle around 

the maximum value. 

(b) DEADZONE 

In this nonlinearity, the system does not give response to the input until the input reaches 

a certain level and it also represents the situation in which output reaches zero after input 

exceeds a particular limiting level. The deadzone drastically affects the control system 

as it degrades the system performance as well as the accuracy of the system and this 

nonlinearity also destabilizes the system. 

(c) BACKLASH 

This finds its presence mainly in mechanical parts of control system. It possess multi 

valued nature. There can be two values present corresponding to each input. For example 

in gear trains, if the driving gear rotates at smaller angle than the gap, it can’t make driver 

gear to move. Also if it moves in reverse direction , then also the driver gear remain 

stationary. When the contact establishes between the two then only it starts moving. 

(d) ON-OFF NON-LINEARITY 

It is an intentional nonlinearity and is also an extreme case of saturation nonlinearity and 

basically occurs when the linearity range converges to almost zero. This type of 

nonlinearity can lead to chattering phenomena. 

 

1.3 ADVANTAGE OF STUDYING NON-LINEAR CONTROL THEORY 

There are several reasons cited for studying the nonlinear control theory like we know 

that the linear system only works for very small range when one needs to operate in a 

wide range, linear controllers failed to perform because it is difficult to compensate the 
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nonlinearities present. It also helps the designer to account for hard nonlinearities and 

uncertainties. There is also one more advantage to study such systems as this theory 

provides the design simplicity. 

 

1.4 NON LINEAR SYSTEM ANALYSIS 

It is difficult to analyse nonlinear systems because there is no universal technique that  

works for the analysis of all nonlinear systems. Since the direct solutions of nonlinear 

differential equations are generally difficult to find and frequency domain 

transformations do not apply so serious efforts have been made to develop appropriate 

tools for finding its solutions. There are many methods of nonlinear control system 

analysis as discussed below: 

1. PHASE PLANE ANALYSIS 

It is the method for studying the second order nonlinear systems. It solves the second 

order differential equation and display the result graphically as a family of motion 

trajectories on a two dimensional plan, called the phase plane, which allows to visually 

observe the motion patterns of the system. The disadvantage of this analysis is that it is 

only applicable to the systems which can be well approximated by a second order 

dynamics. 

2. LYAPUNOV THEORY 

This method is applicable to nonlinear control systems. The analysis of the stability of a 

nonlinear system using Lyapunov theory incorporates the idea to construct a scalar 

energy-like function(a Lyapunov function) and evaluates whether its decreases. The 

disadvantage of this method is to find the Lyapunov function for a given system. One of 

its application is the design of nonlinear controllers. It involves the formulation of a 

scalar positive definite function of the system state, and then choose a control law to 

make this function decrease. Thus the system designed by this will be guaranteed to be 

stable. This design approach has been used to solve complex design problems e.g., in 

adaptive control and in sliding mode control. 

3. DESCRIBING FUNCTIONS 

This method approximate the nonlinear components in nonlinear control system by linear 

equivalents and then use frequency-domain techniques to analyse the final systems. The 

accuracy of describing function analysis improves with the order of the system. Unlike 

Lyapunov technique in which trial and error search for Lyapunov function helps to 
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analyse the stability, describing functions application is straightforward for a specific 

class of nonlinear system. 

 

1.5 NONLINEAR CONTROL DESIGN 

There is no general method for designing nonlinear controllers. There are several 

alternative and complimentary techniques, each applicable to particular classes of 

nonlinear control systems.  

1. TRIAL AND ERROR 

It uses the analysis tools to guide the search for the controllers. The phase plane method, 

describing function method, and the Lyapunov analysis can be used for this purpose. It 

fails for complex systems. 

2. FEEDBACK LINEARIZATION 

In this method, we transform a nonlinear system into linear system using feedback, and 

then use linear design techniques to complete the control design. It is applicable to many 

nonlinear systems. 

3. VARIABLE STRUCTURE SLIDING MODE CONTROL 

In model based nonlinear control, the control law is designed based on the nominal model 

of the physical system. In variable structure sliding mode control, the controller is 

designed based on both the nominal model and its uncertainties. 

4. ADAPTIVE CONTROL 

It deals with time varying systems. Adaptive control technique mainly applies to system 

with known dynamic structure but unknown constant. Adaptive controllers are inherently 

nonlinear in nature. 

5. GAIN SCHEDULING 

This involves application of linear control methodology to the control of nonlinear 

systems. Gain scheduling selects number of operating points and then at each operating 

point, a linear time invariant approximation to the plant dynamics is done. The 

parameters of the compensators are interpolated between these operating points and 

results in a global compensator. 

6. INTELLIGENT CONTROL 

Intelligent control takes advantage of computational structures like fuzzy systems and 

neural networks. Intelligent control is largely rule based because dependencies involved 

are complex in nature. Fuzzy system has the ability to quantify linguistic inputs and give 
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approximation of complex system input output rules. Intelligent control incorporates the 

crucial aspects of biological intelligence. On the other hand, the neural network has the 

ability to learn from its data. Thus the intelligent control is a promising method for future 

control of many nonlinear systems. 

 

1.6 NON LINEAR MECHANICAL SYSTEMS 

1.6.1 ROBOT MANIPULATOR 

A robot manipulator is an electronically controlled mechanism that performs tasks by 

interacting with its environment. They are also stated as robotic arms. An industrial 

robot consists of a robot manipulator, power supply, and controllers. They have sections 

like robot arm and body which have different functions. Robot manipulators are 

extensively used in industries. It involves dealing with the places and alignments of its 

numerous segments that make up the manipulators. Industrial robots perform several 

tasks like picking and dropping objects at desired locations and can imitate the human 

like tasks if programmed properly and do the work with the help of fully functional 

robotic arm. These robotic arms are called as the robotic manipulators. Manipulators are 

made up of an assembly of links and joints. Links are defined as the rigid units that make 

up the mechanism and joints are defined as the connection between two links as shown 

in figure 1.1. 

 

Figure 1.1 A two link robot manipulator 

https://www.robots.com/robots
https://www.robots.com/robots
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Robot manipulators are driven by electric, hydraulic, or pneumatic actuators, which 

apply torques at their joints. The dynamics of a robot manipulator describes the robot 

movement in response to the actuator forces. If we assume that the actuators do not have 

the dynamics of their own then we command arbitrary torques at the joints of the robot. 

This helps us to study the mechanics of robot manipulators without knowing about the 

details of how the joints are actuated on a specific robot. A set of nonlinear, second-

order, ordinary differential equations gives the dynamic behaviour of robot which relies 

on the kinematic and inertial properties of the robot. These equations can be derived by 

summing all the forces acting on the robot. This technique has a great advantage of 

requiring only the kinetic and potential energies of the system to be calculated, and hence 

tends to be less susceptible to error than summing together the inertial, centrifugal, 

actuator, and other forces acting on the robot’s links. It also allows us to determine and 

exploit the structural properties of the robot dynamics. Once the equations of motion for 

a manipulator are known, the inverse problem can be preserved: the control of a robot 

manipulator requires finding actuator forces which makes the manipulator to move along 

a specified trajectory. If we have a perfect model of the dynamics of the manipulator, we 

can find the appropriate joint torques directly from its model. Practically, we must 

strategize a feedback control law that can updates the applied forces in response to 

deviations from the chosen trajectory. To make the system to converge towards the 

desired trajectory under given initial condition error, modelling faults and sensor clatter  

There are ways to solve the problem of robot dynamics. The first method known as joint 

space control and it involves the technique to convert a given task into an anticipated 

path for the joints of the robot. A control law is used to evaluate the joint torques which 

makes the manipulator to trail the specified trajectory. A different method is to transform 

the dynamics into the task space and then the control law is written in relation with the 

end effector location and alignment. This approach is termed as the workspace control. 

If the robot is in touch with the surroundings then it is really difficult to determine its 

position, speed and orientations. So we have to control not only the location of the end-

effector but also the forces it put on against the environment.  

Industrial robots are programmable electronic machine. There main usage are in 

industries for manufacturing. These robots are automated and are highly capable of 

moving on three or more axis. It has few human-like attributes that look like the human 

bodily structure. The robots also retort to sensory signals as human responds to them. 

Anthropomorphic characteristics of robot manipulator like mechanical arms are used for 
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numerous industrial tasks. Sensors permits the robots to communicate and interact with 

machines and to yield simple decisions. Some of the advantages of robots are given 

below: 

(a)Robots are the best alternative to be used at hazardous places where human can’t 

reach. 

(b)The performance of robots is consistent and also it possesses repeatability which is 

difficult for human beings. 

(c)We can reprogram the robots so that it can perform a different task when equipped 

with proper tools. 

(d)The property of robots interconnection and wireless control technologies in robots 

increases the efficiency and productivity of robot industry. 

 

1.6.1.1 ROBOT COMPOSITION AND RELATED ATTRIBUTES 

Joint and link 

An industrial robot consist of a series of joints and links. Robot anatomy is the study of 

diverse joints and links and various other features of the manipulator's physical buildings. 

A robotic joint provides the relative motion between two links of the robot. Each joint 

provides a given degree-of-freedom (dof) of motion. Mainly, only one degree-of-

freedom is linked with each joint. Therefore the complexity of a robot is determined by 

the total number of degree of freedom it possesses. Each joint is associated to two links, 

an input link and an output link. Joint delivers controlled relative motion between the 

input link and output link. A robotic link is the rigid section of the robot manipulator. 

Most of the robots are straddling upon a motionless base, such as the floor. From this 

stationary base, a joint-link numbering scheme may be documented and is shown in 

Figure 1.2. The robotic base and its joining with the first joint are termed as link-0. The 

very first joint in the sequence is joint-1. Link-0 will be the input link for joint-1, while 

the output link from joint-1 will be link-1—which tends to joint-2. hence link 1 

eventually becomes the output link for joint-1 and the input link for joint-2. The above 

given joint-link-numbering scheme is further trailed for all joints and links in the robotic 

systems. The joints in the robots are really helpful in the robot movement and basically 

provides a relative motion between the connected two parts. This schemes gives the 

assembling of the outer components of the robot like arm, wrist and the body of the robot. 

The schematic diagram of the given joint link scheme is given in the figure 1.2 which  

clearly shows the interconnections of one link to the another. 
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Figure 1.2 Joint-link scheme for robot manipulator 

All industrial machine robots have numerous mechanical joints that can be classified into 

following types:  

                      

 

         (a) Linear joint                                                                      (b) Orthogonal joint 

 

                                                                 

      (c) Rotational joint                                                                            (d)  Twisting joint 

 

 

(e) Revolving joint 

Figure 1.3 Types of joints 
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Robotic joints are classified into five types given in the figure 1.3 

(a) Linear joint (type L joint) 

The relative movement between the input and the output link will be translational motion 

and the axes of both the links should be parallel. 

(b) Orthogonal joint (type U joint) 

This also depicts a translational sliding motion, but the input and output links lie 

perpendicular to each other during the movement. 

(c) Rotational joint (type R joint) 

This provides relative rotational motion, with the rotational axes be perpendicular to the 

axes of the input link and output links. 

(d) Twisting joint (type T joint) 

This joint also includes rotational motion, but the axis of rotation is parallel to the axes 

of the both links. 

(e)  Revolving joint (type V-joint) 

In this type, input link axis is parallel to the rotational axis of the joint. And the output 

link axis is perpendicular to the axis of rotation. 

 

1.6.1.2 DRIVE SYSTEMS 

Basically there are three types of drive systems that are usually used to actuate robotic 

joints which are electric, hydraulic, and pneumatic drives. Electric motors act as the 

prime movers in robots. Servo-motors or steeper motors are extensively used in robotics. 

Hydraulic and pneumatic drive systems like piston-cylinder, rotary vane actuators are 

castoff to achieve linear motions, and rotary motions of the joints respectively. 

Pneumatic drive is frequently used for smaller, simpler robotic application while electric 

and hydraulic drives have applications for more learned industrial robots. Electric drives 

are usually preferred in commercial applications nowadays due to the advancement in 

technologies. They are also having compatibility with computing systems. Hydraulic 

systems apart from having less flexibility as compared with electrical drives, are 

commonly used when larger speeds are desired. These system are generally working to 

carry out heavy duty operations using robots. 

The combination of this drive system, sensors used, and feedback control system governs 

the dynamic response characteristics of the robot manipulator. In robots, speed usually 

referred to as the absolute velocity of the robot manipulator at their arm. The system can 
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be programmed into different sections so that different portions of this work cycle are 

carried out at different velocities. Acceleration and deceleration controls are also crucial 

factors, particularly in a confined work space. Manipulator’s capabilities of switching 

control between the velocities is beneficial. Other key factors involves the weight (mass) 

of the article being manipulated, and the precision that is essential to locate and position 

the article suitably. All of these factors are collected under the concept ‘speed of 

response', which is well-defined as the time required for the robot manipulator to move 

from one point in space to the next one. Production rate can be altered by this 

phenomenon of speed of response as this affects the robot’s work cycle time. The amount 

of overshoot and the oscillations happening in the robot motion at their arms gives the 

stability of the system to move towards the next programmed location. If the rate of 

oscillations are more, it will lead to greater instability and hence lead to greater response 

time for a robotic system. 

Another important factor is load sharing capacity which can be evaluated by weight of 

the gripper used to hold the items. A heavy gripper sets a greater load on the robotic 

manipulator along with the object mass. Commercial robots have the capacity to carry 

loads of up to 1000 kg, while medium-sized industrial robots can lift up to 45kg. 

 

1.6.1.3 DEGREE OF FREEDOM 

The number of degree of freedom is the number of independent variables required to 

completely identify its configuration in space. 

The number of degree of freedom is calculated as: 

                            𝑛 = 𝑎(𝑛 − 1) − ∑ (𝑎 − 𝑓)𝑘
𝑖=1                                                              

where n is the number of links, k is the number of joints, f is the number of degree of 

freedom of ith joint and a is 3 for planar mechanism and 6 for spatial mechanism. 

 

1.6.1.4 ROBOT CONTROL SYSTEM 

Robotic system are extensively used nowadays in smart manufacturing industries. 

Earlier, there was a stiff mechanism of controlling the robots joint by a SISO system. 

The control of manipulators can be classified as follows: 

1. Linear control  

2. Feedback or closed loop control 
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Figure 1.4 Block diagram of robot control system 

 

The figure 1.4 shows the block diagram for the robot control system. In linear control of 

manipulator, the initial and the final location of the end effector will serve as the input 

which one can determine through the transformation matrices. In joint space, inverse 

kinematics computes the desired location. The control system commands the actuator 

based on the servo error produced by the reference value and the sensor measurements. 

Linear techniques can only be useful if the system can be easily modelled by the 

differential equations mathematically. These methods are the approximate methods and 

hence the use of such linear controllers are not reasonable. 

While in feedback or closed loop control system, the servo error is evaluated between 

the actual and required locations and velocities respectively. The torque is then computed 

to reduce this error. There are few requirements before implementing this technique such 

as system should be stable and also the performance should be satisfactory. 

 

Figure 1.5 Robot control architecture 
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The above figure 1.5 shows the robot control architecture which consist of controllers 

for each joint as well as the manipulator joints model. The manipulator problem is multi 

input multi output problem with each joint controlled independently. Nonlinear control 

strategies are hence used to overcome the model uncertainties.  

 

1.6.2 INVERTED PENDULUM 

A simple pendulum having a bob which is hanging from a rigid support called as pivot 

is stable if it is motionless and is said to be at equilibrium position and hence there will 

be no torque applied on the system but if it is disturbed from its original position and 

given a drift, a restoring torque start applying at it which tend to make it to come to its 

equilibrium position. But if we consider a pendulum in inverted position supported on a 

rigid surface like a wagon/cart directly above it at an angle of 180 degree from its stable 

position is considered to be as a unstable point. There is no torque initially but if it is 

displaced a bit from this position, a gravitational torque start acting that will accelerate 

the system away from its equilibrium position and the pendulum can easily fall over. A 

feedback control system is required to stabilize it which records its angle and the drifts 

the position of the point sideways to make it stable. 

An inverted pendulum can move only in one dimension. Inverted pendulum is inherently 

an unstable system. To keep this system intact and stable, force should be applied. Proper 

theory is needed to achieve this. It is one of the most difficult system to control 

considering the subject of control engineering. Inverted pendulum is selected as the 

system because of few reasons which are: the most common and available system for 

laboratory usage and also a nonlinear system, which can be considered as a linear system, 

without considerable error, for a wide range of variation. For controlling an inverted 

pendulum system, there are several tasks to be accomplished which are divided into 

stages like the inverted pendulum must be modelled first and then operations are carried 

out for the wide range. Inverted pendulum closed loop response is uncompensated and 

hence analysed with the help of root locus plot. A controller is designed for it and then it 

has to be simulated in MATLAB as done in this project by applying two techniques for 

proper tuning and verification work. The controller hence designed is applied on the 

physical model of inverted pendulum.  

An inverted pendulum is an unstable system with only one input signal and many output 

signals so we need a feedback for stabilizing it. The figure 1.6 shows an unstable inverted 

pendulum model in which the cart is desired to move in the x direction without the 
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pendulum mounted on it falling. A dc motor is used to move the wagon, also the position 

of the cart and the angle of the pendulum is given as feedback parameters to the control 

system. 

 

Figure 1.6 An inverted pendulum mounted on a cart 

Figure 1.6 shows an inverted pendulum model mounted on a cart. A mathematical model 

of the system has been developed, giving the angle of the pendulum resulting from a 

force applied to the base. Setup Description The inverted pendulum is mounted on a 

moving cart. A servomotor is controlling the translation motion of the cart, through a 

belt/pulley mechanism. That is, the cart is coupled with a servo dc-motor through pulley 

and belt mechanism. The motor is derived by servo electronics, which also contains 

controller-circuits. A rotary-potentiometer is used to feedback the angular motion of the 

pendulum to servo electronics to generate actuating-signal. Controller circuits process 

the error signal, which then drives the cart through the servomotor and driving pulley/belt 

mechanism. To-or/and-fro motion of the cart applies moments on the inverted pendulum 

and thus it keeps the pendulum upright. 

For designing this nonlinear mechanical system, we need majorly four components: (1) 

the cart, (2) the pendulum (3) the track, and (4) the procedure to move that cart. The 

above given should meet certain requirements which are given as follows: 

(a)The motion of the card must be limited to one DOF which lies in the horizontal 

plane. 

(b)The motion of the inverted pendulum needs to be limited to only 1 DOF among  

which one should match with one of the DOF of the cart. 
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(c)The friction that inhibits the motion between the cart and the pendulum should be 

reduced as much as possible. 

 

1.7 MOTIVATION 

There are discrepancies between the actual system and the model designed for the 

controller in the formulation of almost every control problem. This may be due to the 

variations in system’s parameters, unmodelled system dynamics or due to complex plant  

behaviour approximation by a simple model. So it is important to look after the real-

world applicability of the designed controller so as to maintain the desired performance 

level. This has led my interest in developing the robust control techniques to solve the 

nonlinear control problems like two link robot manipulator and an inverted pendulum 

system. Sliding mode control method is one of the best to solve such problems. There is 

also a need for systematic design methodologies for stable control system using the 

neural network and a appropriate number of NN function can model any nonlinear 

function and reduce the modelling error and try to make it small. Discontinuous 

nonlinearities can also be modelled by using neural technique. 

The sliding mode technique provides the better performance as it can be applicable to 

wide range of systems and is also insensitive to parameter variation so we make use of 

this technique to linearize two nonlinear systems and also applied neural network 

compensation technique as it can reduce the modelling error. 

 

1.8 OBJECTIVE OF THESIS  

(a)To give the basic idea about modelling of two nonlinear mechanical system-a two link 

robot manipulator and an inverted pendulum system. 

(b)To understand mathematical modelling and state space representation for the 

manipulator and inverted system. 

(c)To study the sliding mode controller and also analysis the stability of the nonlinear 

system through Lyapunov theory. 

(d)To use two different techniques to evaluate and also improve the system’s 

performance which are sliding mode control technique and use of RBF as compensation 

technique. 

(e)To give the best method for eliminating the chattering phenomena which occurs in 

nonlinear mechanical system by the use of appropriate controllers. 
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(f)To provide advanced sliding mode control design methods for two link robot and an  

inverted pendulum system. 

(g)To provide neural network control design methods for implementing the structure of 

robot manipulator and inverted pendulum. 

(h)To provide advanced controller design method using NN technique and deduce their 

stability. 

 

1.9 LITERATURE REVIEW  

Sliding mode control has been the vast topic for research in the field of control 

engineering. This section discuss some previous research work and development of 

controllers for the two link robot manipulator and an inverted pendulum. Extensive 

research work has been done on sliding mode control of the system as well as the 

integration of compensation technique with this control methodology.[1] It is shown that 

the adaptive sliding mode control to control a 2 link robot manipulator having uncertain 

parameters. An adaptive algorithm is used which is based on the sliding mode control 

concept to ease the chattering phenomena. Lyapunov stability is applied to achieve the 

stability of robot manipulator system. Controller scheme proposed in that assures 

robustness and attain good trajectory tracking performance.[2] A sliding mode control 

for a MIMO system has been given which has major uncertainties and also strong 

coupling features. Lagrange equations developed the mathematical model for the 

inverted pendulum system in this paper and the speed of the pendulum bar is estimated 

through the state observation and the estimation of the speed of wagon. The stability here 

also is determined by the Lyapunov theory. [3] The dynamic model and the terminal 

sliding mode control for two link robot manipulators. Lagrangian method is used to 

derive the closed loop dynamic equations for the robot manipulators. This technique has 

been used to design the controller. This technique gives the output tracking error to 

converge at zero in a given period of time.  [4] A radial basis function network with SMC 

is designed for the link positions of two link robot manipulator. The learning techniques 

has degrades its transient performance also This neural technique uses the curve fitting 

mode to get nonlinear mapping. A sliding mode effectively used to eliminate the 

nonlinearities and has given a fast response but this control created chattering. The 

Lyapunov and the back propagation algorithm creates switch gain and an update law 

respectively.[5] The neuro SMC is designed for an inverted pendulum based on the RBF 

technique and stability is given by the Lyapunov theory .[6] A second order sliding mode 
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control is given for the model of inverted pendulum and second order algorithms are 

applied on two systems for ensuring the robustness against variation in parameters, errors 

in modelling the system and external disturbances by eliminating the chattering 

phenomenon. This piece also deals with discrete system, the first controller controls the 

nonlinear single input single output systems and the second discrete controller eliminate 

the chattering effect. Also the controller are unaffected by the disturbances, hence this 

approach is applied on inverted pendulum.[7] When the input is unknown, a neural 

network is used for decoupled sliding mode control. The whole model of inverted 

pendulum is divided into two subsystem which is second order type and two sliding mode 

will be designed in which the first one includes a variable related to second one and then 

a terminal sliding mode is incorporated in both system . Finally, for both the system, a 

terminal mode sliding mode control is applied.[8] The designing of balance control for 

an inverted pendulum system which consist of a wagon, linear motor and a pole. The 

wagon on which it is mounted is driven by linear motor. The objective of the paper was 

to balance it upright on the wagon for which second order sliding mode control is used 

to design a control law. Also, LQR is used for comparison and first order sliding mode 

is there for stabilising the control law for the given system. 

[23]Computational abilities of networks are made of  models of neurons  and was 

developed in the 1940s, neural network techniques saw great improvements and 

developments. [25] Neural Networks are being applied in many fields such as learning, 

pattern recognition, signal processing and system control. The major advantages this 

parallel structure, learning ability, non- linear function approximation, fault tolerance. 

This benefits make a wide range of applications. [26]] The major applications falls into 

three major categories Pattern classification, Prediction and financial analysis, and 

Control and Optimisation. [27]Real-world applications have many nonlinearities, un-

modeled dynamics, unmeasurable noise, multi-loop, etc., which creates problems to 

implement control strategies.  [28] Past decades have seen development of new control 

strategies and has been  based on modern and classical control theories. Control theory 

nowadays have shifted from classical control theory.[29] Conventional design methods 

for controllers for a MIMO plant like a multi-joint robot  require minimum knowledge 

of the structure and accurate mathematical model of the plant. [20] The values of many 

parameters of the model also need to be precisely known to accurate implementation.[30] 

Neural networks  can learn the forward and inverse dynamic behaviors of complex plants 

online, offer alternative methods of realizing MIMO controllers capable of adapting to 
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environmental changes. [31] The design of a neural network-based control system  does 

not require any prior knowledge about the plant. The concept of back-propagation (BP) 

neural network and RBF neural network have  boosted the development of neural control 

[32] For example, there are many  neural control approaches have been developed with 

BP neural network. The study of adaptive nonlinear control systems with RBF universal 

function approximation has been widely used.[33] The RBF network adaptation 

improves the control performance against large uncertainty of the system. The adaptation 

law can be derived by Lyapunov method which guarantees the stability of the system. 

RBF neural networks were recognized in 1988 [35], and have  drawn much attention due 

to their optimum generalization ability and simple network structure that avoids 

unnecessary and lengthy calculation. [36] . Research from the past shows that universal 

approximation theorems on RBF has shown that any nonlinear function over a compact 

set with arbitrary accuracy can be approximated by RBF neural network.[38] RBF neural 

network has three layers: the input layer, the hidden layer, and the output layer. [39] 

Neurones forms the hidden layer and are activated by a radial basis function. [40]The 

control of multi-input multi-output (MIMO) plant is  a peculiar  problem when the plant 

is nonlinear and time varying . [41]MIMO plant posses dynamic interactions between 

the plant variables. A robot manipulator is an example of one such system.[42]Robot 

manipulators are very important in the field of flexible automation as they have been 

widely used for increasing productivity and reduce losses. A lot of research effort is been 

made to design their controller. [43]To achieve desired trajectory tracking and good 

control performance, a number of control schemes have been developed. [44]Computed 

torque control is one of such schemes, which is based on the exact cancellation of the 

nonlinear dynamics of the manipulator system. [45]The payload of the robot manipulator 

varies during its operation and is not known advance. To face such problems, adaptive 

control strategies for robot manipulators have been developed. 

Now, we are going to implement adaptive sliding mode control on two underactuated 

mechanical systems. RBF neural network with adaptive sliding mode control technique 

has also been applied on two link robot manipulator and one link inverted pendulum 

system to improve their tracking performances as well as these techniques will help to 

reduce model uncertainties and external disturbances. 

 

 



P a g e  | 18 

 

CHAPTER 2 

SLIDING MODE CONTROL AND NEURAL NETWORK 

ANALYSIS 

 

2.1 SLIDING MODE CONTROL 

Sliding mode control deals with the problem of model uncertainties as these uncertainties 

can have strong adverse effects on nonlinear control systems. A major approach to deal 

with the model uncertainly is adaptive control and another approaches which can be used 

to solve the control problems includes the sliding mode techniques. These techniques are 

generating greater interest nowadays. Discrepancies may occur between the actual plant 

and the mathematical model established for the controller design. Various factors may 

be responsible for this mismatch. The engineer’s role is to ensure required performance 

levels for the system instead of such mismatches. A set of robust control methods have 

been developed to eliminate any error. One such method is sliding mode control 

methodology(SMC). This is a specific type of variable structure control system (VSCS). 

SMC has been used for several systems including nonlinear system, multi-input multi-

output(MIMO) systems, discrete-time models, large-scale and infinite-dimension 

systems, and stochastic systems. SMC is completely insensitive to parametric 

imprecisions and external disturbances during sliding mode. VSC uses a high-speed 

switching control law to accomplish two objectives. Firstly, the nonlinear plant’s state 

trajectory is taken onto a specified and user-chosen surface in the state space which is 

called the sliding or switching surface. This is called as the switching surface because a 

control path has a unique gain if the state trajectory of the plant is “above” the surface 

and a different gain if the trajectory falls “below” the surface. Secondly, it keeps the 

plant’s state trajectory on this surface for all consequent times. During this process, the 

control system’s structure changes from one to another and thus given the name variable 

structure control(VSC). The control is also named as the sliding mode control to 

accentuate the importance of the sliding mode. Sliding mode controller can stabilize the  

trajectory of a system. 

In sliding mode control technique, the system is designed to drive and then compel the 

system state to stay within a neighbourhood of the switching function. Its main 
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advantages includes (1) the dynamic behaviour of the system may be well fitted by the 

specific choice of switching function, and (2) the closed-loop response becomes totally 

impervious to a specific class of uncertainty. Also, the capability to stipulate the 

performance directly makes sliding mode control attractive from the design viewpoint. 

System’s trajectory can be stabilized by a sliding mode controller. The system states 

“slides” along the line s=0 after the initial reaching phase. Particular s=0 surface is 

selected because it has desirable reduced-order dynamics.  

Now since, 

                                                             s=cx1+𝑥1̇, c>0                                                                (2.1) 

the above surface corresponds to the first order linear time invariant system given by: 

                                                              𝑥1̇ = −𝑐𝑥1                                                                    (2.2) 

In practice there will be high frequency switching and this high frequency motion is 

called as the chattering effect which means that the states are continuously crosses the 

surface and ideally no sliding mode occurs. This effect can be reduced by using various 

techniques like nonlinear gain, dynamic extensions, higher order sliding mode control. 

Sliding mode control is a nonlinear control method which changes the dynamics of a 

nonlinear system by the multiple control structures that are designed so as to guarantee 

that trajectories always move towards a switching condition. Therefore, the final 

trajectory will not exist entirely within one control structure. The state-feedback control 

law is not a continuous function of time. Instead, it switches from one continuous 

structure to another based on the current position in the state space. Hence, sliding mode 

control is a variable structure control method(VSC). 

Control structures are designed so as to ensure that trajectories will always move towards 

a switching condition. Therefore, the ultimate trajectory will not exist completely within 

one control structure. Instead, the ultimate trajectory will slide along the boundaries of 

the control structures. The motion of the system as it slides along these boundaries is 

termed as a sliding mode and the geometrical locus consisting of the boundaries is called 

the sliding (hyper) surface.  

To force the trajectories of a dynamic system to slide along the constrained sliding mode 

subspace the sliding mode control technique uses practically infinite gain. Control 

trajectories which are obtained  from this reduced-order sliding mode have some  

desirable properties (e.g., the system naturally slides along it until it comes to rest at a 

desired equilibrium). The main strength of sliding mode control is its robustness. It need 

not be precise and will not be sensitive to parameter imprecisions because the control can 
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be as simple as a switching between two states. Since the control law is not a continuous 

function, the sliding mode can be reached in finite time (i.e., better than asymptotic 

behaviour). 

There are two steps in the SMC design. The first step is to design a sliding surface so that 

the plant restricted to the sliding surface has a desired system response. The second step 

is constructing a switched feedback gains necessary to drive the plant’s state trajectory 

to the sliding surface. These constructions are built on the generalized Lyapunov stability 

theory. 

 

2.2 SLIDING MODE CONTROL ALGORITHM 

Our main objective is to regulate a dynamic system which is subjected to the plant 

parametric uncertainties and nonlinearities. A controller helps a system to reach and 

subsequently remain on a predefined surface called the sliding surface within the state 

space. The motion of the system while it is confined to the surface is called the sliding 

motion. The benefit of obtaining this motion is that there will be reduction in the order 

of the system and also the sliding motion is not affected by the variations in the parameter 

of plant. The latter property makes this an attractive methodology for designing the 

robust control for several uncertain systems. 

The design approach consist of mainly two steps: 

(a) Designing of sliding surface in the state space so that the reduced order sliding 

motion satisfies the specifications applied on the system. 

(b) Synthesis of control law such that the trajectories of closed-loop motion are 

directed towards the sliding surface. 

A variable structure control law used for the closed loop dynamical behaviour obtained 

has two distinct types of motion. The initial phase is termed as the reaching phase which 

occurs while the states are driven towards the sliding surface. This type of motion is 

affected by the external perturbations. This is eliminated only when the states reaches the 

surface and become insensitive to the uncertainties. If in the neighbourhood of sliding 

surface, the state velocity vectors are directed towards the surface then there exist a 

sliding surface. The sliding mode can be best understood by the figure (2.1) which shows  

a sliding surface, reaching phase and the sliding phase. 

Sliding surface is one where the trajectory reaches and stays for the remaining period of 

time.  
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Figure 2.1 Sliding mode phases 

 

A hyper surface  

S:𝜎(𝑥1, 𝑥2, …… , 𝑥𝑛)=𝜎(𝑥) = 0 

is attractive if 

(a) Any trajectory starting on the surface stays there only 

(b) and any trajectory starting from outside the surface directs at it asymptotically.  

Reachability condition that ensure the motion state trajectory x(t) of single input system 

is given below: 

                                                            �̇� = 𝑓(𝑥, 𝑢, 𝑡)                                                                  (2.3) 

Now we know 𝜎 = 0 on either side of sliding surface so we have  

                                                         lim
𝜎→0+

�̇� < 0; lim
𝜎→0−

�̇� > 0                                                (2.4) 

The above two equations combined together to give 

                                                                           𝜎�̇� < 0                                                                   (2.5) 

in the neighbourhood of sliding surface i.e. 

                                                           lim
𝜎→0

𝜎
𝑑𝜎

𝑑𝑡
< 0                                                                       (2.6) 

The trajectory will remain on the hyper surface S for all the time so we require  

                                                         
𝑑𝜎

𝑑𝑡
= (

𝑑𝜎

𝑑𝑥
)

𝑇

�̇� = 0                                                  (2.7) 

So if the reachability condition gets satisfied globally and since 

                                                          
1

2

𝑑

𝑑𝑡
𝜎2 = 𝜎�̇� < 0                                                              (2.8) 
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which gives 

                                                                V(𝜎)=
1

2
𝜎2                                                           (2.9) 

This is the Lyapunov function for 𝜎(𝑡). 

 

2.3 LYAPUNOV FUNCTIONS FOR NONLINEAR SYSTEMS 

Lyapunov’s direct method centres around the choice of a positive definite function V(x), 

called the Lyapunov function for the determination of the stability. There is no universal 

method for selecting the unique Lyapunov function for a specific nonlinear system. Some 

Lyapunov functions provides a better result than the other ones. For the systematic 

construction of the Lyapunov functions, there exists several techniques and each one of 

them is applicable to a particular class of systems. If we are unable to find out the 

Lyapunov function then it does not mean that the system is unstable. Also, if a certain 

Lyapunov function gives stability for a specified parameter region then it does not 

necessarily means that if it leaves that region then it will result in system instability. 

There is no general method which will tell us whether the given V-function is positive 

definite. Despite of all its shortcoming, it is the most powerful method to determine the 

stability of the nonlinear system. There are several methods for building the Lyapunov 

functions like krasovskiis method and the variable gradient method. 

 

2.4 LYAPUNOV STABILITY 

The Lyapunov stability analysis is based upon the concept of energy and also depends 

on the relation of stored energy with the stability of system. But in general there is no 

way of relating the energy function with the given set of equations which describes the 

system. There is no uniqueness about the total energy of the system which associates 

with the system stability. There are scalar functions present which describe this relation 

and this ides is given by the mathematician A.M Lyapunov. The scalar functions are 

known as the Lyapunov Function and the method used for evaluating the stability of the 

control system is known as the Lyapunov’s direct method. Following are some of the 

scalar functions which are described as the follows by the Lyapunov direct method. 

Based on these functions, stability can be evaluated. 

(a)Positive Definiteness of Scalar Functions :V(x) which is a scalar function is said to be  

positive definite in the region ||x||≤k if V(x)>0 at all the points of the region except  
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origin since it is zero at origin. 

(b)Negative Definiteness of Scalar Functions: V(x) which is a scalar function is said to 

be negative definite if [-V(x)] is positive definite. 

(c)Positive Semi definiteness of Scalar Functions: V(x) which is a scalar function is said 

to be positive semidefinite in the region ||x||≤k if its value is positive at all points of the 

region and at origin too. 

(d)Negative Semi definiteness of Scalar Functions: V(x) which is a scalar function is said 

to be negative definite if [-V(x)] is positive semidefinite. 

 

2.5 INTELLIGENT CONTROL  

There are machines having human like capabilities that can perform human functions 

with better efficiency like robots are used in manufacturing, mining, space and 

agriculture etc. In recent times, intelligent systems that matches human intelligence is the 

biggest topic of research. Human mind comprises of many robust attributes with complex 

sensory, emotional  and complex thought processes. Hundred billions of biological 

neurons in our central nervous system plays an important role in this. The central nervous 

system takes information from the external world through our sensory organs and 

accumulate all the information and deduce through cognitive computing. But these 

processes are extremely complex in nature. So the subject of intelligent system provides 

an amazing platform to incorporate these information and provides the best mathematical 

solution for the emulation of higher order cognitive functions. 

 

2.6 SOFT COMPUTING TECHNIQUES 

The most commonly used method for control design is based on the mathematical models 

which are derived from physical laws. It provides a set of equations that represents the 

interrelation between the quantities and their relation with the external inputs. There are 

several equations like algebraic, differential, difference, integral etc. When these 

equations can be solved easily within a certain time limit at a reasonable cost and with a 

certain accuracy then there is no need for any alternative technique. But if any one of the 

condition fails, we need other methods to solve the control problems. The principle of 

soft computing techniques based on the idea of exploiting the tolerance for imprecision, 

uncertainty to achieve the robustness. There are many control problems like recognition, 

computer graphics, robot coordinates etc that does not uses the classical hard computing 



P a g e  | 24 

 

since they don’t not need precise solutions. The core methodologies of soft computing 

are: fuzzy logic, neural network etc. Neural network has no need for the availability of 

human solutions but the network can be trained through exemplification. It involves the 

use of an algorithm for obtaining best solution in a huge solution space. No single 

technique is enough for computing the best results i.e. they work in synergy to have the 

best possible solution for a control problem. There are terms used for intelligent system 

like machine learning which is the key to machine intelligence. For multi input multi 

output controllers, the neural network having the knowledge of the dynamic behaviour 

of complex plants provides an approach for realizing this system which is capable of 

adapting environmental changes. 

 

2.6.1 NEURAL NETWORK 

There are several nonlinearities like noise effect, unmodeled dynamics, multi-loops etc. 

the classical control theories and the modern control theories such as adaptive control 

and optimal control techniques are mainly based on the system linearization. For all 

these, mathematical modelling of system is a necessity. The capability of neural network 

is that it can be trained to learn any function so it eliminates the need for evaluating the 

complex mathematical analysis. Vast parallelism offered by the neural network offers 

very fast multiprocessing technique. Due to this architecture of neural network, the 

overall performance does not get affected if some parts of the neural network get 

damaged.  

Warren McCulloch and Walter suggested a simple neuron model known as the artificial 

neural model. The artificial neural network has few major applications like function 

approximation. These network can generate the input output maps which can 

approximate any continuous function with the desired degree of accuracy.  The results 

are based on firm analytical foundations when the neural network are used for the control 

system. Based on the analogy of biological neural network, an efficient computing 

method is devised called as the artificial neural network (ANN) which comprises of a 

large collection of units that are interconnected in some patterns to allow 

communications between these units. These units are called as neurons. Artificial neuron 

evaluates the input signals  and compare the total to some threshold level and finally 

determines the output as shown in figure 2.2. The inputs are given at the input nodes and 

weights are assigned after which an activation function works on that to produce the 

desired output. 
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Figure 2.2 Artificial neuron 

 

Each input will be given a relative weighting that affects the impact of that input. Weights 

are the adaptive coefficient that determines the intensity of the input and it provides 

neural network to learn and store information. Artificial neurons use an activation 

function also called as the transfer function. After building a neuron model, when the 

stimulus surpasses a certain threshold value 𝜃 that the transfer function possesses, a 

constant output is produced. The threshold value is subtracted from the weighted sum 

and the resulting value is compared to zero; if the sum is positive, then the output is one, 

else output is zero. An offset is added to the weighted sum by the threshold effectively. 

If the threshold is taken out of the body and connect to the extra input value , we can get 

the same effect. In this the extra input is multiplied with the weight and added in a manner 

similar to other inputs. This is known as biasing the neuron.  

 

2.6.1.1 NETWORK ARCHITECTURE  

The classification of the organization of neural network can be done in two types: a 

feedforward net and a recurrent net. The feedforward has a hierarchical structure that 

comprises of several layers and signal flows in one direction and in recurrent net, 

multiple neuron in a layer are interconnected.  

The feedforward network feeds the input patterns to a layer through a set of input 

terminals. Each layer performs different computations based on the weighted sum of its 

input and pass on the result to the next layer and finally one or more neuron evaluates 

the output. The last layer of the network is known as the output layer. The layers which 

exist between the input and the output layer are called as the hidden layer. Neural 
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networks with multiple layer are called as multilayer perceptron. There is no involvement 

of the initial and past states of neurons in this type network and hence limiting its use as 

no dynamics are involved. Recurrent neural network uses feedback from the output 

neuron to the input terminals. This network has a rich range of architectural layouts. 

Figure 2.3 shows deep neural network architecture. 

 

 

Figure 2.3 Deep neural network architecture 

 

We can see three layers in figure 2.3 in which layer 1 represents the input layer at which 

any input data can be given to the network. The second layer i.e. the layer 2 is called the 

hidden layer because of the fact that this layer is not a part of input as well as output. 

Although neural network can have many hidden layers but we showed three layered 

network here. Each layer 1 node is connected to some node of layer 2. And then nodes 

of layer 2 is connected to the output. Each connection is having a certain weight. 

 

2.6.1.2 TRAINING OF NEURAL NETWORK 

Starting with initializing the weight of the neural network randomly. This does not give 

the accurate results so we need to train the neural network data. After changing the 

functions by adjusting weights, it can be possible to improve the network. There are 

several algorithms present that optimize he function. Those algorithms are based on 

gradient. 
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2.7 RADIAL BASIS FUNCTION NETWORKS 

This is an alternative approach for multilayer perceptron which is trained by the 

backpropagation algorithm. It is the basic component of feedforward network. A 

gaussian function has two parameters: center for defining its position and for determining 

its shape, parameter called spread is there. In one dimensional gaussian function spread 

is same as the standard deviation 𝜎. 

The input vector is given by  

                                          𝑥 = [𝑥1   𝑥2 ……… . . 𝑥𝑛]                                                       (2.10) 

and the output of the RBF network is given below 

                                    x(x, c, 𝜎)=exp(
−||𝑥−𝑐||2

2𝜎2 )                                                     (2.11) 

there is no weights between the input and the RBF unit. c and 𝜎 represents the weight 

which is shown in figure 2.4. 

 

Figure 2.4 Gaussian function in RBF neuron model 

 

2.7.1 TRAINING OF RBF NETWORK 

The mapping properties of the RBF network is governed by the set of parameters given 

by the weight wjl, j=1,2,…..,q; l=1,2,….,m, in the output layer 

By selecting an appropriate cost function 

                                         E=
1

2
∑ (𝑦𝑗 − �̂�𝑗)

2𝑞
𝑗                                                                 (2.12) 

where  
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�̂�𝑗 = ∑𝑤𝑗𝑙

𝑚

𝑙=1

𝜑𝑙(𝑥, 𝑐𝑙 , 𝜎𝑙) 

{𝑐𝑙 . 𝜎𝑙} are the parameters of the radial basis functions. 

Radial basis function is a special class of function whose characteristic shows that the 

distance can monotonically increase and decrease from a mid-point. The centre , the 

shape of the graph and the distance are all the parameters of RBF. 

A typical RBF function can be represented as: 

                                              h(x)= exp (−
(𝑥−𝑐)2

𝑟2 )                                                         (2.13) 

the parameters are the centre and the radius. Figure 2.4 shows a RBF function  having 

c=0 and r=1. This is shown in figure 2.5. 

 

 

Figure 2.5 Gaussian RBF 

RBFNN consist of input, hidden and output layer. RBFNN possess just one hidden layer 

which is called as feature vector. It is structurally same as multi-layer perceptron. It 

transforms the input signal into other form which is fed into the network to get linear 

separability.  

 

Figure 2.6 Architecture of RBFNN 
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The architecture of the simple RBFNN model is shown in figure 2.6. The nonlinear 

transfer function is applied to the feature vector. The linear separability decreases if we 

increase the dimension of the vector. For a radial basis function, we define a receptor and 

confrontal graphs are drawn around it and gaussian functions are used for its mapping 

and hence we define radial distance r=||x-t||. 

 

Figure 2.7 Radial distance and Radial basis function 

 

Gaussian radial function is given  

                                               𝜑(𝑥) = exp (
−𝑟2

2𝜎2)                                                                     (2.14) 

where 𝜎>0 

In RBF, first we should train the hidden layers using back propagation. It is a curve fitting 

method which fits the curve during the training phase  which is done through stochastic 

approximation. Updating of the weights is done in the second training phase. Every node 

in the hidden layer shows the approximation. So the first phase is basically the clustering 

algorithm stage where cluster centres are defined which is given to hidden layer as 

receptors. Variance is to be calculated for each receptors then. 
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CHAPTER 3 

DYNAMICS OF ROBOT MANIPULATOR 

 

3.1 NON LINEAR CONTROL STRUCTURE 

If the system is mildly nonlinear we can ignore the nonlinearity in designing the 

controller i.e. to omit the nonlinearity in the design model but consider its effect in 

evaluating the system performance. When the system is significantly nonlinear, it is dealt 

with by linearization about a selected operating point using Taylor series. A linear 

controller is designed using the first approximation. The disturbances in actual state 

about the equilibrium will be small if the controller works effectively. The higher order 

terms should cause no problem since the controller is designed to counteract the 

disturbances. It cannot work always so it is necessary to test the design for system 

performance and stability-analytically, by Lyapunov stability analysis and/or by 

simulation. 

The nonlinearity inherent sometimes is so dominant that linearization approach fails to 

fulfil the requirement on system performance. This demands to incorporates the 

nonlinear dynamics into the design process. One such approach is feedback linearization. 

Unlike the first order approximation approach in which the higher order terms are 

ignored, this technique utilizes the feedback to render the given system, a linear input 

output dynamics. The linear control techniques can be applied on obtained linear system 

to address design issue. 

This linearization can be viewed from two perspectives. First, it neglects all the higher 

order term. Second, the linear terms depend on the equilibrium point. These two 

uncertainties shows why this linearization approach is incapable of dealing with the 

system operates over wide dynamic range. Feedback linearization does not guarantees 

the system performance over the whole dynamic range since it often performed locally-

around a specific equilibrium point. To eliminate the drawbacks of first approximation 

approach is to design the various control laws corresponding to several operating points 

that covers the whole dynamics of the system. These linear controller then pieced 

together to obtain a nonlinear control law. This approach is called gain scheduling. This  

approach accommodates the variation of the first order terms with respect to equilibrium. 

The plant parameter variation affects the system performance so an adaptive controller 
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is used at a cost of increased complexity of the controller. Adaptive control is both time 

varying and nonlinear which increases the difficulty of stability and performance 

analysis. Feedback linearization transforms the dynamics of nonlinear system to that of 

linear system on which control designs can be applied. 

 

3.2 FEEDBACK LINEARIZATION FOR TWO LINK ROBOT ARM 

This technique helps to cancel the nonlinearities in a nonlinear  system so that the closed 

loop dynamics converts in linear form. This is shown in the control design of two link 

robot as shown in figure 3.1 

 

Figure 3.1 A two link robot 

To determine the arm dynamics of a two link planar robot arm manipulator, we assume 

that the link masses 𝑚1 and 𝑚2 are concentrated at the ends of the links of lengths 𝑎1 

and 𝑎2 respectively. We define the angle of the first link 𝜃1 with respect to the orientation 

of the first link as depicted in fig 3.1. The angle of the second link 𝜃2 is defined with 

respect to the orientation of the first link. Torques 𝜏1 and 𝜏2 are applied by the actuators 

to control the angles 𝜃1 and 𝜃2 respectively. 

Let us derive the dynamics of the two link arm from first principles of Lagrange’s 

equation of motion: 

                                        
𝑑

𝑑𝑡
 
𝜕𝐿

𝜕�̇�
− 

𝜕𝐿

𝜕𝜃
=  𝜏;  𝜃 = [𝜏1 𝜏2]𝑇                                            (3.1) 
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with the Lagrangian L defined in terms of the kinetic energy K and potential energy P as 

                                                  𝐿 = 𝐾(𝜃, �̇�) − 𝑃(𝜃)                                        (3.2) 

For link 1, we have the positions and velocities: 

                                                𝑥1 =  𝑎1 cos 𝜃1                                                (3.3) 

                                                𝑦1 = 𝑎1 sin 𝜃1                                                (3.4) 

                                       �̇�1 = −𝑎1 �̇�1 sin 𝜃1                                                  (3.5) 

                                       �̇�1 =  𝑎1 �̇�1 cos𝜃1                                                     (3.6) 

                                       𝑣1
2 =  �̇�1

2 + �̇�1
2 = 𝑎1 

2 �̇�1
2                                              (3.7) 

The kinetic and potential energies, for link 1, are 

                                      𝐾1 =  
1

2
𝑚1𝑣1 

2 =  
1

2
𝑚1𝑎1

2�̇�1
2                                         (3.8) 

                                             𝑃1 =  𝑚1𝑔𝑦1 = 𝑚1𝑔𝑎1 sin 𝜃1                                    (3.9) 

For link 2, we have the positions and velocities: 

                                    𝑥2 = 𝑎1 cos 𝜃1 + 𝑎2 cos(𝜃1 + 𝜃2)                                     (3.10) 

                                    𝑦2 = 𝑎1 sin 𝜃1 + 𝑎2 sin(𝜃1 + 𝜃2)                                    (3.11) 

             �̇�2 = −𝑎1�̇�1 sin 𝜃1 − 𝑎2(�̇�1 + �̇�2) sin(𝜃1 + 𝜃2)                                         (3.12) 

        �̇�2 = 𝑎1�̇�1 cos𝜃1 + 𝑎2(�̇�1 + �̇�2) cos(𝜃1 + 𝜃2)                                              (3.13) 

𝑣2
2 = �̇�2

2 + �̇�2
2 = 𝑎1

2�̇�1
2 + 𝑎2

2(�̇�1 + �̇�2)
2 + 2𝑎1𝑎2(�̇�1

2 + �̇�1�̇�2) cos 𝜃2                    (3.14) 

Therefore kinetic energy for link 2 is 

𝐾2 = 
1

2
𝑚2𝑣2 

2 = 
1

2
𝑚2𝑎1

2�̇�1
2 +

1

2
𝑚2𝑎2

2(�̇�1 + �̇�2)
2 + 𝑚2𝑎1𝑎2(�̇�1

2 + �̇�1�̇�2) cos 𝜃2    (3.15) 

The potential energy for link 2 is 

𝑃1 = 𝑚1𝑔𝑦1 = 𝑚2𝑔(𝑎1 sin 𝜃1 + 𝑎2 sin(𝜃1 + 𝜃2)                                              (3.16) 

The lagrangian for the entire arm is 

                     𝐿 = 𝐾 − 𝑃 

                              = 𝐾1 + 𝐾2 − 𝑃1 − 𝑃2                                                                            
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=
1

2
(𝑚1 + 𝑚2)𝑎1

2�̇�1
2
+ 𝑚2𝑎2

2(�̇�1 + �̇�2)
2
+ 𝑚2𝑎1 𝑎2 (�̇�1

2
+ �̇�1�̇�2) cos𝜃2 − (𝑚1 +

𝑚2)𝑔𝑎1 sin 𝜃1 − 𝑚2𝑔𝑎2 sin(𝜃1 + 𝜃2)                                                                   (3.17) 

Equation 3.1 is the vector equation comprised of two scalar equations. The individual 

terms are needed to write down these two equations are 

𝜕𝐿

𝜕𝜃1̇
= (𝑚1 + 𝑚2)𝑎1

2�̇�1
2 + 𝑚2𝑎2

2(�̇�1 + �̇�2)𝑚2𝑎1𝑎2(2𝜃1 +̇ �̇�2) cos 𝜃2                       (3.18) 

𝑑

𝑑𝑡
 

𝜕𝐿

𝜕𝜃1̇
= (𝑚1 + 𝑚2)𝑎1

2𝜃1̈ + 𝑚2𝑎1𝑎2(2𝜃1̈ + 𝜃2̈) cos 𝜃2 − 𝑚2𝑎1𝑎2(2𝜃1�̇�2 +̇ �̇�2
2) sin 𝜃2                       

(3.19) 

𝜕𝐿

𝜕𝜃1
= −(𝑚1 + 𝑚2)𝑔𝑎1 cos 𝜃1 − 𝑚2𝑔𝑎2 cos(𝜃1 + 𝜃2)                                            (3.20) 

𝜕𝐿

𝜕𝜃2̇
= 𝑚2𝑎2

2(�̇�1 + �̇�2) + 𝑚2𝑎1𝑎2�̇�1 cos𝜃2                                                                  (3.21) 

𝑑

𝑑𝑡
 

𝜕𝐿

𝜕𝜃2̇
= 𝑚2𝑎2

2 (�̇�1 + �̇�2) + 𝑚2𝑎1𝑎2𝜃1̈ cos 𝜃2 − 𝑚2𝑎1𝑎2�̇�1 sin 𝜃2                            (3.22) 

𝜕𝐿

𝜕𝜃2
= −𝑚2𝑎1𝑎2(�̇�1

2 + �̇�1�̇�2) sin 𝜃2 − 𝑚2𝑔𝑎2 cos(𝜃1 + 𝜃2)                                    (3.23) 

According to Lagrange’s equation (3.1), the arm dynamics are given by the two coupled 

nonlinear differential equations 

𝜏1 = [(𝑚1 + 𝑚2)𝑎1
2 + 𝑚2𝑎2

2 + 2𝑚2𝑎1𝑎2 cos 𝜃2]𝜃1̈ + [𝑚2𝑎2
2 + 𝑚2𝑎1𝑎2 cos 𝜃2]𝜃2̈ −

𝑚2𝑎1𝑎2(2�̇�1�̇�2 + �̇�2
2) sin 𝜃2 +(𝑚1 + 𝑚2)𝑔𝑎1 cos𝜃1 + 𝑚2𝑔𝑎2 cos(𝜃1 + 𝜃2)        (3.24) 

𝜏2 = [𝑚2𝑎2
2 + 𝑚2𝑎1𝑎2 cos 𝜃2]𝜃1̈ + 𝑚2𝑎2

2𝜃2̈ + 𝑚2𝑎1𝑎2�̇�1
2 sin 𝜃2 + 𝑚2𝑔𝑎2 cos(𝜃1 +

𝜃2)                                                                                                                                 (3.25) 

writing the arm dynamics in vector form, yields 

[
(𝑚1 + 𝑚2)𝑎1

2 + 𝑚2𝑎2
2 + 2𝑚2𝑎1𝑎2 cos 𝜃2 𝑚2𝑎2

2 + 𝑚2𝑎1𝑎2 cos 𝜃2

𝑚2𝑎2
2 + 𝑚2𝑎1𝑎2 cos 𝜃2 𝑚2𝑎2

2 ] [
𝜃1̈

𝜃2̈

] +

[
−𝑚2𝑎1𝑎2(2�̇�1�̇�2 + �̇�2

2) sin 𝜃2

𝑚2𝑎1𝑎2�̇�1
2 sin 𝜃2

] + [
(𝑚1 + 𝑚2)𝑔𝑎1 cos 𝜃1

𝑚2𝑔𝑎2 cos(𝜃1 + 𝜃2)
]   = [

𝜏1

𝜏2
]                            (3.26) 

Writing the dynamics of two link arms completely as: 

                                       𝑀(𝜃)�̇� + 𝑉(𝜃, �̇�) + 𝐺(𝜃) = 𝜏                                                  (3.27) 

where the symmetric inertia matrix 
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           𝑀(𝜃) = [
𝛼 + 𝛽 + 2𝜇 cos𝜃2 𝛽 + 𝜇 cos 𝜃2

𝛽 + 𝜇 cos 𝜃2 𝛽
]                                                                (3.28) 

And nonlinear terms 

                       𝑁(𝜃, �̇�) = 𝑉(𝜃, �̇�) + 𝐺(𝜃)                                                                      (3.29) 

are given by 

                      𝑉(𝜃, �̇�) = [
𝜇(2𝜃1�̇�2 +̇ �̇�2

2)

𝜇�̇�1
2 sin 𝜃2

]                                                                        (3.30) 

                     𝐺(𝜃) = [
𝛼𝑒1 cos𝜃1 + 𝜇𝑒1 cos(𝜃1 + 𝜃2)

𝜇𝑒1 cos(𝜃1 + 𝜃2)
]                                                  (3.31) 

𝛼 = (𝑚1 + 𝑚2)𝑎1
2; 𝛽 = 𝑚2𝑎2

2; 𝜇 = 𝑚2𝑎1𝑎2; 𝑒1 =
𝑔

𝑎1
                                                     

This is called as Brunovsky canonical form. Many systems like the robot arm is in this 

form naturally. the general state can be transformed to brunovsky form by finding a 

suitable state space transformation. 

Defining the state vector as 

                                        𝑥 = [
𝑥1

𝑥2
] = [

𝑥11 
𝑥12

𝑥21
𝑥22

] = [
𝜃
�̇�
] =

[
 
 
 
𝜃1

𝜃2

�̇�1

�̇�2]
 
 
 

                                          (3.32) 

we get the following state equations: 

                                                             𝑥1 =̇ �̇� = 𝑥2                                                     (3.33)  

𝑥2 = �̈�̇ = −𝑀−1(𝜃)[𝑉(𝜃, �̇�) + 𝐺(𝜃)] + 𝑀−1(𝜃)𝜏 = −𝑀−1(𝑥1)[𝑉(𝑥1, 𝑥2) + 𝐺(𝑥1)] +

𝑀−1(𝑥1)𝜏 = 𝑓(𝑥) + 𝑔(𝑥)𝜏                                                                                      (3.34) 

where  

f(x)= −𝑀−1(𝑥1)[𝑉(𝑥1, 𝑥2) + 𝐺(𝑥1)]; 𝑔(𝑥) = 𝑀−1(𝑥1) 

The control law 

                                                     𝜏 = 𝑔−1[−𝑓(𝑥) + 𝑢]                                                 (3.35) 

Linearizes the system (3.33) to yield 
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𝑥1 =̇ 𝑥2 

                                                                        𝑥2̇ = 𝑢                                                           (3.36)  

                              [

𝑥11̇
𝑥12̇
𝑥21̇
𝑥22̇

] = [

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

] [

𝑥11

𝑥12

𝑥21

𝑥22

] + [

0 0
0 0
1 0
0 1

] [
𝑢1

𝑢2
]                                  (3.37) 

Equation (3.37) can be expressed as 

                                                [
𝑥1̇

𝑥2̇
] = [

0 1
1 0

] [
𝑥1

𝑥2
] + [

0
𝐼
] 𝑢                                             (3.38) 

A two step design process follows : 

Step 1 select feedback control u(t) using linear model 

Step 2 compute the required arm torque from equation (3.35)  

𝜏 = 𝑔−1[−𝑓(𝑥) + 𝑢] 

This process is termed as feedback linearization. 

 

3.3 SLIDING MODE CONTROLLER FOR A TWO LINK ROBOT 

The plant model is given by equation (3.33) 

𝑥1 =̇ �̇� = 𝑥2 

                                                         𝑥2̇ = �̈� = 𝑓(𝑥) + 𝑔(𝑥)𝜏                                        (3.39) 

where 

                                                 𝑥 = [
𝑥1

𝑥2
] = [

𝑥11

𝑥12

𝑥21
𝑥22

] = [
𝜃
�̇�
] =

[
 
 
 
𝜃1

𝜃2

�̇�1

�̇�2]
 
 
 

; 𝜏 = [
𝜏1

𝜏2
]                  (3.40) 

𝜃1 and 𝜃2 are the angles of the two links defined in figure 3.1, and 𝜏1 and 𝜏2 are the 

torques applied by the actuators to control the angles 𝜃1 and 𝜃2 respectively. 

Variable structure sliding mode controller design consists of the following two phases: 

(a)Designing of sliding surface to obtain the desired system behaviour, when restricted 

to the surface. The system will remain at that surface for further times. The plant 

dynamics will always be limited to the surface and is robust towards the disturbances.  
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(b)Selection of the feedback gains of the controller, so that the closed loop system is 

stable to the sliding surface. 

For a two link robot manipulator, our aim is to track the desired motion trajectory 𝜃𝑑(𝑡)  

The tracking error is defined as 

                                               𝑒(𝑡) = 𝜃𝑑(𝑡) − 𝜃(𝑡)                                                         (3.41) 

                              𝑒(𝑡)̇ = 𝜃�̇�(𝑡) − �̇�(𝑡); �̈�(𝑡) = 𝜃�̈�(𝑡) − �̈�(𝑡)                           (3.42) 

Defining 𝑥1̃ = 𝑒 and 𝑥2̃ = �̇�,robot dynamics can be written in the form: 

𝑥1̇̃ = 𝑥2̃ 

                                                    𝑥2̇̃ = 𝜃�̈�(𝑡) − 𝑓(𝑥) − 𝑔(𝑥)𝜏                                 (3.43) 

Now we use linear sliding surface which is defined by the equation 

                                                               𝜎(�̃�) = 𝜆𝑥1̃ + 𝐼𝑥2̃                                                  (3.44) 

Or 

                              [
𝜎1 (�̃�)
𝜎2(�̃�)

] = [
𝜆1 0
0 𝜆2

] [
𝑥11̃

𝑥12̃
] + [

1 0
0 1

] [
𝑥21̃

𝑥22̃
] = [

0
0
]                           (3.45) 

𝜎1(�̃�) = 𝜆1�̃�11 + 𝑥21̃ = 𝜆1(𝜃1𝑑 − 𝜃1) + (𝜃1𝑑
̇ − �̇�1) 

                              𝜎2(�̃�) = 𝜆2�̃�12 + 𝑥22̃ = 𝜆2(𝜃2𝑑 − 𝜃2) + (𝜃2𝑑
̇ − �̇�2)                   (3.46) 

Assume the coefficient of 𝑥21̃ to be unity. 

Now combine the equations of the plant and the sliding surface (Eqns (3.43) and (3.44)) 

                                                         𝑥2̃ = −𝜆�̃�1                                                           (3.47) 

Therefore 

                                                               𝑥1̇̃ = −𝜆𝑥1̃                                                     (3.48) 

The above equations describes the system dynamics in sliding. The response is specified 

by the selection of the parameters 𝜆1 and 𝜆2 of the switching surface. In sliding mode, 

the system is not affected by the model uncertainties. After designing the sliding surface, 

we build a feedback controller. The objective of the controller is to derive the plant state 

to the sliding surface and maintain it on the surface for further time. A Lyapunov 

approach has been used for building the controller. 
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The Lyapunov function is given below: 

                                                          𝑉 =
1

2
𝜎𝑇𝜎 =

1

2
(𝜎1

2 + 𝜎2
2)                                          (3.49) 

The above function is used as the Lyapunov function and the time derivative of the 

chosen Lyapunov function comes out to be negative definite with respect to switching 

surface and ensuring the motion of the state trajectory to the surface. We have to find 𝜏 

so that 

                          
𝑑

𝑑𝑡

1

2
𝜎𝑇𝜎 = 𝜎𝑇�̇� < 0                                                                                               (3.50) 

                               𝜎𝑇�̇� = 𝜎𝑇[𝜆𝑥1̇̃ + 𝐼𝑥2]̃
̇                                                                               (3.51) 

The controller structure form is given below 

                 𝜏 = 𝑔−1(𝑥) [−𝑓(𝑥) + 𝑥2𝑑̇ + 𝜆(𝑥1𝑑̇ − 𝑥1̇) + {
𝑘1𝑠𝑔𝑛(𝜎1)

𝑘2𝑠𝑔𝑛(𝜎2)
}]                            (3.52) 

where 𝑘1>0 and 𝑘2>0 are the gains which has to be determined so that the condition 

𝜎𝑇�̇� < 0 is satisfied. We substitute 𝜏, given by (3.52) into the expression 𝜎𝑇�̇� 

                            𝜎𝑇�̇� = −[𝜎1 𝜎2] [
𝑘1𝑠𝑔𝑛(𝜎1)
𝑘2𝑠𝑔𝑛(𝜎2)

]                                                          (3.53) 

                                    = −𝜎1𝑘1𝑠𝑔𝑛(𝜎1) − 𝜎2𝑘2𝑠𝑔𝑛(𝜎2) = −𝑘1|𝜎1| − 𝑘2|𝜎2| < 0   (3.54) 

The sliding surface 𝜎(�̃�) = 0 is therefore asymptotically attractive. The larger the value 

of gains, faster the trajectory converges to the sliding surface. The tolerance of the sliding 

mode control to the model imprecision and disturbances, is high and thus satisfying 

stability requirement. The Simulink model for the sliding mode control of the two link 

robot manipulator is given in figure 3.2 

Simulation of this controller for a two link robot manipulator was done in MATLAB and 

results are attached at the end. 

The specifications of the robot manipulator is taken as: 

𝑚1 = 1𝑘𝑔; 𝑚2 = 1𝑘𝑔; 𝑙1 = 1𝑚; 𝑙2 = 1𝑚;𝑔 =
9.8𝑘𝑔𝑚

𝑠2 ; 𝜃𝑑1(𝑡) = sin(𝜋𝑡) ; 𝜃𝑑2(𝑡) =

cos(𝜋𝑡)                                                                                                                                  (3.55) 

Now the objective is to construct an RBF network sliding mode control for robot 

manipulator. This is completely opposite to the SMC technique so far used as the unknow  

disturbances are approximated by RBF neural network. 
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3.4 RBF NETWORK ADAPTIVE SLIDING MODE CONTROL FOR ROBOT 

MANIPULATOR 

3.4.1 CONTROLLER DESIGN 

The dynamic equation of 2-joint manipulator is as follows: 

                                𝐻(𝑞)�̈� + 𝐶(𝑞, 𝑞)̇�̇� + 𝐺(𝑞) = 𝜏 − 𝐹(�̇�) − 𝜏𝑑                            (3.56) 

where H(q) is a 2x2 positive definite integral matrix, G(q) is a 2x1 inertial vector,  𝐶(𝑞, 𝑞)̇ 

is a 2x2 inertial matrix, 𝜏𝑑 is the unknown disturbance, 𝐹(𝑞)̇ is friction force, and 𝜏 is 

the control input   

The tracking error is denoted as: 

                                                                𝑒(𝑡) = 𝑞𝑑(𝑡) − 𝑞(𝑡)                                            (3.57) 

Sliding variable is selected as: 

                                                             𝑠 = 𝑒  ̇ +  Λ̇𝑒                                                        (3.58)                               

where  Λ is a symmetric positive definite matrix and Λ = Λ𝑇 > 0, therefore , we have 

                         �̇� = −𝑠 + 𝑞�̇� + Λ𝑒                                                                           (3.59) 

𝐻�̇� = 𝐻(𝑞�̈� − �̈� + Λ�̇�) = 𝐻(𝑞�̈� + Λ�̇�) − 𝐻�̈�                                                            

    =  𝐻(𝑞�̈� + Λ�̇�) + 𝐶�̇� + 𝐺 + 𝐹 + 𝜏𝑑 − 𝜏 

                           = 𝐻(𝑞�̈� + Λ�̇�) − 𝐶𝑠 + 𝐶(𝑞�̇� + Λ𝑒) + 𝐺 + 𝐹 + 𝜏𝑑 − 𝜏 

                                             = −𝐶𝑠 − 𝜏 + 𝑓 + 𝜏𝑑                                                         (3.60) 

where f(x)=𝐻(𝑞�̈� + Λ�̇�) + 𝐶(𝑞𝑑 + Λ𝑒) + 𝐺 + 𝐹 

as f(x) is unknown, hence RBF network is adopted to approximate f(x). input is 

selected based on expression of f(x): 

                                                               𝑥 = [𝑒𝑇 �̇�𝑇 𝑞𝑑
𝑇 �̇�𝑑

𝑇 �̈�𝑑
𝑇]                    (3.61) 

The controller is designed as follows: 

                                                𝜏 = 𝑓(𝑥) + 𝐾𝑣𝑠                                                              (3.62) 

where Kv is a symmetrical positive definite constant matrix, 𝑓(𝑥) is the output of RBF  

network, 𝑓(𝑥)approximatesf(x). The RBF-NN weights are adjusted using adaptive laws 
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From equations (3.62) and(3.60) we have 

  𝐻�̇� = −𝐶𝑠 − 𝑓(𝑥) − 𝐾𝑣𝑠 + 𝑓(𝑥) + 𝜏𝑑                                       

                                                = −(𝐾𝑣 + 𝐶)𝑠 + 𝑓(𝑥) + 𝜏𝑑 = −(𝐾𝑣 + 𝐶)𝑠 + 𝜍0          (3.63) 

where 𝑓(𝑥) = 𝑓(𝑥) − 𝑓(𝑥), 𝜍0 = 𝑓(𝑥) + 𝜏𝑑 

Lyapunov function is selected as: 

                                                                     𝐿 =
1

2
𝑠𝑇𝐻𝑠                                                   (3.64) 

Therefore  

            �̇� = 𝑠𝑇𝐻𝑠 +
1

2
𝑠𝑇𝐻𝑠 = −𝑠𝑇𝐾𝑣𝑠 +

1

2
𝑠𝑇(𝐻 − 2𝐶)𝑠 + 𝑠𝑇𝜍0                            (3.65) 

                                            𝐿 =̇ 𝑠𝑇𝜍0 − 𝑠𝑇𝐾𝑣𝑠                                                              (3.66) 

It shows that with Kv, the stability of control system depends on   𝜍0, the magnitude of 

𝜏𝑑 

The algorithm suggested to approximate f(x) is given below 

                                                       𝜙𝑖 = 𝑔(
||𝑥−𝑐𝑖||

2

𝜎𝑖
2 )      i= 1,2,…,n                                  (3.67) 

                              𝑦 = 𝑊∗𝑇𝜑(𝑥), 𝑓(𝑥) = 𝑊∗𝑇𝜑(𝑥) + 𝜀                                            (3.68) 

Where x is the input state of network, 𝜑(𝑥) = [𝜙1 𝜙2 …… . . 𝜙𝑛]𝑇   𝜀 is the 

approximation error, W* is the desired weight vector. 

 

3.4.2 SLIDING MODE CONTROL WITH RESPECT TO APPROXIMATION OF 

f(x) 

The output of the adopted RBF network for approximation of f(x) is as follows 

                                            𝑓(𝑥) = �̂�𝑇𝜑(𝑥)                                                           (3.69) 

Select  

                                             �̃� = 𝑊∗ − �̂�, ||𝑊∗||𝐹 ≤ 𝑊𝑚𝑎𝑥                                        (3.70) 

Therefore we have 

                                             𝜍0 = 𝑓(𝑥) + 𝜏𝑑 = �̃�𝑇  𝜑(𝑥) + 𝜀 + 𝜏𝑑                              (3.71) 
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Controller is designed as 

                                                           𝜏 = 𝑓(𝑥) + 𝐾𝑣𝑠 − 𝑣                                              (3.72) 

Where v is the robust  element required to overcome the network approximation error 𝜀 

and the disturbance 𝜏𝑑 

From equations (3.72) and(3.69) we have 

             𝐻�̇� = −(𝐾𝑣 + 𝐶)𝑠 + �̃�𝑇𝜑(𝑥) + (𝜀 + 𝜏𝑑) + 𝑣 = −(𝐾𝑣 + 𝐶)𝑠 + 𝜍1           (3.73) 

where 𝜍1 = �̃�𝑇𝜑(𝑥) + (𝜀 + 𝜏𝑑) + 𝑣 

The robust element is v is designed as 

                                                                𝑣 = −(𝜀𝑁 + 𝑏𝑑)𝑠𝑔𝑛(𝑠)                                    (3.74) 

Where ||𝜀|| ≤ 𝜀𝑁, ||𝜏𝑑|| ≤ 𝑏𝑑. 

 

3.4.3 STABILITY ANALYSIS 

Lyapunov function is selected as 

                                                    𝐿 =
1

2
𝑠𝑇𝐻𝑠 +

1

2
𝑡𝑟(�̃�𝑇𝐹𝑊

−1�̃�)                                    (3.75) 

Where H and Fw are positive matrices, so we have 

                                               �̇� = 𝑠𝑇𝐻�̇� +
1

2
𝑠𝑇𝐻𝑠 + 𝑡𝑟(�̃�𝑇𝐹𝑊

−1�̃�)                       (3.76) 

From equation (3.73) we have 

�̇� = −𝑠𝑇𝐾𝑣𝑠 +
1

2
𝑠𝑇(�̇� − 2𝐶)𝑠 + 𝑡𝑟�̃�𝑇(𝐹𝑊

−1�̃� + 𝜑𝑠𝑇) + 𝑠𝑇(𝜀 + 𝜏𝑑 + 𝑣)           (3.77) 

As we know that manipulator has the characteristics of  𝑠𝑇(�̇� − 2𝐶)𝑠=0 select                           

�̃� = −𝐹𝑊𝜑𝑠𝑇  that is adaptive rule of network is 

                                                                             �̃� = 𝐹𝑊𝜑𝑠𝑇                                          (3.78) 

Therefore 

                                                                  �̇� = −𝑠𝑇𝐾𝑣𝑠 + 𝑠𝑇(𝜀 + 𝜏𝑑 + 𝑣)                      (3.79) 

Because 

𝑠𝑇(𝜀 + 𝜏𝑑 + 𝑣) = 𝑠𝑇(𝜀 + 𝜏𝑑) + 𝑠𝑇𝑣 = 𝑠𝑇(𝜀 + 𝜏𝑑) − ||𝑠||(𝜀𝑁 + 𝑏𝑑) ≤ 0             (3.80) 
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We have 

�̇� ≤ 0  

 

3.5 SIMULATION OF TWO LINK ROBOT MANIPULATOR 

Kinetic equation  of two joint robot manipulator is:  

                       𝐻(𝑞)�̈� + 𝐶(𝑞, 𝑞)̇�̇� + 𝐺(𝑞) = 𝜏 − 𝐹(�̇�) − 𝜏𝑑
̇                                       (3.81) 

where 

𝐻(𝑞) = [
𝑝1 + 𝑝2 + 2𝑝3𝑐𝑜𝑠𝑞2 𝑝2 + 𝑝3𝑐𝑜𝑠𝑞2

𝑝2 + 2𝑝3𝑐𝑜𝑠𝑞2 𝑝2
]                                                      (3.82) 

𝐶(𝑞, 𝑞)̇ = [
−𝑝3𝑞2𝑠𝑖𝑛𝑞2 −𝑝3(𝑞1̇ + 𝑞2̇)𝑠𝑖𝑛𝑞2

𝑝3𝑞1̇𝑠𝑖𝑛𝑞2 0
]                                                      (3.83) 

𝐺(𝑞) = [
𝑝4𝑔𝑐𝑜𝑠𝑞1 𝑝5𝑔𝑐𝑜𝑠(𝑞1 + 𝑞2)

𝑝5𝑔𝑐𝑜𝑠(𝑞1 + 𝑞2)
]                                                                  (3.84) 

 

𝐹(�̇�) = 0.02𝑠𝑔𝑛(�̇�),  𝜏𝑑 = [0.2𝑠𝑖𝑛𝑡 0.2𝑠𝑖𝑛𝑡]𝑇                                                    (3.85) 

Let p=[𝑝1 𝑝2 𝑝3 𝑝4 𝑝5] = [2.9 0.76 0.87 3.04 0.87]. Gaussian function 

of the RBF network is selected to control the neural network. If the parameter is not 

suitable then mapping of the gauss function cannot be obtained and the RBF network is 

unavailable. The model for this is given in the figure 3.2. 

 

 
 

Figure 3.2 Block diagram for RBF network sliding mode control for two link robot manipulator 
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CHAPTER 4 

INVERTED PENDULUM  

 

4.1 SLIDING MODE CONTROL FOR AN INVERTED PENDULUM 

The backstepping sliding mode approach incorporates the idea that a complex nonlinear 

system is decomposed into subsystems, and degree of each subsystem doesn’t exceed 

that of the whole system. Many physical systems do not satisfy the matching condition 

and the backstepping approach effectively deals with the systems having multiple 

dynamics and with mismatched uncertainties.  

In backstepping approach an appropriate functions of state variables are selected 

recursively for lower dimensions subsystems. At every backstepping stage there will be 

a new pseudo control design from preceding stages. When the process is completed  a 

feedback design which achieves the original design objective by using a final Lyapunov 

function  is obtained which is formed by summing the Lyapunov functions associated 

with individual design stage. This approach provides a systematic framework for the 

design of tracking and regulation strategies. 

The major drawback of backstepping approach is that certain functions must be linear 

and tedious analysis is required to determine regression matrices. So neural networks 

(NN’s) is preferred to estimate certain nonlinear functions. By using NN at each stage, 

we can design control law using backstepping approach but it is not required that the 

parameters have to be linear in nature and no regression matrices are needed. The neural 

network weights are tuned online with no learning phase required. 

The backstepping method and the sliding mode control are integrated to design a 

backstepping sliding mode controller which provides the robust control for uncertain 

systems. 

Consider a one link inverted pendulum as follows: 

                                                                         𝑥1̇ = 𝑥2                                                            (4.1) 

                      𝑥2̇ =
𝑔𝑠𝑖𝑛𝑥1−𝑚𝑙𝑥2 

2 cos 𝑥1 sin 𝑥1/(𝑚𝑐+𝑚)

𝑙(
4

3
−𝑚𝑐𝑜𝑠2𝑥1/(𝑚𝑐+𝑚))

+
cos 𝑥1/(𝑚𝑐+𝑚)

𝑙(
4

3
−𝑚𝑐𝑜𝑠2𝑥1/(𝑚𝑐+𝑚))

𝑢                       (4.2) 

where 𝑥1 and 𝑥2 are the oscillation angle and the oscillation rate respectively. 

g=9.8 m/𝑠2, 𝑚𝑐 is the vehicle mass, 𝑚𝑐 =1 kg, m is the mass of the pendulum bar, m=0.1 

kg, l is one half of pendulum length, l=0.5m, u is the control input. The desired trajectory 
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xd(t)=0.1 sin(πt), c1=35 and c2=15. The initial state of the inverted pendulum is given as 

[-π/60 0]. 

 

4.2 SYSTEM EQUATIONS 

The equation of motion can be derived from the free body diagram. Two free body 

diagrams are given in figure 4.1. 

 

Figure 4.1 Free body diagram of inverted pendulum 

Summation of forces in FBD of the wagon in x direction will give us 

                                                            𝑀�̈� + 𝑏�̇� + 𝑁 = 𝐹                                                             (4.3) 

There is no use of summing up forces in the vertical direction because there is no vertical 

motion here and also we assume that the vertical forces is balanced by the reaction force 

of earth. Due to the moment of the pendulum, a force is applied in the horizontal direction 

which can be computed as follows: 

                                                                     𝜏 = 𝑟 ∗ 𝐹 = 𝐼�̈�                                                           (4.4) 

                                                                                   𝐹 =
𝐼�̈�

𝑟
                                                       (4.5) 

                                                                            =
ml2θ̈

l
 

             = 𝑚𝑙�̈� 

𝑚𝑙�̈� cos 𝜃 is the component of the above force in the direction of N. 
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So we get an equation for N by summing up forces in horizontal direction: 

                                             𝑁 = 𝑚�̈� + 𝑚𝑙�̈� cos 𝜃 − 𝑚𝑙�̇�2 sin 𝜃                                             (4.6) 

Substituting equation () in (), we get our first equation of motion 

                                            (𝑀 + 𝑚)�̈� + 𝑏�̇� + 𝑚𝑙�̈� cos 𝜃 − 𝑚𝑙�̇�2 sin 𝜃 = 𝐹                     

(4.47) 

Sum up the forces perpendicular to the pendulum and we will get the second equation of 

motion which is : 

                                              𝑃 sin 𝜃 + 𝑁 cos𝜃 − 𝑚𝑔 sin 𝜃 = 𝑚𝑙�̈� + 𝑚�̈� cos𝜃                (4.7) 

Forces are summed up around the centroid to eliminate the terms N and P as shown 

below: 

                                     −𝑃𝐼 sin 𝜃 − 𝑁𝐼 cos𝜃 = 𝐼�̈�                                                              (4.8) 

By combining the above two equations, we get the second dynamics  

(𝐼 + 𝑚𝑙2)�̈� + 𝑚𝑔𝑙 sin 𝜃 = −𝑚𝑙�̈� cos 𝜃                                                                            (4.9) 

Now we get the equations which completely define the dynamics of the inverted 

pendulum which are shown below: 

(𝑀 + 𝑚)�̈� + 𝑏�̇� + 𝑚𝑙�̈� cos 𝜃 − 𝑚𝑙�̇�2 sin 𝜃 = 𝐹                                                                 (4.10) 

(𝐼 + 𝑚𝑙2)�̈� + 𝑚𝑔𝑙 sin 𝜃 = −𝑚𝑙�̈� cos 𝜃                                                                            (4.11) 

The above two equations are nonlinear in nature and hence there is a need to linearize 

these to make them operate in a wide range. Since we make the pendulum to get stabilized 

at some unstable equilibrium position which is pi radians away from equilibrium so the 

above equations should get stabilized at 𝜃 = 𝜋. 

After the two equations are linearized, these can be represented as: 

                                              (𝑀 + 𝑚)�̈� + 𝑏�̇� − 𝑚𝑙�̈� = 𝑢                                                    (4.12) 

                                              (𝐼 + 𝑚𝑙2)�̈� + 𝑚𝑔𝑙𝜑 = 𝑚𝑙�̈�                                                      (4.13) 

where 𝜃 = 𝜋 + 𝜑 and u represent the input. Physically, it is known that the stabilization 

of pendulum angle occurs at a small angle from vertical so that it always points towards 

the centre of the path. Hence the pendulum is always seen to be falling towards the centre 
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of the path on which the cart is moving. The only possible equilibrium position one could 

get in inverted pendulum model is the vertical position right at the middle of the track. If 

the cart is positioned at the left of this path, the pendulum can be stabilized by the control 

towards the right so that it should fall a little more towards the right direction. To be at 

par with the falling pendulum, the cart is required to move in the right direction which is 

the desired behaviour. 

 

4.3 CONTROLLER DESIGN 

The steps of the backstepping sliding mode control is as follows 

Step1  

Let  

                                                                      𝑒1 = 𝑥1 − 𝑟                                                    (4.14) 

where r is the desired trajectory. 

                                                                    �̇� = 𝑥1̇ − �̇� = 𝑥2 − �̇�                                             (4.15) 

Select the Lyapunov function as  

                                                                                𝑉1 =
1

2
𝑒1

2                                                          (4.16) 

                                                                     𝑉1̇ = 𝑒1𝑒1̇ = 𝑒1(𝑥2 − �̇�)                                    (4.17) 

To realize  𝑉1̇≤0, we let  

                                                      𝑠 = 𝑥2 + 𝑐1𝑒1 − �̇� = 𝑐1𝑒1 + 𝑒1̇,   𝑐1 > 0                (4.18) 

where s is the sliding variable. Thus we have, 

                                                                     𝑉1̇ = 𝑒1𝑠 − 𝑐1𝑒1
2                                        (4.19) 

If s=0 then 𝑉1̇ ≤ 0. 

Step 2 

Select the Lyapunov function  

                                                              V2=V1+
1

2
𝑠2                                                          (4.20) 

Since �̇� = 𝑥2̇ + 𝑐1𝑒1̇ − �̈� = 𝑓(𝑥, 𝑡) + 𝑏(𝑥, 𝑡)𝑢 + 𝑑(𝑥, 𝑡) + 𝑐1𝑒1̇ − �̈�, we have 

            𝑉2̇ = 𝑉1̇ + 𝑠�̇� = 𝑒1𝑠 − 𝑐1𝑒1
2 + 𝑠(𝑓(𝑥, 𝑡) + 𝑏(𝑥, 𝑡)𝑢 + 𝑑(𝑥, 𝑡) + 𝑐1𝑒1̇ − �̈�)   (4.21) 

For 𝑉2̇ ≤ 0, a controller is designed as 

                             𝑢 =
1

𝑏(𝑥,𝑡)
(−𝑓(𝑥, 𝑡) − 𝑐2𝑠 − 𝑒1 − 𝑐1𝑒1̇ + �̈� − 𝜂|𝑠|)                              (4.22) 

where 𝑐2 > 0, 𝜂 ≥ 𝐷 
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We have 

            𝑉2̇ = −𝑐1𝑒1
2 − 𝑐2𝑠

2 + 𝑠𝑑(𝑥, 𝑡) − 𝜂|𝑠| ≤ 0                                                         (4.23) 

The block diagram for sliding mode control for the inverted pendulum is given in figure 

4.2 below: 

 

Figure 4.2 Block diagram for the sliding mode control of the inverted pendulum 

 

4.4 BACKSTEPPING CONTROL BASED ON RBF FOR INVERTED 

PENDULUM 

Consider one link inverted pendulum as follows  

                                                                          𝑥1̇ = 𝑥2                                                       (4.24) 

                             𝑥2̇ =
𝑔𝑠𝑖𝑛𝑥1−𝑚𝑙𝑥2 

2 cos 𝑥1 sin 𝑥1/(𝑚𝑐+𝑚)

𝑙(
4

3
−𝑚𝑐𝑜𝑠2𝑥1/(𝑚𝑐+𝑚))

+
cos 𝑥1/(𝑚𝑐+𝑚)

𝑙(
4

3
−𝑚𝑐𝑜𝑠2𝑥1/(𝑚𝑐+𝑚))

𝑢           (4.25) 

where 𝑥1 and 𝑥2 are the oscillation angle and the oscillation rate respectively. 

g=9.8 m/𝑠2, 𝑚𝑐 is the vehicle mass, 𝑚𝑐 =1 kg, m is the mass of the pendulum bar, m=0.1 

kg, l is one half of pendulum length, l=0.5m, u is the control input. 

Consider the desired trajectory as 𝑥𝑑(𝑡) = 0.1𝑠𝑖𝑛𝑡 

 

4.4.1 Backstepping Controller Design 

Backstepping control is designed as follows 

Step 1        e�̇� = x1̇ − x1ḋ                                                                                                      (4.26) 

To realize 𝑒1 → 0, design lyapunov function as 

                                                                   𝑉1 =
1

2
𝑒1

2                                                                  (4.27) 

                                                     𝑉1̇ = 𝑒1𝑒1̇ = 𝑒1(𝑥2 − 𝑥1𝑑̇ )                                             (4.28) 
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Choose 𝑥2 − 𝑥1𝑑̇ = −𝑘1𝑒1, 𝑘1 > 0 then we have 𝑉1̇ = −𝑘1𝑒1
2 

Step 2 Choose control law to realize 𝑥2 − 𝑥1𝑑̇ = −𝑘1𝑒1 as 

                                                                𝑥2𝑑 = 𝑥1𝑑̇ − 𝑘1𝑒1                                                      (4.29) 

We get error as 

                                                            e2 = x2 – x2d                                                               (4.30) 

                                                            𝑒2̇ = 𝑥2̇ − 𝑥2𝑑̇                                                       (4.31) 

Assume Lyapunov function as 

                                                            𝑉2 = 𝑉1 +
1

2
𝑒2

2 =
1

2
(𝑒1

2 + 𝑒2
2)                                      (4.32) 

Then 

𝑉2̇ = 𝑒1(𝑥2 − 𝑥1𝑑̇ ) + 𝑒2�̇�2 

                                                      = 𝑒1(𝑥2𝑑 + 𝑒2 − 𝑥1𝑑̇ ) + 𝑒2�̇�2 

                               = −𝑘1𝑒1
2 + 𝑒1𝑒2 + 𝑒2(𝑓 + 𝑔𝑢 − 𝑥2𝑑̇ ) 

                                                            = −𝑘1𝑒1
2 + 𝑒1𝑒2 + 𝑒2(𝑓 + �̂�𝑢 + (𝑔 − �̂�)𝑢𝑥2𝑑̇     (4.33) 

where �̂� is the estimation of g. 

for the estimation of 𝑉2̇ < 0, the control law is designed as 

                                                        𝑢 =
−𝑒1− �̂�+𝑥2𝑑−𝑘2𝑒2̇

�̂�
                                                        (4.34) 

where 𝑓 is the estimation of f. 

 

Figure 4.3 Block diagram of control scheme of inverted pendulum 

The figure 4.3 shows the block diagram for the control scheme of inverted pendulum 

which consist of an adaptive mechanism and a RBF neural network which worked on the 

model of the inverted pendulum.  
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We finally obtain 

                                𝑉2̇ = −𝑘1𝑒1
2 − 𝑘2𝑒2

2 + 𝑒2(𝑓 − 𝑓) + 𝑒2(𝑔 − �̂�)𝑢                            (4.35) 

 

4.4.2 Designing of Adaptive Law 

The unknown parameters 𝑓 and�̂� are evaluated by the neural network. Close loop neural 

based adaptive control scheme is shown in figure 4.1. 

Two RBF’s are used to approximate f and g respectively as given below 

                                                         𝑓 = 𝑊1
𝑇ℎ1 +∈1                                                            (4.36) 

                                                        𝑔 = 𝑊2
𝑇ℎ2 +∈2                                                                 (4.37) 

where 𝑊𝑖  is the ideal neural network weight value, ℎ𝑖 is the gaussian function, i= 1,2, ∈𝑖 

is the approximate error, and ||∈||=||[∈1 ∈2]𝑇||<∈𝑁, ||𝑊𝑖||𝐹 ≤ 𝑊𝑀 

By defining  

                                                        𝑓 = �̂�1
𝑇ℎ1                                                                (4.38) 

                                                        �̂� = �̂�2
𝑇ℎ2                                                                (4.39) 

where 𝑊𝑖
�̂�  is the weight value estimation. 

𝑍 = [
𝑊1 0
0 𝑊2

],   ||𝑍||𝐹 ≤ 𝑍𝑀 ,  �̂� = [
𝑊1̂ 0

0 𝑊2̂

] and �̃� = 𝑍 − �̂� 

The Lyapunov function is designed as 

                                               𝑉 =
1

2
𝜉𝑇𝜉 +

1

2
𝑡𝑟(�̃�𝑇Γ−1�̃�)                                                 (4.40) 

𝑉2 =
1

2
𝜉𝑇𝜉, 𝜂 > 0, Γ = 0 is the positive definite matrix with proper dimension 

                                                   Γ = [
Γ1 0
0 Γ2

]  𝑎𝑛𝑑 𝜉 = [𝑒1 𝑒2]𝑇                                          (4.41) 

Assume the adaptive law to be as follows: 

                                                      �̇̂� = Γℎ𝜉𝑇 − 𝑛Γ||𝜉||�̂�                                                 (4.42) 

where ℎ = [ℎ1 ℎ2]
𝑇 and n is the positive number 

From equations (4.24),(4.25) and (4.27), we get 
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�̇� = 𝜉𝑇 �̇� + 𝑡𝑟(�̃�𝑇Γ−1𝑍 ̃̇ ) 

= −𝑘1𝑒1
2 − 𝑘2𝑒2

2 + (�̂�1
𝑇ℎ1 + 𝜖1)𝑒2 + (�̂�2

𝑇ℎ2 + 𝜖2)𝑒3 + 𝑡𝑟(�̃�𝑇Γ−1𝑍 ̃̇ )                      (4.43) 

Thus we have, 

                �̇� = −𝜉𝑇𝑘𝑒𝜉 + 𝜉𝑇𝜖 + 𝜉𝑇 �̃�ℎ+ 𝑡𝑟(�̃�𝑇Γ−1𝑍 ̃̇ )+�̃�𝑒4𝑢 

                    =−𝜉𝑇𝑘𝑒𝜉 + 𝜉𝑇𝜖 𝑡𝑟 (�̃�𝑇Γ−1�̇̃� + �̃�𝑇ℎ𝜉𝑇) + �̃�𝑒4𝑢                                           (4.44) 

where ke   =  [𝑘1 𝑘2]
𝑇
 and𝜖 = [𝜖1 𝜖2]𝑇 

Now we have 

                                 �̇� = −𝜉𝑇𝑘𝑒𝜉 + 𝜉𝑇𝜖 + 𝑛||𝜉||𝑡𝑟(�̃�𝑇(𝑍 − �̃�))                                    (4.45) 

According to Schwartz equality we have tr(�̃�𝑇(𝑍 − �̃�))≤ ||�̃�||
𝐹
||𝑍||

𝐹
− ||𝑍||̃𝐹

2  

Since kmin||𝜉||2≤𝜉𝑇𝑘𝜉, kmin is the minimum eigen value of k 

Now equation 4.34 will transformed into 

                �̇� ≤ −𝑘𝑚𝑖𝑛||𝜉||
2
+ 𝜉𝑁||𝜉|| + 𝑛||𝜉||(||�̃�||

𝐹
||𝑍||

𝐹
− ||𝑍||̃𝐹

2) 

                    ≤||𝜉||(−𝑘𝑚𝑖𝑛||𝜉|| − 𝜉𝑁 + 𝑛||�̃�𝐹||(||𝑍𝐹|| − 𝑍𝑀))                                          (4.46) 

Since 

𝑘𝑚𝑖𝑛||𝜉|| − 𝜉𝑁 + 𝑛(||𝑍�̃�||
2

− ||𝑍𝐹||𝑍𝑀) 

                                          = 𝑘𝑚𝑖𝑛||𝜉|| − 𝜉𝑁 + 𝑛 (||�̃�𝐹|| −
1

2
𝑍𝑀)

2

−
𝑛

4
𝑍𝑀

2                         (4.47) 

This shows that �̇� ≤ 0 as long as 

||𝜉||>
𝜖𝑁+

𝑛

4
𝑍𝑀

2

𝑘𝑚𝑖𝑛
  and ||𝑍𝐹 ||>

1

2
𝑍𝑀 + √𝑧𝑀

2

4
+

𝜖𝑁

𝑛
 

From above two expressions it is evident that the tracking performance depends on the 

value of 𝜖𝑁,n and kmin 

If e1→ 0 and e2→ 0 then we get  

𝑒1̇ = 𝑥2 − 𝑥1𝑑̇ = 𝑒2 + 𝑥2𝑑̇ − 𝑥1𝑑̇ = 𝑒2 − 𝑘1𝑒1 → 0 
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Now considering the desired trajectory as xd(t)=0.1sin(t) and taking the control law as 

given in equation (4.23) and adaptive law as given in equation (4.31) and by selecting 

Γ1 = 500 and Γ2 = 0.50 and n=0.10 and k1=k2=35. The parameters for the gaussian 

function ci and bi is taken as [-0.5  -0.25  0  0.25  0.5] and 15. The initial weight value of 

each neural net in the hidden layer is chosen to be 0.10. the initial state of the inverted 

pendulum is [π/60 , 0 ]. Simulation result are shown at the end of this report. 

Figure 4.4 Block diagram for RBF sliding mode control for inverted pendulum 

The figure 4.4 shows the block diagram of the RBF based sliding mode control for 

inverted pendulum system. A sine input is given and then with the application of the 

controller s-function and the plant s-function, the output is obtained. 

 

 

 

 

 

 

 

 



P a g e  | 51 

 

CHAPTER 5 

SIMULATION AND RESULTS 

 

5.1 ROBOT MANIPULATOR 

5.1.1 SLIDING MODE CONTROL FOR TWO LINK ROBOT MANIPULATOR 

Simulation of sliding mode controller for the two link robot arm (m1=1kg, m2=1kg, 

l1=1m, l2=1m, g= 9.8kgm/s2 , 𝜃𝑑1 = sin(𝜋𝑡) , 𝜃𝑑2 = 𝑐𝑜𝑠(𝜋𝑡))was done using MATLAB. 

The below figure shows the tracking performances. 

 

Figure 5.1 Desired and actual trajectory for link 1(𝜃1) using SMC 

 

From the figure 5.1, we can clearly see that after implementing the sliding mode control, 

the reference and the actual trajectory for link 1 overlap each other. The physical 

parameters for two link robot manipulator is given in table 5.1. the masses and the length  

of the link are tabulated. 
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Table 5.1 Physical Parameters for two link robot manipulator 

Links Masses(kg) Length(m) 

Link 1 1 1 

Link 2 1 1 

 

Parameters for position tracking of link 1 and link 2 of two link robot manipulator 

using SMC is given in table 5.1. 

Table 5.2 Parameters for position of link 1 and link 2 

LINKS  
DELAY 

TIME(sec) 

RISE 

TIME 

(sec) 

PEAK 

TIME 

(sec) 

PEAK 

OVERSHOOT 

% 

LINK 1 
ACTUAL 0.02134 0.1524 0.4113 17.9 

DESIRED 0.03665 0.3618 0.5031 0 

LINK 2 
ACTUAL  0.1969 0.7317 0.9231 14.53 

DESIRED 0.2018 0.8579 0.9978 0 

 

 

Figure 5.2 Desired and actual trajectory for link 2 (𝜃2)using SMC 
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Figure 5.2 shows the actual and desired trajectory for the location of link 2 of robot 

manipulator. Here also, the actual and the desired trajectory for link 2 of robot arm 

coincides whose parameters are given in the table 5.2. 

Figure 5.3 Torque of 𝜃1 using SMC 

Torque of 𝜃1 using SMC for the robot manipulator is given in the figure 5.3. the control 

signal is depicted in this figure in the form of torque. 

Figure 5.4 Torque of 𝜃2 using SMC 
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Figure 5.4 represents the torque of 𝜃2 using SMC for the link 2 of two link robot 

manipulator. 

 

5.1.2 RBF NETWORK ADAPTIVE SLIDING MODE CONTROL FOR TWO 

LINK ROBOT MANIPULATOR 

Table 5.3 Physical Parameters for two link robot manipulator 

Links Masses(kg) Length(m) 

Link 1 1 1 

Link 2 1 1 

 

Figure 5.5 Desired and actual trajectory for link 1(𝜃1) using RBFNN-SMC 

From the figure 5.5, we can clearly see that after implementing the RBF sliding mode 

control, the reference and the actual trajectory for link 1 overlap each other. The RBF 

which is selected has b=0.20. 

Parameters for position tracking of link 1 and link 2 of two link robot manipulator 

using RBFNN-SMC is given in table 5.4. 

Table 5.4 Parameters for position of link 1 and link 2 

LINKS  
DELAY 

TIME(sec) 

RISE 

TIME 

(sec) 

PEAK 

TIME 

(sec) 

PEAK 

OVERSHOOT 

% 

LINK 1 
ACTUAL 0.01874 0.1224 0.3216 14.18 

DESIRED 0.02265 0.3103 0.3031 0 

LINK 2 
ACTUAL  0.1472 0.6283 0.8163 12.44 

DESIRED 0.1524 0.7152 0.8816 0 
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Figure 5.6 Desired and actual trajectory for link 2 (𝜃2)using RBFNN-SMC 

The trajectories of 𝜃2 i.e. the link two of robot manipulator using RBFNN and SMC is 

given in the figure 5.6. The desired and the actual trajectory overlaps giving the minimal 

tracking error. 

Figure 5.7 Control Input (torque) of 𝜃1 of link 1 using RBFNN-SMC 

Figure 5.7 represents the control input in terms of torque of link 1 of two link robot 

manipulator. We have taken two control laws for adaptive RBF based sliding mode 

control and depicts it in the form of torques for both link. But for this, the parameters for 

the gauss function of RBF neural network has to be selected precisely otherwise it will 

be very difficult to map the gauss function and hence initial weight matrix is selected to  

be 0. 
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Figure 5.8 Control Input (torque) of 𝜃2 using RBFNN-SMC 

Figure 5.8 represents the control input in terms of torque of link 1 of two link robot 

manipulator. 

Figure 5.9 ||f(x)|| and ||𝑓(𝑥)̂|| of link 1 and link 2 

Figure 5.9 shows the approximation of f(x) done by the RBF neural network. ||𝑓(𝑥)̂|| 

represents the output of the radial basis function network. This approximation is carried 

out by taking different weights value for RBF gaussian function and then the graph is 

plotted between the function and the function approximated value for the radial basis 

function. 
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Figure 5.10 Velocity tracking of link 1  

The figure 5.10 shows the speed tracking of link 1 of two link robot manipulator. This 

clearly shows that the link speed is much fast in RBFNN-SMC. 

Figure 5.11 Velocity tracking of link 2 

The figure 5.11 shows the speed tracking of link 2 of two link robot manipulator. This 

clearly shows that the link speed is much fast in RBFNN-SMC.  

5.1.3 FEEDBACK LINERISATION FOR TWO LINK ROBOT MANIPULATOR 

The computed torque controller is shown in Figure 5.12. Simulation of this controller for 

a two link robot arm (m1=1kg, m2=1kg, l1=1m, l2=1m, g= 9.8kgm/s2 , 𝜃𝑑1 =

sin(𝜋𝑡) , 𝜃𝑑2 = 𝑐𝑜𝑠(𝜋𝑡) )was done using MATLAB and the tracking performances are 

given below. This controller possess the inner linearization loop and the outer tracking 

loop. It make use of feedback loop to give the system a linear input-output dynamics. If  
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functions were not available, we go for NN’s as shown above. The results were already 

shown earlier for RBF-NN SMC for robot manipulator. 

 

Figure 5.12 Computed torque controller 

Figure 5.12 shows the computed torque controller consisting of two neural networks. 

Now, the desired trajectories are plotted for this controller.  

Figure 5.13 Desired and actual trajectory for link 1(𝜃1) using feedback linearization 
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From the figure 5.13, we can clearly see that after implementing the feedback 

linearization technique, the reference and the actual trajectory for link 1 overlap each 

other. The response characteristics for two link robot manipulator is given in table 5.5. 

Table 5.5 Parameters for position of link 1 and link 2 

LINKS  
DELAY 

TIME(sec) 

RISE TIME 

(sec) 

PEAK TIME 

(sec) 

LINK 1 
ACTUAL 0.000124 0.3241 0.4705 

DESIRED 0.03036 0.3448 0.4901 

LINK 2 
ACTUAL  0.0000241 0.8105 0.9803 

DESIRED 0.2018 0.8401 1.006 

 

Figure 5.14 Desired and actual trajectory for link 2 (𝜃2)using feedback linearization 

Figure 5.14 shows the actual and desired trajectory for the location of link 2 of robot 

manipulator. Here also, the actual and the desired trajectory for link 2 of robot arm 

coincides with certain tracking error using feedback linearization technique. The 

response characteristics are already tabulated above. Now, the comparisons can easily be 

made out from these given approaches to deduce the best control techniques for tracking 

the trajectories of underactuated system. The error for both the link has been plotted. 



P a g e  | 60 

 

 

Figure 5.15 Representation of tracking error for link 1 and link 2 

Figure 5.15 shows the tracking error for link 1 as well as link 2 for two link robot 

manipulator. 

 

5.2 INVERTED PENDULUM 

5.2.1 SLIDING MODE CONTROL FOR THE INVERTED PENDULUM WITH 

SMC 

 

Figure 5.16 Angle tracking for one link inverted pendulum 
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Figure 5.16 shows the deviation of angle of one link inverted pendulum model. The 

controller settled the angle to the desired location. 

 

Figure 5.17 Position tracking 

Figure 5.17 shows the position of the cart which is moving horizontally to make the 

pendulum stable. 

 

Figure 5.18 Speed tracking 

Figure 5.18 shows the cart velocity, and it can be clearly seen that the ideal and the actual 

trajectories coincides each other with less tracking error.  

 

Figure 5.19 Control input 
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Figure 5.19 shows the control input taken for the sliding mode controller to evaluate the 

angle deviation of one link inverted pendulum model. 

Table 5.6 Parameters for SMC for one link inverted pendulum model using sliding mode  

Parameters 
DELAY 

TIME(sec) 

RISE 

TIME 

(sec) 

PEAK 

TIME 

(sec) 

SETTLING 

TIME(sec) 

MAXIMUM 

OVERSHOOT 

Position 1.37 1.71 2.0 5.8 1.1 

Velocity 0.5 0.63 0.85 4.18 5.41 

 

5.2.2 RESPONSE FOR THE NONLINEAR MODEL WITH RBF SLIDING 

MODE CONTROLLER  

 

Figure 5.20 Angle tracking for one link inverted pendulum 

Figure 5.20 shows the tracking of pendulum angle using RBF sliding mode control and 

it can be clearly seen that the angle settles at zero with very less tracking error. 

 

Figure 5.21 Position tracking 

Figure 5.21 shows the position of the cart which is moving horizontally to make the 

pendulum stable using RBF neural network sliding mode control. 
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Figure 5.22 Function approximation using RBF 

Figure 5.22 shows function approximation since the desired trajectory cannot be remain 

same and hence by putting several values for the function we get the tracking 

performance error. 

 

Figure 5.23 Speed tracking of cart 

Figure 5.23 shows the speed tracking of the cart on which the pendulum is mounted. The 

error is very less between the ideal and the calculated trajectory. 

The parameters for the inverted pendulum model with RBF sliding mode control is 

given in table 5.7  

Table 5.7 Parameters for RBFNN-SMC based one link inverted pendulum 

Parameters 
DELAY 

TIME(sec) 

RISE 

TIME 

(sec) 

PEAK 

TIME 

(sec) 

SETTLING 

TIME(sec) 

MAXIMUM 

OVERSHOOT 

Position 1.37 1.73 2.09 5.46 1.1 

Velocity 0.49 0.65 0.88 4.35 5.20 
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CHAPTER 6 

CONCLUSION AND FUTURE SCOPE 

 

6.1 CONCLUSION 

The thesis started with the study of non linear control system and analysis of 

nonlinearities such as saturation, deadzone, backlash and on-off. These nonlinearities 

have drastically affects the stability as well as the performance of the nonlinear control 

systems so the study of these systems have been done by discussing various nonlinear 

analysis methods like phase plane analysis, Lyapunov theory and describing functions. 

The controller is then designed for  them which are applicable to different classes of 

nonlinear system. Trial and error method, feedback linearization method, variable 

structure sliding mode control, adaptive control, gain scheduling and intelligent control 

are some of the methods which are extensively studied for designing the controller. After 

this, two underactuated mechanical systems i.e. two link robot manipulator and one link 

inverted pendulum has been taken into consideration and the dynamic model has been 

derived. The mathematical model of two DOF robot manipulator is designed in the form 

of differential equations and then feedback linearization technique is applied to obtain 

the plant model and two control techniques that is adaptive sliding mode control and RBF 

neural network based sliding mode control have been successfully applied to improve 

the stability of this system. A comparative study of the parameters for the links of robot 

manipulator has been carried out. 

The second system that is an inverted pendulum system is designed, the system equations 

has been derived which provides the physical model on which sliding mode control 

technique is implemented. The RBF based neural network compensation technique is 

also been implemented and it can be inferenced that tracking performance of the inverted 

pendulum model is improved. A comparative study of the parameters for one link 

inverted pendulum model is done at the end 

 

6.2 FUTURE SCOPE 

In this project sliding mode controller with and without RBF neural network is 

implemented on two link robot manipulator, this work can be extended further by 

applying nature inspired algorithms in place of soft computing techniques as these 

algorithms provide more better compensation and produce better results, some of such 
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algorithms are particle swarm optimization technique, cuckoo search algorithm or 

genetic algorithm. The research work can also be extended by considering more complex 

model such as four link or six link robot manipulator for analysis and compensation using 

these approaches. 

Similar for the case of inverted pendulum, one can apply other types of neural networks 

such as Hopfield, perceptron etc. for stability or can also apply the above stated 

algorithms to reduce the errors and deviations further which occurred in the approach 

used in this project. 
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