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ABSTRACT 

Competitive electricity markets, rapid growth of electricity demand, reliability issues 

of electric power supply, technological advancement in power generation resources, 

utility supporting devices and increased assimilation of telecommunication and 

information technology  in  distribution networks (smart grid) completely transform 

their behavior and operation. Further, integration of dispatchable or non-

dispatachable distributed energy resources near the load centres results in 

enhancement of distribution network performance. The foremost concept behind the 

smart grid is allocating and operating Distributed Generation (DG) resources in 

distribution networks tactically by considering various technical, economic and 

environmental issues. Therefore, the aim of the research work in this thesis is to 

develop methodologies for the strategic planning and operation of DGs considering 

various objectives.  

The primary contribution of the thesis is to address the development and application 

of  meta-heuristic optimization techniques used for optimal allocation of several 

types of distributed energy resources and / or network reconfiguration under various 

loading conditions to reduce the power losses, improve network voltage profile, 

enhance operational cost savings and improve the loadability of the distribution 

networks. 

At the outset, a comprehensive teaching-learning based optimization (CTLBO) 

algorithm has been developed which is almost parameter independent and has the 

capability to handle mixed integer variables with fast convergence characteristics. Its 

implementation in standard mathematical benchmark functions demonstrate  its 
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superiority over many existing optimization algorithms. Thereafter, CTLBO is used 

for optimal allocation of DGs in different radial distribution networks, considering 

single as well as multi-objective formulations (based on weighted sum and ε-

constraints approach). The results again demonstrate the superiority of CTLBO over 

teaching-learning based optimization (TLBO) and quasi-oppositional teaching-

learning based optimization (QOTLBO) algorithms. 

Subsequently, a Hybrid teaching-learning based optimization (HTLBO) algorithm is 

developed, which can handle a large number of variables. This algorithm is again 

validated using single as well as multi-objective mathematical benchmark functions. 

It is observed that the HTLBO algorithm has either equivalent or better performance 

than many existing algorithms such as TLBO and QOTLBO. Further, this algorithm 

is used to optimally allocate several DGs for multi-objective problems in several 

distribution networks. It is found that the ε-constraints based approach gives better 

solution than weighted sum approach for multi-objective problems and results in 

significant reduction in losses, improvement in voltage profile and voltage stability 

index over TLBO and QOTLBO algorithms. 

Subsequently, an analytical approach based on power loss sensitivity has been 

developed in this thesis to allocate multiple reactive power compensation devices in 

different radial distribution networks to reduce power losses and emission, along 

with improvement in cost savings and various network performance indices. The 

proposed approach takes very less computational time as compared to immune 

algorithm (IA), bat algorithm(BA) and bacteria foraging optimization algorithm 

(BFOA). Subsequently, the CTLBO algorithm is used for optimal allocation of  

distribution static compensators (DSTATCOMs) and / or network reconfiguration to 

get multiple operating points (Pareto solution) of the distribution networks. This 
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Pareto solution enables the distributed network operators (DNOs) to maneuver the 

distribution networks to achieve maximum benefits under different operating 

conditions. 

Finally, in this thesis, the CTLBO technique is used to enhance the loadability of 

distribution networks by adopting a multi-objective approach to address the growing 

load demand without additional expenditure on the existing networks. Results 

demonstrate that simultaneous allocation of DGs with varing power factors and 

network reconfiguration yields the highest loadability enhancement in distribution 

networks. 
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CHAPTER 1  

INTRODUCTION 

1.1       BACKGROUND  

In 1878, for the first time, Thomas Alva Edison locally generated and distributed direct 

current electricity [1], which was sold commercially. Subsequently, centralized power 

generation evolved where electricity was transmitted through transmission and 

distribution networks to meet the demand of geographically distributed load. However, 

the technical, financial and environmental challenges associated with centralized power 

generation paved the way for alternate resources of electricity generation. Hence, to 

mitigate the challenges of centralized power generation and to utilize the distributed 

energy resources, power began to be generated near the load to meet the demand locally. 

Such power generation is known as distributed generation (DG) which can be based on 

renewable as well as non-renewable energy resources. The international energy agency 

(IEA) [2] has cited five major concerns that contribute to the use of DG resources. These 

are (i) the development of DG technology (ii) limitations on the erection of new 

transmission lines (iii) requirement of highly reliable electricity from customer (iv) 

liberalization of the electricity market (v) environmental issues. 

DG is defined in various ways [3]. The IEEE defines DG   [4] as “the generation of  

electricity by facilities that are sufficiently smaller than central  generating plants so as 

 to  allow interconnection at nearly  any point in a power system, a subset of distributed 

resources”. IEEE 1547 series standards [5] was introduced in 2003 for interconnection  
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Table 1.1: Worldwide potential of renewable energy 
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North America 21 72 5 156 2 68 5 

OECD Europe 0.5 13 7 16 5 20 2 

Non-OECD 

Europe and FSU 

25 120 5 67 4 27 6 

Africa and Middle East 679 683 8 33 1 19 5 

Asia 22 254 14 10 3 103 12 

Latin America 59 131 10 40 5 32 11 

Oceania 187 239 1 57 3 51 4 

WORLD 992 1693 50 379 22 329 45 

of DG to electricity networks where   network reliability  and safety is considered. IEC-

62109, IEC-62477 and ENTSO-E [6] comprise a separate set of  standards specifying 

the grid code for integration of DGs. There is enormous potential for DG worldwide, 

which includes both conventional and non-conventional resources as shown in Table 

1.1.  Approximately 80% of the world’s energy demand is expected to be accomplished 

by renewable energy resources (RES) by the middle of this century, if supported by 

adequate policies. During 2008-09, almost 300 Gigawatts (GW) of new capacity was 

added globally, where the share of renewable energy was 140 GW [7]. Despite a global 

financial crisis, there was improvement in addition of renewable energy capacity. The 

world [8] produced approximately 16,893.54 TWh (Terra Watt hour) of renewable 

energy in 2016. Its breakup is shown in Fig.  1.1. It comprises 4036.074 TWh of 

hydropower, 959.53 TWh of wind power, 333.05 TWh of solar power, 561.66 TWh of 

geothermal and biofuel production and 11003.22 TWh of traditional biofuels. The world 

has witnessed huge investment in renewable power from 47 billion USD in 2004 to 286 

billion USD in2016. Investment has grown across all regions as shown in Fig. 1.2. China 
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Fig.  1.1:  Global renewable energy consumption 

 
Fig.  1.2:  Investment in renewables by regions 
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Table 1.2: Distributed generators with available sizes 

S. No. Technology Type Power module size 

1 Fuel cell PAFC 200 kW -2 MW 

2 MCFC 250 kW -2 MW 

3 SOFC 250 kW-5 MW 

4 PEMFC 1-250 kW 

5 Hydro Micro Up to 100kW 

6 Mini 100-1000kW 

7 Small 1-25MW 

8 IC engine - 5 kW -10 MW 

9 Biomass gasification - 100 kW-20 MW 

10 Geothermal - 5-100 MW 

11 Ocean energy - 0.1-1 MW 

12 Wind turbine - 200 W - 3 MW 

13 Solar Central receiver 1-10MW 

14 PV 20 W-100kW 

 

Table 1.3: Voltage levels for grid connected DGs 

Power Grid connection Voltage level (kV) 

<10 kW Low voltage (single phase) 254/127 

440/220 

10-75 kW Low voltage (three phase) 220/127 

380/220 

76-150 kW Low voltage (three phase) /Medium voltage 220/127 

380/220 

13.8/34.5 

151-500 kW Low voltage (three phase) /Medium voltage 220/127 

380/220 

13.8/34.5 

501kW-10MW Medium voltage/High voltage 13.8/35.5/69/138 

11-33MW Medium voltage/High voltage 13.8/35.5/69/138 

>30 MW High voltage 69/138 

become a major investor in 2015 from 3 billion USD in 2004 to 103 billion USD by 

2015 followed by Europe, Asia and Oceana (excluding China and India), USA, Middle 

East & Africa, India and Brazil. Intergovernmental panel on climate change (IPCC) also 

predicted that penetration  of  renewable  energies  could result in  saving  of  greenhouse 

potential of renewable energy that could be utilized by DG [9].  
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1.2       DISTRIBUTED GENERATION TECHNOLOGY 

DG technology can be based upon internal combustion engines, combustion gas/ wind-

turbines, fuel cells or photovoltaic (PV) systems. DG can also be classified into 

renewable and non-renewable sources with different available sizes as shown in Table 

1.2 [10]. Although DG is in practice almost throughout the world, there exists a lack of 

consensus on its standard definition. This is also the case with the voltage and power 

levels of DGs for integration to power systems as shown in Table 1.3 [11]. 

1.3       INTEGRATION OF DGS TO POWER SYSTEM 

The integration of DGs to power systems is beneficial for customers as well as utilities. 

Some of the major advantages are as follows, 

• It provides opportunities for the power sector reforms. 

• It promotes clean energy and exploration of renewable sources of energy.  

• Proper siting and sizing of DGs can help in reducing the power loss in the 

network. 

• Allocation of DG near the load reduces transmission costs while smaller DG 

units reduce construction time and investment cost. 

• DGs have high reliability and ensure better power quality particularly when they 

are combined with power quality technology and energy storage. 

However, in spite of several benefits like improved voltage profile, reliability of power,  

Competition to provide quality power to customers, less environmental impact and 

reduced transmission and distribution losses, there are several issues that need to be 

focused while integrating DGs to power systems. These are as follows. 
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1.3.1    Mode of operation and control mechanism 

Active power injected by a DG in an existing power network depends upon the variation 

of the customer-end load. Experiences with integrating hydro and wind based DGs in 

Norway [12] reveal major voltage profile and stability issues that can be resolved by 

change in the regulator setting of a DG from constant power factor mode to the constant 

voltage mode. Also, hybrid DGs (e.g. solar + diesel or diesel + wind) prove to be more 

promising  than single source based DGs and improves the network static and dynamic 

stabilities as well as the voltage and frequency variations by proper implementation of 

power flow controllers [13]. Although increased DG penetration causes control and 

stability issues, studies show that when DG penetration levels increase, the power losses 

also increase   [14] Also, DG integration in ring type distribution systems proves to be 

better than in radial distribution networks [15].  

1.3.2    Optimal sizing and siting (location) of DG 

Appropriate sizing and location of DGs improves the quality of power to the consumers 

and also reduces the distribution losses. The capacity and the operating power factor of 

a DG also play important roles in reducing the distribution losses. Optimal DG 

placement (ODGP) plays a crucial role in the planning of DG integration. There are 

several research works available in the literature to analyze the impact of DG location 

and sizing on the distribution system performance, based on single or multi objective 

based ODGP that  use various  analytical,  numerical and  heuristic  methods [16]. Since 

any ODGP study is based on the current load and power requirement, it needs to be 

modified time to time as per the power system configuration and the operating 

condition. 
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1.3.3    Issues of protection 

Integration of DGs in distribution systems cause alterations in the power flow direction 

(s) and the short circuit level(s). Hence existing protection strategies have to be 

modified. Depending upon the size and the location of DG and the fault location, the 

fault current profile will change which may cause mal-operation of protective devices 

in the network. The relay setting may become invalid due to unpredictable dynamic 

output power characteristics of DG sources, which may lead to false tripping and 

reclosing problems. To overcome this problem, differential and WAP (wide area 

protection) scheme are implemented [17]. Global positioning system (GPS) based 

synchronized relays can also be employed for protection of connecting lines [18]. 

Coordination among the recloser-fuse can allow utilities to provide uninterrupted and 

reliable power for most of the portions of a feeder [19]. 

1.3.4    Short circuit capacity 

DG installation results in an increase in the fault levels at the point of connection. This 

causes overall increased fault levels in the distribution equipment. PV based DGs have 

severe impact on power systems because they act as a power injector only [20]. Hence, 

the feeder which is connected to a PV system will inject more power at the short circuit, 

resulting in disastrous consequences. 

1.3.5    Power quality 

Due to intermittent availability of renewable energy sources like solar and wind, power  

electronic devices are required to maintain the reliability of power supply, which in turn, 

leads to power quality problems. Unified power quality conditioner (UPQC) is used for 
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the compensation of reactive power and harmonic reduction while maintaining grid 

voltage profile and minimization of load current disturbances [21]. Active network 

management (ANM) technique may be used to improve the power quality of  DNs  [22]. 

1.3.6    Stability  

Radial distribution systems without any DG have proved to be mostly stable. However, 

with DG integration, it will have transient, dynamic and small signal stability issues that 

must be addressed properly [23] . 

1.4       DISTRIBUTED GENERATION IN INDIA  

With limited reserves of resources and environmental and health concerns, the Indian 

government has taken several technical and financial initiatives for power generation 

from renewable energy resources. Growth of energy from renewable sources has been 

 reported to be over 20% in the last five years [24]. In the beginning of 2009, total 

installed capacity of renewable power was only 14,400 MW. By the end of 2014, it rose 

to 33,791 MW. Out of this, wind energy has a share of 66 % (22,465 MW) followed by 

SHP (3,991 MW), biomass (4,165 MW), solar power (3,063 MW) and urban & 

industrial waste (107.5 MW). By the end of 2018 [8], it rose to 75055.92 MW. Out of 

this, wind energy has a share of 47 % (35288.1 MW) followed by 6.03 % SHP (4528.05 

MW), 12.09 % biomass (9075.5 MW), 34.68 % solar power (26025.97 MW) and 0.19 

% urban & industrial waste (138.3 MW).  Fig.  1.3 and Fig.  1.4 show the total installed 

renewable based power in India till December 2018. 
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Fig.  1.3:  DG capacity connected to grid in India 

 

 

Fig.  1.4: Off-grid DG capacity in India  
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1.4.2    Biomass power and bagasse co-generation 

The estimated potential of power from agro-industrial residues and agriculture is about 

18,000 MW along with 7000 MW from sugar mills through bagasse cogeneration. Thus, 

the total potential estimated from biomass is about 25,000 MW. The total installed 

biomass power and co-generation is about 4528.05 MW till December 2018 for feeding  

the grid. 

1.4.3    Small hydro power 

The estimated potential of power from small / mini hydel (less than 25 MW) is 19,749 

MW at 6474 sites in the country. Alternate hydro energy center (AHEC), IIT, Roorkee, 

provides facilities for survey, DPRs, project monitoring and training to promote hydro 

power in country. The ministry of non-renewable energy (MNRE) is promoting to set 

up power generation up to 100 kW under the remote village electrification scheme. The 

12th Plan has set up a target of 1600 MW for small hydro power (SHP) addition. The 

total installed SHP was about 4528.05 MW till December 2018 for feeding the grid. 

1.4.4    Solar energy 

India is having average  solar radiation incident in the range of 4000-7000 Wh per day 

and with about 300 sunny days, the estimated energy potential is about 6,000 million 

GWh annually. Jawaharlal Nehru national solar mission (JNNSM) is a mile stone 

project by  the government of India and administered by MNRE to explore solar 

potential in India. The JNNSM  has set a agenda to have additional  20,000 MW grid 

connected solar power  by 2022. This is to be achieved in three stages (first  stage will 

 completed by 2012-13, second  stage by 2013 -17 and  third  stage by 2017- 22). 
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1.4.5    Geothermal energy 

Geothermal potential in India is estimated at 10,000 MW. USA, Sweden, Germany, 

Switzerland, Canada, Japan and China are the leading countries using this technology. 

It is targeted to install 1000 MWth (MegaWatt thermal) till 2022. India is in Low 

geothermal potential region having low/medium heat enthalpy. Government is 

encouraging the demonstration projects to estimate the technical feasibility of the 

project before going to the commercial production. 

1.4.6    Fuel cell technology 

The fuel cell based DG is still in the research and development stage in India. The 

university of Calcutta, Kolkata and Advance study in science and technology, Guwahati 

is working on different fuel cells to improve their efficiency. 

1.5       CONVENTIONAL POWER SECTOR AND ITS IMPACT 

India is currently occupying the 5th position in the world in electricity production, where 

thermal power production has a share of 66%, hydro 19% and the remaining 15% 

includes other sources like natural gas, nuclear energy and renewables. As per Central 

Electricity Authority (CEA), in 2010-11, India was the 4th largest consumer of 

electricity in the world. It has an electricity demand of 122 GW against availability of 

110 GW. Emission standards of India are lagging far behind that of Australia, China, 

USA and the EU. In 2011-12, the total power generation of 111 coal fired power plants 

was 121 GW, which consumed 503 million tons of coal. The estimated pollution per  

year, of particulates is shown in Fig.  1.5. These emissions cause premature deaths 

ranging from 80,000 to 115,000. In 2011-2012, more than 20.0 million asthma cases 
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were seen, and the government expenditure was estimated to be ranging from 16,000 to 

23,000 crores of Rupees [25]. Hence, we need alternative sources of power to meet our 

power requirement. Centralized power generation has various issues like transmission 

and distribution losses, limited reserves of conventional fuel, land acquisition issues, 

non-economical remote village electrification etc. which necessitate the use of DG 

resources. Although DGs  have  the advantages of improved power reliabilty, availabilty 

of power at remote areas at cheaper rate and reduced environmental issues, integration 

of DGs to the network is a challange and needs several technological advancement and 

mitigation techniques to resolve these issues. DGs have a distinctive character compared 

to the traditional centralized power generation model and energy delivery to the loads 

in the power distribution network (DN). However, DGs are not essentially advantageous 

for all stake holders in the electricity infrastructure. Utilities may view on-site power 

generation as challenging because they have diverse consumption patterns than that of 

average customers. Fuel ingestion, noise pollution, carbon and other pollutant 

emissions, can increase or decrease depending on the operating technology of the DG 

system. Inherent  in  this,  there is a need to  analyse  DG  costs  and  benefits  and  the 

influence of public policy on DG  adoption  and  operation.  While  DG  may  itself  

become  a  dominant   force  in  the  provision  of  energy,  its  capability  to  be used in  

 

Fig.  1.5: Pollution caused by coal power plants annually 
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numerous locations and being integrated into the grid is its greatest value. Ultimately, 

there has to be a clear, consistent and long-term market framework. Modern scientific 

developments in communications, energy storage and automation has made this 

possible. Recent developments in the regulatory arrangements and incentives to 

connect, particularly renewable technologies, to transmission and distribution networks 

have meant that the traditional pattern of network usage has altered and this situation is 

likely to continue. One of the principal challenges has been the increase in the volume 

of DGs connected to the network.  

1.6       SCOPE OF THE WORK 

Many technical, commercial and environmental challenges are associated with the 

integration of DGs in a distribution network. Both the industry and the academia have 

been attempting to minimize these challenges. The work in this thesis addresses the 

issue of optimal siting and sizing of DGs in distribution networks to improve the 

network performance vis-a-vis technical, economic and environmental aspects. The 

technical aspects include power loss minimization, voltage profile improvement and 

enhancement of voltage stability index of the distribution networks with DG integration. 

The economic aspects address the improvement in the savings in operational costs and 

annual energy with DGs. The environmental aspects investigate the improvement in 

emission and associated savings in costs with DGs. In all the cases, meta-heuristic 

algorithms have been developed for optimal allocation of DGs in the distribution 

networks considering both single and multi-objective formulations. The thesis also 

includes the development of a multi-objective approach to maximize the loadability of 

distribution networks by simultaneous reconfiguration and optimal allocation of DGs, 

using the meta-heuristic algorithms. 
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1.7       OUTLINE OF THE THESIS  

Chapter 1: This chapter presents a detailed description of distributed generation 

resources (DER) and their type and the impact of their integration with distribution 

networks. The technical issues involved with DG installation, the benefits of DGs and 

the challenges of DG integration in power systems vis-à-vis the detrimental effects of 

conventional and centralized power generation have also been discussed.  

Chapter 2: This chapter presents the literature review. It reveals the chronological 

description of the different types of DG resources used for mitigating the operational 

challenges of distribution networks. Detailed literature survey has been conducted to 

explore the contributions of past researchers in developing different analytical, heuristic 

and meta-heuristic approaches for the optimal allocation of different types of DGs. 

Based on the comprehensive literature survey, research gaps are identified. 

Chapter 3: This chapter presents the mathematical modelling of a typical radial 

distribution system and the different types of loads. Power flow technique using the bus 

injection to branch current (BIBC) and branch current to bus voltage (BCBV) matrices 

has been discussed. Several network performance indices like voltage stability index, 

maximum line loadability index and bus voltage limit violation index have been 

elaborated. Network reconfiguration technique based on a graphical approach has also 

been illustrated in detail. 

Chapter 4: This chapter presents the development of the CTLBO algorithm for the 

optimal siting and sizing of Type–I DGs. The developed algorithm is first validated on 

several standard mathematical benchmark functions. Both single and multi-objective 

formulations are carried out and a comparative analysis vis-à-vis existing methods, is 
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presented. The developed algorithm is subsequently implemented for optimal allocation 

of DGs in several RDS. 

Chapter 5: This chapter presents a hybrid meta-heuristic (HTLBO) algorithm for 

the allocation and sizing of Type–I DGs. The proposed method first discusses the 

validation of the proposed algorithm on standard mathematical benchmark functions. 

Subsequently, HTLBO is implemented for the optimal allocation of DGs in several 

RDS, considering different network loading conditions. 

Chapter 6: This chapter addresses the reactive power management in distribution 

networks using DSTATCOMs, based on analytical as well as meta-heuristic 

approaches. The optimal allocation of DSTATCOMs has been implemented based on 

both single and multi-objective formulations. Pareto solutions of the multi-objective 

formulations have been carried out to enable the distribution networks to be operated in 

several operational modes. This chapter also analyses the technical, commercial and 

environmental benefits possible with the optimal allocation of DSTATCOMs in 

different RDS.  

Chapter 7: This chapter addresses the network loadability enhancement of radial 

distribution networks without any additionaln infrastructural investment which is 

possible with network reconfiguration and optimal DG allocation. A multi-objective 

approach is used. A comparative analysis vis-à-vis existing methods is also presented 

in this chapter.  

Chapter 8: Finally, Chapter 8 presents the conclusions of the work reported in the 

thesis and makes some suggestions for further work in the area covered by the thesis. 
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CHAPTER 2  

LITERATURE REVIEW 

2.1       INTRODUCTION 

This chapter provides an overview of the research works carried out to enhance the 

technical, commercial and environmental performances of distribution networks by 

integration of DG resources. Optimal distributed generation placement (ODGP) plays a 

crucial role on the distribution network performance and hence, in DG integration 

planning. There are several research works available in the literature to analyze the 

impact of DG location and sizing on distribution network performance, based on single 

or multi objective based optimal DG allocation that use various analytical, numerical 

and heuristic methods. This chapter systematically presents an inclusive literature 

review on the optimization techniques used for siting and sizing of different types of 

distributed energy resources in distribution networks and their impact on the network 

performance vis-à-vis power losses, voltage profile, voltage stability, savings in 

operational costs and environmental benefits. Finally, the major limitations and research 

gaps in these research works have been identified. 

2.2      IMPACT OF DISTRIBUTED GENERATION 

Currently, centralized power generation is unable to meet the continuously rising global 

energy demand. Around 16 % of the global population still live without electricity [26]. 

DG is a viable option where power is generated near the load centers. DG comprises 

both fossil fuel based conventional and non-conventional energy sources like solar 

power, hydro, biofuel, geothermal etc. ranging from few kilowatts to about 50 MW [27]. 
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Competitive markets, environmental issues and reliability of power sources are some of 

the major criteria for the selection of energy sources. Depletion of fossil fuel sources 

and continuous improvement in the area of non-conventional ones have been the 

motivating factors for the utilities to go for DG. Although DGs have several 

environmental and economical benefits, they impose several operational issues in 

distribution systems. These may include but are not limited to relay co-ordination 

problems caused by reverse power flow, voltage rise issues, power quality and voltage 

stability issues etc. [28, 29]. Proper DG allocation has a marked effect on the power 

losses, voltage profile, line loadability, operational costs, reliability of power supply, 

pollution and stability issues in distribution systems. Therefore, optimal DG allocation 

has been a global challenge for both the academia and the industry. 

2.3       REVIEW OF ANALYTICAL APPROACHES FOR ALLOCATION OF 

DGS IN DISTRIBUTION NETWORKS 

Several research works have been reported on the optimal siting and sizing of DGs in 

distribution systems. In this context, some comprehensive research works for the 

placement of DGs using analytical methods to reduce network power losses and 

improvement of voltage profile including different loading conditions, have been 

reported in literature. [30] has suggested zero point analysis approach for the allocation 

of DG units, which is based on 2/3 rule for losses and voltage impact study.  [31] has 

introduced an analytical approach which is applicable to different types of distributed 

loads. The effectiveness of this approach is demonstrated by placing a single DG unit 

in the 6-bus and 30-bus distribution networks. This methodology is not iterative and 

hence, no convergence issues are involved. Also, the computational time (CT) is very 

less. [32] has implemented the exact loss formula based analytical approach for DG 
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allocation in 30-bus, 33-bus and 69-bus radial distribution networks. This method is 

based on the Newton-Raphson based power flow algorithm. The results obtained using 

this approach demonstrate reduced power losses, improved voltage profiles and 

reduction in thermal capacity of main feeder. [33] has formulated an analytical approach 

having a loss sensitivity factor, based on the equivalent current injection at the bus. The 

suggested sensitivity factor is used for optimal allocation of DG units to minimize total 

power losses, without using the admittance matrix. Its effectiveness is tested on the 12-

bus, 34-bus and 69-bus radial distribution networks. It is observed that the suggested 

method is better than the classical grid search algorithm. [34] has suggested an 

analytical approach based on linearized AC power flow and the optimal allocation of 

DG is based on active power loss sensitivity factor. This approach has been tested on 

33-bus and 69-bus distribution networks where computational time for optimal 

allocation of DG units is found to be less in comparison to the exhaustive load flow 

approach.  [35] has suggested analytical approach for allocation of different types of 

DG units, considering their power factors. The applicability of this approach has been 

tested on 16-bus, 33-bus and 69-bus radial distribution networks for DG unit allocation 

and is found better than the exhaustive load flow approach. [36] has suggested an 

analytical approach where optimal allocation is achieved using sensitivity analysis 

technique and the optimal DG unit capacity is calculated using a heuristic curve fitting 

technique. To validate the suitability of the proposed method, it has been applied to 12-

bus and 33-bus test distribution systems for active power loss minimization. It is 

observed that a combination of DG units and capacitor allocation in distribution 

networks is found to be more suitable than DG units alone. [37] has suggested an 

analytical approach for DG unit allocation and sizing. This approach uses a novel power 

stability index (PSI), which identifies the most voltage sensitive bus and minimizes the 
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total power losses of the distribution network. The proposed algorithm has also been 

tested using three different radial distribution test systems and the results are found to 

be better than the golden section search algorithm. The computational time of the 

proposed approach for DG allocation reduces by 50–60% as compared to the golden 

section search algorithm. [38] has suggested an analytical approach based on the 

combined power loss sensitivity factor which is used to optimally allocate different 

types of DG units at optimal power factors. This approach is tested on 12-bus and 33-

bus radial distribution networks. Many other approaches based on novel index vector 

and voltage sensitivity index methods for DG unit allocation have been compared. 

Although analytical methods for siting and sizing of DGs have fast convergence, with 

increase in the types and number of DGs, the computational complexity increases and 

may lead to non-optimal solutions. Further, complexities in the formulation of objective 

functions with multi-objective analysis affect the computational time with analytical 

methods.  

2.4       REVIEW OF SOFT COMPUTING APPROACHES FOR DG 

ALLOCATION IN DISTRIBUTION NETWORKS 

Advancements in soft computing techniques have led to the development of several 

evolutionary optimization algorithms for the optimal allocation of DGs in distribution 

systems. Some notable ones among these are genetic algorithms (GA), particle swarm 

optimization (PSO), artificial bee colony (ABC), ant colony optimization (ACO), 

bacterial foraging optimization algorithm (BFOA) etc. Some comprehensive research 

works on the use of GA for optimal allocation of DGs in distribution networks have 

been reported in [39-49]. In this respect, [47] has reported that GA requires increased 

computational   time  while  suffering  from  premature  convergence  than   analytical  



21 
 

 approach.  

PSO is another intelligent technique which has been widely used for DG placement in 

distribution networks. Some comprehensive research works on the use of PSO for 

optimal DG allocation in distribution systems are presented in [48] . In addition, several 

variants of PSO based optimization technique have also been used.  Some notable ones 

include multi-objective evolutionary PSO (MEPSO) [49] and discrete PSO [50]. 

Although PSO possesses better search capability than GA, it may converge to strong 

local minima if optimization parameters are not properly tuned.  

ABC has been used [51] for optimal placement of DGs to minimize overall investment 

cost. Apart from GA, PSO and ABC, researchers for optimal allocation of DGs have 

also proposed several other nature-inspired algorithms. These include the modified 

honey bee mating algorithm [52], cuckoo search optimization algorithm (CSOA) [53], 

bacterial foraging optimization algorithm (BFOA)  [54], modified bacterial foraging 

optimization algorithm  [55], firefly algorithm [56], Hereford Ranch algorithm [57], 

modified shuffled leaping algorithm [58], chaotic symbiotic organisms search (CSOS) 

algorithm [59], Kalman filter algorithm [60], harmony search algorithm (HSA) [61] and 

gravitational search algorithm [62]. Even if evolutionary methods are spontaneous, easy 

to realize and simple to implement as compared to analytical ones, the nature of the 

optimization variable (continuous, discrete or mixed) and inappropriate selection of 

algorithm parameters can lead to premature convergence in the event of strong local 

extrema. To avoid a non-optimal solution, these algorithms require proper parameter 

tuning.  

In this perspective, teaching-learning based optimization (TLBO) reported in [63], is a 

parameter independent intelligent algorithm, which was developed and subsequently 
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used for the optimal placement of energy resources in distribution networks. Although 

TLBO is parameter independent and has a very fast convergence rate, it is prone to local 

maxima/minima trappings. It is observed that TLBO often converges to local minima 

when the numbers of DGs and/or operating constraints in the distribution network 

increase.  In this context, a modified-TLBO algorithm [64] for DG placement has been 

suggested. However, it requires an additional mutation phase to find the global solution. 

Quasi-oppositional teaching-learning based optimization (QOTLBO) [65], which 

utilizes opposition–based learning to enhance the exploration of the search space, has 

also been implemented for DG placement in radial distribution systems. An improved 

TLBO, in which a cross over rate and a cross over parameter have to be specified, has 

been reported in [66]. However, this additional phase adds complexity to the TLBO and 

increases the computational time. Moreover, the parameters need to be tuned properly 

to achieve a satisfactory convergence while placing DGs in the distribution network.   

Harmony search (HS) is another swarm intelligence algorithm which shows good 

exploration capability but poor exploitation capability for global solutions. Several HS 

variants have been suggested to solve complex optimization problems, such as SGHS 

(self-adaptive global harmony search algorithm)  [67], IHS [68] , ITHS (intelligent 

tuned harmony search algorithm)  [69], EHS (enhance harmony search) [70], NGHS 

(novel global harmony search) [71], DIHS [72], NDHS [73] and DSHS [74]. However, 

these improved versions of HS are also unable to handle complex optimization problems 

of high dimensionality and modality. IHS lacks in precise solution. It is observed that 

NGHS, SGHS and NDHS get easily trapped into strong local minima/maxima. 

Although solution provided by EHS and DSHS are satisfactorily but they require more 

convergence time for global solution with high-dimensional problems. 
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2.5       REVIEW OF REACTIVE POWER COMPENSATORY DEVICES 

ALLOCATION IN DISTRIBUTION NETWORKS 

In recent years, integration and increased dissemination of DG resources in DNs have 

compelled the distribution network operators (DNOs) to take appropriate measures to 

enhance reliability, operational cost reduction and power quality. Some remedial steps 

by DNOs in this regard include fixed/switched capacitor [75], network reconfiguration 

[76] and load management [77]. Further, simultaneous network reconfiguration and 

distributed energy storage allocation [76] significantly improves the DG penetration in 

distribution networks. However, increased penetration of renewable based DGs and 

electric vehicles [78]  often creates power quality challenges for the DNOs. Moreover, 

due to the predominantly resistive nature of distribution networks, uncertainties in load 

demands have a substantial repercussion on total harmonic distortion, voltage profile 

(VP), active power loss (APL), reactive power consumption (RPC) and stability [79]. 

Firefly algorithm has been implemented in [79] for the optimal placement of distribution 

static synchronous compensators (DSTATCOMs) for power quality enhancement and 

cost savings. These challenges aggravate with increased penetration of unbalanced load 

demands [80] and integration of intermittent energy resources [81]. To mitigate these 

operational challenges, fixed and switched shunt capacitors [82, 83, 84] placed in DNs 

used to be the earliest solution.  Since the last two decades, advancement and operational 

flexibility in flexible alternating current transmission systems (FACTS) devices have 

led to better utilization of electric networks [85]. In a similar manner, custom power 

devices (CPD), identical to FACTS devices but with a different objective, are used to 

enhance the reliability of DNs and the quality of power [86]. Several custom power 

devices like static VAr compensators (SVCs) [87]  and DSTATCOMs [88] have been 

widely used for reactive power compensation in distribution systems to alleviate the 
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operational challenges. DSTATCOM is a shunt device, which constitutes an energy 

storage device, an inverter, and a transformer. Their fast, dynamical response in respect 

of injection and absorption of reactive power makes their acceptability inevitable in 

distribution systems. DSTATCOM installations in DNs provide variable reactive power 

compensation [89] and improves the power factor [90], VP [91] voltage THD, while  

minimizing uncertainty of power generation due to renewable resources.  

To ensure operational reliability and economic viability of distribution systems, 

DSTATCOM(s) of suitable capability must be sited at appropriate location(s) in the 

network [92, 93]. Although the literature on the use of FACTS devices in power 

transmission systems is extensive, that available on that of CPD is limited. Several 

comprehensive research works have been reported on the placement of DSTATCOMs 

in DNs in the perspective of sensitivity index, APL reduction [94, 95], energy and 

operational cost savings [96]. Optimal allocation of multiple DSTATCOMs in the IEEE 

30-bus distribution system based on a hybrid of GA and ACO algorithm has been 

presented in [95]. In this perspective, Analytical methods based on VSI [97] and 

reactive stability index [98] has been suggested for the allocation of DSTATCOM for 

VP enhancement and APL reduction in the IEEE 33-bus radial distribution network 

(RDN).  [99] has considered allocation of DSTATCOM in the 38-bus meshed DN based 

on VSI, fast VSI (FVSI), proposed stability index (PSI) and combined power loss 

sensitivity (CPLS) index. It is observed that CPLS and PSI yield better results than the 

rest. However, all these analyses are limited to the placement of a single DSTATCOM. 

Although analytical approaches require less computation time, intricacies in the 

framework of objective functions with multiple DSTATCOMs and multi-objective 

formulations have an impact on the accuracy and computational time. 
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Evolution of soft computing techniques contributed several evolutionary algorithms to 

allocate DSTATCOMs in distribution systems. Evolutionary algorithms are swarm 

intelligence-based optimization methodologies which are skilled in solving multi-

objective, multimodal, continuous and discrete problems while satisfying various 

constraints. Some notable research works implementing evolutionary algorithms are 

detailed in [100]-[112]. In [100], Immune algorithm (IA) has been used to place 

DSTATCOM to decrease energy losses, operational costs, better network congestion 

management and VP improvement of 33-bus and 69-bus RDS. Although results 

illustrate the superiority of IA over GA in DSTATCOM placement, but analysis of 

optimal number of DSTATCOMs has not been considered to maximize the cost 

benefits. In [101], differential evolution (DE) algorithm is used for DSTATCOM 

allocation and network reconfiguration to improve APL and VP of the 69-bus and 83-

bus DNs. Although DE algorithm is observed to be better than PSO for simultaneous 

reconfiguration and DSTATCOM allocation, actual loading of the DN is not 

considered. Optimal allocation of a DSTATCOM has been proposed employing binary 

gravitational search algorithm (BGSA) [102] in a 47-bus practical DN to enhance the 

reliability of the network by reducing load outage and momentary interruptions. 

However, the analysis is limited to the placement of a single DSTATCOM. 

Simultaneous network reconfiguration along with DG and DSTATCOM allocation has 

been presented in [103]  based on improved cat swarm optimization (ICSO) for VP 

improvement and annual energy loss minimization in the 69-bus DN, with three 

different load levels. Although ICSO is reported to outperform both CSO and PSO, the 

analysis is again limited to the placement of a single DSTATCOM. The results show 

marked improvement in the total harmonic deviation (THD) and VP in the 16-bus 

distribution system over GA and PSO. In [104], HS algorithm is used to place a 
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DSTATCOM to improve annual energy savings in the IEEE 33-bus DN. Although 

results demonstrate marked improvement in the annual cost savings over the IA, only a 

single DSTATCOM and constant power load has been considered. 

To further improve the performance and to prevent premature convergence of 

evolutionary algorithms, several hybrid algorithms have also been reported in the 

literature. In [105], the authors have implemented the hybrids of fuzzy logic and ant 

colony optimization (ACO), fuzzy and PSO as well as fuzzy and GA for network 

reconfiguration and allocation of PV arrays and a DSTATCOM in the IEEE 33-bus and 

the Taiwan power corporation networks. It has also considered the loadability of 

networks based on voltage stability margin. However, the analysis is again limited to 

the allocation of a single DG and DSTATCOM. [106] has reported DSTATCOM 

placement in the IEEE 30-bus RDS based on a hybrid of Nelder-Mead algorithms and 

imperialistic competition. This approach deals with a multi-objective formulation 

involving APL and VSI of the DN. However, comparative analysis with any other 

algorithm has not been carried out. It has been reported by many researchers that 

integration of distributed energy resources to DNs results in improved VP, line 

loadability enhancement [107, 108, 109], APL reduction [110, 111], greenhouse gas 

reduction [112] and VSI improvement [113].  

2.6       REVIEW OF LOADABILITY ENHANCEMENT OF DN(s) USING DG(s) 

Power distribution network operators have been facing major challenges because of 

several issues like uneven load growth, high penetration of DER and deficiency of 

investments in network infrastructure. This requires the operators to improve the 

performance of distribution networks. Researchers have reported several ways to reduce 
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power losses in distribution networks like network reconfiguration [114], load 

balancing [115] using transversality enforced Newton-Raphson algorithm for the 

loadability enhancement of several distribution networks ,  allocation of different types 

of DERs according to the load demand profile [116, 117] incentive based policy etc., 

which enhance the overall network efficiency. It is observed that the network loadability 

is restricted more by voltage limit constraints than by line thermal limit constraints [118] 

of the Brazilian distribution network. However, higher load growth rate poses serious 

network operational challenges like line thermal limit violations, voltage limit 

violations [119], voltage stability issues [120] and voltage collapse [121].  

Researchers have reported loadability enhancement of RDN based on several indices. 

[122] has suggested a static approach based on VSI for real, reactive and apparent power 

loss minimization. A new loadability index ‘Lp’ (0≤ Lp ≤1) has been suggested by [123]  

where ‘Lp’ greater than unity indicates voltage collapse. However, this index is based 

on unidirectional power flow in the network. [124] has suggested an index ‘MLI’ (≥ 1) 

for the analysis of  voltage stability along with line loading margins in RDN. However, 

MLI (Maximum loadablity index) is valid only when the load power factor angle is not 

equal to the line impedance angle. [125] has suggested a loadability index ‘Ls’ (1≤ Ls 

≤2)  to tackle the inherent problem posed by a new loadability index ‘Lp’. It has used 

HPSO algorithm for the optimal allocation of multiple DGs in three different RDNs to 

improve the network loadability. 

It is observed that optimal DER allocation, network reconfiguration [126] [127, 128] or 

both [129] significantly enhance the loading factor (LF) of RDN. [128] has used discrete 

artificial bee colony (DABC) to enhance the loadability in several cases which include 

simultaneous network reconfiguration and DG allocation in RDN. However, no 
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comparison with existing works has been reported. Simultaneous network 

reconfiguration and strategic allocation of multiple DGs in the RDS involve mixed 

integer variables (discrete variables for tie/DG locations and continuous variables for 

DG sizes). Analytical tool based tangent vector method and continuous power flow 

(CPF) approach for placement of Type-3 DER at the weakest bus has been suggested 

by [130] to enhance the ‘λ’ of the network. However, this approach is limited to the 

placement of a single DG. [131] has analysed the loadability improvement in 

distribution networks considering the allocation of various types of DGs and has 

reported that loadability improvement can be maximized by employing Type-4 DGs. 

However it has been reported [130, 131] that simultaneous network reconfiguration and 

DG allocation is the most effective way of enhancing the line loadability.  [132] has 

observed that for the enhancement of network loadability, fuel cell based DGs are more 

effective than solar and wind based DGs. [133] has suggested a ‘global sensitivity 

index’ for loadability enhancement of the 33-bus RDN considering the uncertainty of 

renewable sources, loads and distribution feeder parameters. [134] has suggested 

several energy efficiency indices to enhance the loadability of the distribution network. 

Enhancement of the network loadability on the basis of voltage quality and voltage 

sensitivity index has been reported in [135]. [136] has reported loadability improvement 

of the network on an hourly basis.  

2.7       ANALYSIS OF RESEARCH GAPS IN THE LITERATURE 

This section summarizes the research gaps found in the literature survey discussed in 

the previous sections. It has already been discussed in previous sections of this chapter 

that in recent years, continuously increasing load demand and deficiency of capital 

resources vis-à-vis a competitive electricity market have forced transmission and 
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distribution utilities worldwide to maximize the efficiency and utilization of their 

existing infrastructure. The literature survey reveals that optimal allocation of 

distributed generation resources result in a marked improvement in the technical, 

commercial and environmental benefits of distribution networks. It has also been 

reported that optimal DG allocation and / or network reconfiguration enhance the 

distribution network loading capability significantly. The limitations of analytical as 

well as soft computing-based algorithms has also been reported in the literature review.  

On the basis of these observations, the main objectives of the proposed research work 

are as follows: 

• To improve the performance of the existing meta-heuristic algorithm(s) for the 

optimal siting and sizing of DG resources considering single as well as multi- 

objective criterion. 

• To develop hybrid algorithm(s) for maximum exploitation and exploration of the  

solution search space to ensure global solution. 

• Validation of the modified / hybrid algorithm(s) using several standard 

mathematical benchmark functions. 

• Implementation of the modified / hybrid algorithm(s) for optimal DG allocation 

in several radial distribution networks (RDS). The analysis of distribution 

network performance is based on several indices for single as well as multi-

objective functions, considering different types of DGs. 

• Investigation on the improvement of distribution system performance vis-a-vis 

technical, economic and environmental aspects due to integration of 

DSTATCOMs. 

• Development of a graphical approach-based network reconfiguration technique. 

• Improvement in loadability of RDS by simultaneous reconfiguration and optimal 
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 DG allocation. 

The proposed research work has been carried out in the following manner. 

(a) Performance enhancement of existing algorithm for allocation of DGs 

Optimization algorithms play a crucial role in the allocation of DG resources in DNs 

for reducing active power losses, voltage profile improvements, economical operation 

and environmental benefits. The increase in the number and type of DGs, objective 

functions, network complexities and constraints often affect the convergence criteria of 

the optimization algorithms. The convergence characteristic of an algorithm is strongly 

dependent on the algorithm parameters. In this perspective, TLBO [63] algorithm, 

which is almost parameter independent, is considered in this work.  

However, the existing TLBO algorithm is prone to local maxima/minima trappings 

when the number of solution variables increase. Hence, in this work, a modification in 

the “teaching factor” of the existing TLBO algorithm has been carried out to improve 

the exploitation capabilities while maintaining the convergence speed. This algorithm, 

known as CTLBO, yields better results over several existing meta-heuristic algorithms 

when implemented on several well-defined mathematical benchmark functions. The 

proposed algorithm is subsequently used for the optimal allocation of DGs in several 

RDS. Both single and multi-objective formulations have been implemented. The single 

objective functions involve criterion of power loss minimization, voltage profile 

improvement or voltage stability index. The multi-objective functions are implemented 

using the weighted sum approach and the ɛ-constraints method. From the results, it is 

observed that the performance of the proposed CTLBO algorithm is better as compared  

to several other existing algorithms. 
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(b) Development and validation of hybrid optimization algorithm for optimal 

DG allocation 

From the literature survey, it is observed that while TLBO exhibits good exploitation 

capability of the solution search space, the HSA demonstrates good exploration 

capability. So, a proper integration of the merits of both TLBO and HS would result in 

a better optimization technique for high-dimensional and multimodality problems. To 

get a good balance of exploration and exploitation capability of the search space, a new 

optimization algorithm based on the hybridization of HS and TLBO (HTLBO) has been 

subsequently developed in this work. In this algorithm, at first the HS algorithm is 

utilized to explore the search space with a high probability of finding the global solution. 

Subsequently, the TLBO carries out exploitation of the search space for the global 

solution. To choose TLBO or HS, the proposed algorithm utilizes self adaptive selection 

probability. 

In this work, at the outset, the performance of the proposed algorithm is tested on several 

standard mathematical benchmark functions for single as well as multi-objective 

formulations. Subsequently, the multi-objective problem of optimal DG allocation in 

the  33-bus [137], 69-bus [82] and 118-bus [138] RDN is solved by the Ɛ-constraint 

method using HTLBO. The proposed HTLBO is compared with existing TLBOs and 

QOTLBO. The results validate the proposed method.  

(c) Reactive power management in DNs to enhance savings in energy, cost and 

emission  

It is observed from the literature survey that reactive power management in distribution 

 networks contribute significantly in reducing the APL, network operational costs and 

environmental pollutant emissions. So, in this work, two approaches have been used to 
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 meet the desired objectives.  

At first, an analytical approach has been developed for the allocation of single as well 

 as multiple DSTATCOMs in several distribution networks for power loss 

minimization, based on the power loss sensitivity index [38]. The algorithm has a fast 

convergence rate and the results obtained are found to be better than several existing 

algorithms. However, increase in the number of objective functions, network 

complexities and constraints may yield non-optimal solutions. Subsequently, CTLBO 

has been used for the optimal allocation of DSTATCOMs for single as well as multi-

objective formulations. The Pareto solution for DSTATCOM allocation has also been 

carried out, which offers the distributed network operators multiple options to operate 

the DN, as per their requirement. 

(d) Development of a graphical approach for network reconfiguration  

There are many network reconfiguration techniques available in the literature. It is 

observed that the available techniques are easy to implement for checking the radiality 

of the  distribution  networks. However, pictorial or  graphical representation of the re- 

reconfigured network(s) is not possible. In this work, an approach has been developed 

to identify the network radiality and represent the closed tie/sectional switches 

graphically.  

(e) Multi-objective approach to maximize the loadability of DNs by 

simultaneous reconfiguration and DG allocation  

In recent years, transmission and distribution utilities worldwide have been engaged in 

 maximizing the efficiency and utilization of their existing infrastructure. This thesis 
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 presents a multi-objective approach to maximize the loadability of distribution 

networks by simultaneous reconfiguration and optimal allocation of DGs using the 

CTLBO algorithm. The proposed technique is based on the ɛ-constraints method. 

Loadability enhancement is validated on the 33-bus and 69-bus RDS. Several case 

studies are carried out to demonstrate the effectiveness of the proposed approach in 

reducing the network APL, improving the kVA loading margins and enhancing the 

voltage profiles while considering the voltage and thermal limit constraints. Results 

show that maximum loadability is obtained with simultaneous network reconfiguration 

and allocation of DGs with different power factors. 
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CHAPTER 3  

POWER FLOW, LOAD MODELING AND TEST NETWORKS 

3.1      INTRODUCTION 

As described in chapter 2, power flow computational time for optimal allocation of DGs 

in different distribution networks by several optimization techniques plays a crucial role 

in the convergence characteristics. The load characteristics and integration of several 

types of DG to the distribution networks have significant impact on the network 

technical performance, economic operation and environmental benefits. 

The power flow techniques like Gauss-Seidel [139], Newton–Raphson [140] and Fast 

Decoupled method [141] are best suited in transmission networks. They have 

convergence issues in distribution networks on account of their high R/X ratio, un-

transposed lines, and unbalanced loading as well as different topographical structure 

and characteristics. Some of the modified classical power flow techniques such as Gauss 

implicit Z-matrix method [142] is a commonly used method but it is unable to converge 

for radial and weakly meshed network. Subsequently, compensation-based technique 

[143] is proposed where forward/backward sweep technique was adopted. However, 

this approach requires new data format and search procedure. In another technique 

[144], power flow is feeder lateral based model, which needs data format in accordance 

with the layer-lateral. [145] have suggested topographical based power flow technique 

where admittance and / or Jacobian matrix is no longer required as in the case of 

conventional power flow methods. Consequently, the suggested approach for power 

flow is found to be more robust and having less computational time. In this chapter, the 

topographical based power flow technique is first discussed, which is simpler and has 
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lesser computational time [145]. In [111] several voltage dependent and time-variant 

loads are modelled. For annual energy consumption, normalized average load has been 

presented. The different types of DGs used in this work are also detailed in this chapter.  

Finally, various test distribution networks used for implementing the proposed methods 

have been described. 

3.2      POWER FLOW TECHNIQUE  

A typical radial distribution network is shown in Fig. 3.1 by single line diagram, for 

demonstration of the power flow technique, which includes substations, buses, lines and 

loads. Fig.  3.2 represents the equivalent circuit of a section of the distribution network 

shown in Fig. 3.1. 
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B 8 B 9BR 2BR 1 BR 4
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BR 5
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Fig.  3.1: Typical layout of a radial distribution network  
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Fig.  3.2: Equivalent circuit of the jth branch of the network between buses ‘k’ and ‘(k+1)’ 
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The equivalent current-injection based model is found to be more realistic for 

distribution networks [145]. For bus (k + 1)th  , the complex power injected is 

expressed as, 

𝐒𝐤+𝟏 = (Pk+1 + jQk+1)     k = 1,2…n                                                          (3.1) 

At the ith iteration, the equivalent current injected at the bus (k + 1) is shown as  

follows, 

𝐈𝐤+𝟏
𝐢 = re(𝐈k+1

i ) + j. im(𝐈k+1
i ) = conj (

Pk+1+jQk+1

𝐕k+1
i )                                        (3.2) 

Where 𝐕𝐤+𝟏
𝐢  and 𝐈𝐤+𝟏

𝐢  are the bus voltage and equivalent current injection of bus (k +

1)  at the ith iteration, respectively. re(𝐈k+1
i ) and im(𝐈k+1

i ) are the real and imaginary 

parts of the equivalent current injection of bus (k + 1) at the ith iteration, respectively. 

For the radial distribution network shown in Fig.  3.1, having 9 buses and 10 branches, 

the power injections at each bus can be converted into equivalent current-injections 

using Eqn. (3.2), and Kirchhoff’s current law (KCL) is used to find the branch-currents 

by using equivalent current injected at each bus. As an example, four of the branch (BR) 

currents  𝐁𝐑𝟏,   𝐁𝐑𝟒,   𝐁𝐑𝟓 and   𝐁𝐑𝟔 can be written using  equivalent  injected current 

at the buses as, 

  𝐁𝐑𝟏 = 𝐈𝟐 + 𝐈𝟑 + 𝐈𝟒 + 𝐈𝟓 + 𝐈𝟔 + 𝐈𝟕 + 𝐈𝟖 + 𝐈𝟗                                                            (3.3a) 

  𝐁𝐑𝟒 = 𝐈𝟓 + 𝐈𝟔 + 𝐈𝟕 + 𝐈𝟖 + 𝐈𝟗                                                                                    (3.3b) 

  𝐁𝐑𝟓 = 𝐈𝟔 + 𝐈𝟕                                                                                                            (3.3c) 

  𝐁𝐑𝟔 = 𝐈𝟕                                                                                                                    (3.3d) 

Note: It may be noted that bold variables have been used to denote complex quantities 

and this has been adopted for the entire thesis. 
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In a similar manner, the rest of the branch currents can also be written. The relationship  

between the branch currents  and the injected currents can be represented in matrix form 

as shown below, 

[
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𝐈𝟕
𝐈𝟖
𝐈𝟗]
 
 
 
 
 
 
 

                                                      (3.4) 

The generalised expression of Eqn. (3.4) is shown below, 

[BRnb] = [BIBC][Inb]                                                                                      (3.5) 

Here, the constant matrix ‘BIBC’ is known as the bus injection to branch current matrix  

and it is an upper triangular matrix, contains values of ‘0’ and ‘1’ only.  

The relationship between the branch currents and bus voltages for network as shown in 

Fig.  3.1, can be obtained by Kirchhoff’s voltage law (KVL). For example, the voltages 

of buses 2, 4, and 5 are as follows,  

𝐕𝟐 = 𝐕𝟏 − 𝐁𝐑𝟏𝐙𝟏𝟐                                                                  (3.6a) 

𝐕𝟒 = 𝐕𝟑 − 𝐁𝐑𝟑𝐙𝟑𝟒                                                                  (3.6b) 

𝐕𝟓 = 𝐕𝟒 − 𝐁𝐑𝟒𝐙𝟒𝟓                                                                   (3.6c) 

Substituting Eqns. (3.6a) and (3.6b) into (3.6c), we get 

𝐕𝟓 = 𝐕𝟏 − 𝐁𝐑𝟏𝐙𝟏𝟐 − 𝐁𝐑𝟐𝐙𝟐𝟑 − 𝐁𝐑𝟒𝐙𝟑𝟓                                                     (3.7) 
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Similar to Eqn. (3.7), the rest of the bus voltages can also be expressed as a function of 

branch currents, line parameters, and the substation voltage. Accordingly, the 

relationship between the bus voltages and branch currents  can be expressed in matrix 

form as shown below, 

[
 
 
 
 
 
 
 
𝐕𝟏
𝐕𝟏
𝐕𝟏
𝐕𝟏
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                                    (3.8) 

The generalised expression of Eqn. (3.8) is shown below, 

[∆V] = [BCBV][BRnb]                                                              (3.9) 

Here constant matrix ‘BCBV’ is known as the branch current to bus voltage matrix and 

it is a lower triangular matrix, contains values of branch impedance. So, the ‘BIBC’ and 

‘BCBV’ matrices are developed based on the topological structure of distribution 

networks as detailed above. The corresponding variations in branch currents, because 

of the variations in bus injected currents, can be calculated directly by using the ‘BIBC’ 

matrix. The corresponding variations at bus voltages, due to variations in branch 

currents, can be determined directly by using the ‘BCBV’ matrix. Combining Eqns. 

(3.5) and (3.9), the relationship between current injected at bus and change in bus 

voltages with respect to substation voltage can be expressed as, 

[∆V] = [BCBV][BIBC][I]                                                                           (3.10a) 

[∆V] = [DLF][I]                                                                                          (3.10b) 

Where  [DLF] = [BCBV][BIBC]  
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The solution for distribution power flow can be obtained by using Eqn. (3.2) iteratively, 

as detailed in Eqn. (3.11a to 3.11c), till the bus voltage magnitude variation is less than 

a specified tolerance. This considerably reduces the amount of computation resources 

needed and makes the proposed method suitable for on-line operation. In this work, 

tolerance for  ∆Vi+1  ≤  10−6. 

𝐈𝐤+𝟏
𝐢 = re(𝐈k+1

i ) + j. im(𝐈k+1
i ) = conj (

Pk+1+jQk+1

𝐕k+1
i )                                    (3.11a) 

[∆Vi+1] = [BCBV][BIBC][Ii]                                                                      (3.11b)  

[Vi+1] = [∆Vi+1] + [Vi]                                                                              (3.11c)  

3.2.1    Steps for power flow 

Following steps are taken to find branch current and bus voltages of the network, 

Step 1. Initially the voltages of all buses (V0) are assumed as 1 p.u. 

Step 2. Calculate 𝐈𝐤+𝟏
𝐢  using Eqn. (3.2) for all the buses. 

Step 3. BIBC and BCBV matrices are formed using the topology of the  

distribution network as explained above. 

Step 4. ∆Vi+1 is calculated using Eqn. (3.11b). 

Step 5. Updated voltages for all the buses using Eqn. (3.11c). 

Step 6. Steps 2 to 5 are repeated till ∆Vi+1  ≤  10−6 (tolerance). 

Last updated bus voltages and calculated branch currents using Eqn. (3.5) are consi- 

dered as the final bus voltages and branch currents of the distribution network. 
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3.3      POWER LOSS  

The power loss in the distribution network is the summation of power losses in each 

branch of the distribution network. Many methods exist [35, 146] to calculate the power 

loss in the distribution network. Here, fundamental approach has been adopted to 

calculate APL and reactive power consumption, which is represented as follows, 

APL = Ploss = ∑ (Ij
2 ∗ Rj

nb
j=1 )                                                                               (3.12a) 

RPC = Qcon = ∑ (Ij
2∗Xj)

nb
j=1                                                                                  (3.12b) 

         Where    Ij = sqrt ∑ (PL,k
 2 + QL,k

 2)/|Vk
2|𝑚

k=1                                                (3.12c) 

When DG(s) is (are) allocated, the current magnitude in the branch changes along with 

the power loss in the branch, and can be expressed as.  

Ij = sqrt ∑ ((PL,k
 − PDG,k

 )
2
+ (QL,k

 − QDG,k
 )

2
) /|Vk

2|𝑚
k=1                          (3.12d) 

3.4     ENERGY LOSS 

The total annual energy loss (EL) (kWh) of the distribution network for time duration 

(Δt) of 1 h is mathematically represented as: 

EL = 365. ∑ Ploss
t24

t=1 . ∆t                                                                                       (3.13) 

3.5     DISTRIBUTION NETWORK PERFORMANCE INDICES 

The performance of the distribution networks is monitored based on performance 

indices. Some of the performance indices used in this work is given as follows, 
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3.5.1    Loss reduction 

The DG allocation and / or reconfiguration results in reduction in losses in the 

distribution networks. Therefore, the active power loss and reactive power consumption 

reduction is expressed as the ratio of changes in APL /RPC after DG allocation and /or 

network configuration, to the APL /RPC without any DG or network condition altera- 

tion. Mathematically this can be represented in percentage as follows, 

3.5.1.1     Active power loss reduction (APLR)  

APLR(%) = (
APLb−APLDG

APLb
) X 100  %                                                            (3.14) 

3.5.1.2     Reactive power consumption reduction (RPCR) 

RPCR(%) = (
RPCb−RPCDG

RPCb
) X 100 %                                                             (3.15)  

3.5.2      DG penetration level 

DG penetration level is defined as the ratio of the total DG power generation (SDG) over 

the total network demand (Sload) as given by Eqn. (3.16) below. 

DG penetration level (%) =
SDG(kVA)

Sload(kVA)
× 100                                             (3.16) 

3.5.3     Voltage profile (VP) 

DGs allocation near the loads and/or network reconfiguration changes the voltage 

profile of the network. The voltage profile of the buses in the distribution networks can 

be monitored using several mathematical formulations [65] and [129] as follows: 
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3.5.3.1      Voltage deviation (VD) 

VD = ∑ (|V𝑘| − Vrated)
2n

k=1 (p. u. )                                                               (3.17) 

3.5.3.2      Voltage profile index (VPI) 

VPI = (∑ (|V𝑘| − |Vk,DG|)
2n

k=1 )(p.u.)                                                             (3.18) 

3.5.3.3      Voltage deviation index (VDI) 

VDI = sqrt (∑ (|V𝑘| − |Vk,limit|)
2n

k=1 /total bus)  (p.u.)                                 (3.19)   

3.5.4      Voltage stability index (VSI)  

The voltage profile of a distribution network is characterized by its VSI [147], which 

should always be greater than zero. The VSI must be maximized to improve the voltage 

profile of the distribution network. Mathematically VSI of a radial distribution network 

can be given [121] as below, 

VSIk+1 = |Vk|
4 − 4{Pk+1Xj − Qk+1Rj}

2
− 4{Pk+1Rj + Qk+1Xj}|Vk|

2 (p. u. )   (3.20) 

3.5.5      Total bus voltage violation boundary 

Load growth in distribution networks may cause voltage limit violations at buses.  Total 

bus voltage violation boundary (TBVVB) indicate the number of buses in network 

violating the minimum or maximum permissible voltage magnitude limits. If no bus 

voltage violation occurs in the network, the TBVVB is ‘0’ otherwise, TBVVB is 

calculated as follows,  



44 
 

TBVVB = 0 

TBVVB =∑  TBVVB + 1             if
n

k=1
|Vk| < Vmin or |Vk| > Vmax 

End                             (3.21) 

3.5.6      Total annual cost saving (TACS)  

Total annual cost (TAC) saving is the difference between the cost of the total energy 

losses in the network before installation of DG  and the cost of the total energy losses 

after DG installation ( and / or network reconfiguration) plus the annual cost of DG. It 

is calculated using Eqn. (3.22a) to (3.22d). The cost of investment can be extracted from 

the cost of the DG per year as shown below [109], 

CostnDG,year = CostnDG
(1+AR)nDG∗AR

(1+AR)nDG−1
                                                              (3.22a) 

Total annual cost occurs due to power loss in the network without DG, 

TAC = 365 ∗ (Ke ∗ ∑ Ti ∗ Ploss,i
24
i=1 )                                                           (3.22b) 

Total annual cost occurs due to power loss in the network with DG, 

TACDG = 365 ∗ (Ke∑ Ti ∗ Ploss,i
DG − ∑ Kci ∗ CostnDG,year

24
i=1

24
i=1 )                (3.22c) 

So Total annual cost saving due to installation of DGs is calculated as below, 

TACS = TAC − TACDG                                                                                         (3.22d) 
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3.5.7      Emission saving (ES) 

Air pollution is a global concern and remedial steps should be taken by the concerned 

agencies to improve the air quality. Gases like CO2, NOx and SO2 [148] are the major 

constituents of air pollution associated with fossil fuel based power generation. DG 

allocation and/or network reconfiguration in distribution networks plays a vital role in 

reducing these emissions. Emission data are given in Table A.5. Emission incurred 

while meeting the load demand and losses without DG is calculated as shown below, 

E = (∑ PL,k
n
k=1 + Ploss). ER. 8760                                                                     (3.23a) 

Emission incurred while meeting the load demand and losses with DG is calculated as 

given in Eqn (3.23b), 

EDG = (∑ PL,k
n
k=1 + Ploss

DG ). ER. 8760                                                                (3.23b) 

Difference of Eqn. (3.23a) and (3.23b) gives annual emission savings as given below, 

ES = E − EDG                                                                                                        (3.23c) 

3.5.8      kVA margin to maximum loadability (KMML) 

KMML [124]  is an important index, which shows the increment of the network loading 

from the nominal value to the maximum value, corresponding to a voltage collapse. 

KMML can be explained using the impact of LF on the minimum network voltage, as 

shown in Fig. 3.3. The range of LF from operating point A to point C (corresponding to 

LFP-I  and LFMAX-I respectively) in Curve I represents the base KMML of  the radial 

distribution network. Similarly, KMML enhancement by means of network reconfigu- 

KMML = (LFmax−I − LFP−I). ∑ SL,k
n
k=1                                                              (3.24) 
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Fig.  3.3: Impact of loading factor on minimum network bus voltage 

                         

 Table 3.1: Voltage exponents for various loads 

Load type   np nq 

Constant 0 0 

Industrial 0.18 6.00 

Residential 0.92 4.04 

Commercial 1.51 3.40 

ration and/or DG allocation is presented in curve II from LFP-II  to LFMAX-II 

corresponding to points B and D. So, KMML for curve I is obtained as per Eqn. (3.24) 

.Fig. 3.3 shows that curve II (with optimum reconfiguration and/or DG allocation) has 

higher loadability and voltage profile than curve I, at each loading point (LFP-II >LFP-I). 

The optimum network reconfiguration and/or DG allocation also increases the KMML 

significantly (LFMAX-II>> LFMAX-I). 

3.5.9      Qualified load index (QLI) 

Due to lack of reactive power support, it may not be possible to maintain all bus voltages 

at their desired values. So, it would be desirable to maintain as high amount of load as 

possible at the desired voltage level.  The voltage index considers only the bus voltage 
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levels, but it cannot distinguish between heavily loaded and lightly loaded buses. 

Therefore, the proposed QLI [149] takes into account the voltage level and the power 

consumed by the load at each bus as a weighting factor as given below, 

QLI = ∑ |Vk| ∗  PL,k
n
k=1  (p.u.)                                                                         (3.25) 

where |V|k and  PL,k are the voltage magnitude and the active load at the kth bus in per 

unit. The most important objective of this index is to maintain as high amount of loads 

as possible at higher voltages. 

3.6      LOAD MODELLING 

The voltage-dependent time-varying load model [150]  can be mathematically 

expressed as follows: 

PL,k(t) = Pk(t) × Vk
np(t)                                                                              (3.26a) 

QL,k(t) = Qk(t) × Vk
nq(t)                                                                            (3.26b) 

The load active and reactive power demand for particular load type at time duration ‘t’ 

hours of the day at each bus ‘k’, can be calculated using Eqn. (3.26a) and 3.26b). The  

 

Fig.  3.4: Normalized average daily load demand curve 
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voltage exponents for the active and reactive load are detailed in Table 3.1 [106]. 

However, for actual annual energy loss calculation, a normalized daily load profile data 

reported in [111] has been used in the subsequent chapters 4, 5 and 6 after network 

reconfiguration and/or DG allocation in the distribution networks. The variation of the 

load for the 24-hour period is shown in Fig.  3.4. 

3.7      GENERATION MODELLING 

DG [151] is a better alternative to meet power demand near load centers than centralized 

power generation. DGs can be installed either at the remote location, to supplying the 

consumers’ local demand or integrated into the grid. DG’s can be classified as 

following, 

Type    I  Supplying only Active power to the distribution network. 

Ex. PV System  

Type   II  Supplying only reactive power to the distribution network. 

Ex. capacitor, DSTATCOMs, synchronous motor  

Type  III  Supplying both active and reactive power to the distribution  

network. Ex. synchronous generator  

Type  IV  Supplying active power and consuming reactive to the distribution 

network.  Ex. induction generator  

Type I DGs have been considered in chapters 4 and 5, Type-II DGs are considered in 

chapter 6 and Type-III DGs are considered in chapter 7 in this thesis.  Based on energy 

delivery capabilities, DGs can be further categorized as dispatchable and non-

dispatchable generation. If the output power of a DG unit is automatically controlled to 

a fixed value by varying the fuel inputs, the DG unit is considered as a dispatchable 
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source. Such as SHP plants and biomass-based gas turbines is considered as 

dispatchable sources of power. On the contrary, if the output power of a DG unit is 

weather dependent (e.g., wind speed and solar irradiance), it is considered as a non-

dispatchable source. Examples of such power generation are solar and wind powers. 

The reactive power of a DG unit (QDG,k ) can be expressed in terms of power factor 

(pfDG,k) and active power of a DG unit (PDG,k) [35] as shown in eqn. (3.27), 

QDG,k = x PDG,k                                                                                              (3.27) 

Where,x = ±tan (cos−1(pfDG,k)), ‘x’ is positive for a DG unit injecting reactive power 

and negative for the one consuming reactive power. 

3.8      NETWORK RECONFIGURATION 

Network reconfiguration is the process of closing or opening of tie/sectional switches 

to change the topology of the network in such, a way that no node left isolated. In this 

thesis only radial distribution network are considered. So, after reconfiguration, the 

radiality of the distribution network must be ensured by opening/closing the 

tie/sectional switches. Following two approach has been used to check radiality of 

distribution network, 

3.8.1      Incidence matrix approach  

The incidence matrix (A) is formed on the basis of graph theory for the reconfigured 

network and subsequently its determinant ensures the radiality as shown below,  

det (A) = +1 or − 1 (radial network)           
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or     det  (A) = 0 ( not radial network)                                                           (3.28) 

Although this approach requires less computation time but not able to depict the 

topology of the network. In this thesis, chapter 6 is based on this approach. 

3.8.2      Spanning tree approach 

Network radiality is ensured using the spanning tree graphical approach. The radiality  

is tested using the MATLAB function ‘graphisspantree (D)’ where the adjacency  

matrix (D) is the matrix of undirected graph. If ‘D’ is the matrix corresponding to the 

spanning tree, this command returns unity for the true condition. The elements of the 

‘D’ matrix in the form of ‘1’s and ‘0’s show the section of the branches available or 

absent between two nodes of the network.  

The following steps are taken to ensure the radiality and accordingly modification is 

carried out in ‘BIBC’ and ‘BCBV’ matrix: 

Step 1. Generate the matrix ‘D’ (bus-by-bus) assuming all the tie/sectional 

switches are connected. Then modify ‘D’ by replacing the ‘1’s by ‘0’s 

for the set of open tie/sectional switches. 

Step 2. Make the modified ‘D’ matrix as sparse matrix. 

Step 3. Test the radiality of network using MATLAB function 

‘graphisspantree (D)’. Spanning tree can be obtained using the 

 MATLAB function ‘biograph (G)’ where ‘G’ is the lower triangular 

matrix of ‘D’. 

Step 4. Modify the network data as per the modified matrix ‘D’ and update the 

‘BIBC’ and ‘BCBV’ matrices according to modified network data. 

In this manner, the radiality of the network is ensured and modifications of the ‘BIBC’  
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and ‘BCBV’ matrices are carried for each set of open tie/sectional switches before the 

power flow. 

3.9      SOFTWARE TOOLS AND TEST NETWORKS 

In this thesis, the developed methodologies and algorithms for DG integration in DN 

for several objective functions, power flow technique have been coded in MATLAB 

R2015a environment on an Intel i5-4570, 3.2 GHz processor, 4GB RAM, desktop PC. 

For implementation of the proposed techniques, several standard test networks like the 

33-bus, 69-bus and 118-bus radial distribution networks have been employed in this 

thesis. A brief detail of each network is provided in this chapter while corresponding 

network data is given in appendix. 

3.9.1      33-bus test network 

Fig.  3.5, shows the single line diagram of the 12.66 kV, 33-bus test radial distribution  

network, whose detailed network data is given in [137]. It has 33 nodes, 3 laterals, 37 

branches with 5 tie switches normally kept open. The nominal loading values are 3.72 

MW and 2.3 MVAr, respectively. The base case APL and RPC are 210.998 kW and 

143 kVAr, respectively. The base case VSI is 0.6672 (p.u.) [152]. The network base 

kVA is 1000 [137]. The base load is 4.3736 MVA. The complete load data is given in 

appendix Table A.1. 

3.9.2      69-bus test network 

Fig.  3.6 shows the single line diagram of the 12.66 kV, 69-bus test RDN, whose detailed 

network data is given in [82]. It has 69 nodes, 7 laterals, 73 branches with 5 tie switches  
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Fig.  3.5: Single line diagram of 33-bus radial distribution network 
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Fig.  3.6: Single line diagram of 69-bus radial distribution network 

normally kept open. The nominal voltage rating is 12.66 kV. Nominal load demand on 

the RDN is 3.8 MW and 2.69 MVAr. The base case real and reactive power 

consumption are 224.9 kW and 102.13 kVAr, respectively. The base case VSI of this 

RDN is 0.6833 [152]. The network base kVA is 1000 [82]. The complete load data are 

given in appendix Table A.2.  
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3.9.3      118-bus test network 

Fig.  1.1 shows the single line diagram of the 118-bus test RDN. The detailed network  

data is given in [138]. It has 118 nodes excluding substation node, 16 laterals, 132 

branches with 15 tie switches normally kept open. The nominal voltage rating is 11 kV. 

Nominal load demand on the RDN is 22.709 MW and 17.041 MVAr. The base case 

APL and RPC are 1298.0916 kW and 978.736 kVAr, respectively. The base case VSI  

of this RDN is 0.5697 [152]. The network base is 100 MVA [138]. The load data is 

given in appendix Table A.3. 
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Fig.  3.7: Single line diagram of 118-bus radial distribution network 
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3.10      SOLUTION VECTOR FORMULATION AND IMPLEMENTATION OF 

OPTIMIZATION ALGORITHM  

This section details the selection criterion for the number of variables in the solution 

vector for the optimization problem which is solved by meta-heuristic algorithms. 

Subsequently, this section illustrates the procedure adopted for the implementation of 

optimization algorithm for either single or multi-objective problems as follows: 

3.10.1    Selection of number of variables in solution vector 

For the placement of DGs (capable of injecting active and / or reactive power) without 

simultaneous network reconfiguration, the number of variables in the solution vector 

(SV) will be equal to twice the number of DGs i.e. one variable for its location and one 

variable for its size as represented below. 

SV = [
DGL1

1 DGL2
1

↔        
DG Location

DGS1
1 DGS2

1

↔        
DG size

]                                                                     (3.29a)  

Where DGL1
1 , DGL2

1  are the locations (discrete variables) of the DGs and DGS1
1 , DGS2

1 

are the sizes (continuous variables) of DGs  in MW/MVAr/MVA or kW/kVAr/kVA, 

respectively. But with simultaneous network reconfiguration and DG placement, the 

number of variables in the SV will be equal to the sum of the number of open switches 

plus twice the number of DGs i.e. one variable for its location and one variable for its 

size as represented below. 

SV = [
DST1

1 DST2
1

↔        
Open tie/sectional Switches

DGL1
1 DGL2

1

↔        
DG Location

DGS1
1 DGS2

1

↔        
DG size

]            (3.29b)                               

Where DST1
1, DST2

1 are the open sectionalizing/tie switches in the DN. It may be noted  

that closure of a tie-switch implies the opening of a sectionalizing one. Now for  conve- 
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nience, variables used for locations or sizes will henceforth, be represented as X i
SVS 

(where i = 1, 2, 3…N).  

3.10.2      Optimization algorithm implementation procedure 

The following sequence is adopted to optimize the network to meet the desired 

objective. 

Step 1.     Initialize the solution vector matrix and algorithm parameters. 

In the beginning, a solution vector matrix (SVM) is formed, where each row 

represents a solution vector to meet the objective function defined for the 

optimization problem. Each variable of the SV (X i
SVS) is computed using Eqn. 

(3.30) as shown below. 

Xi
SVS = Xmin,i + rand ∗ (Xmax,i − Xmin,i)                                               (3.30) 

A set of SV is generated using Eqn. (3.30) as shown in SVM matrix. Thus, 

after initialization, the SVM is represented as shown below, 

SVM =

[
 
 
 
 
 
X1
1         X2

1 X3
1 … XN−1        

1 XN
1

X1
2

⋮
X1
SVS−1

X1
SVS

X2
2

⋮
X2
SVS−1

X2
SVS

X3
2

⋮
X3
SVS−1

X3
SVS

…
…

XN−1
2

⋮
XN−1 
SVS−1

XN−1   
SVS

   

XN
2

⋮
XN
SVS−1

XN
SVS ]

 
 
 
 
 

                (3.31) 

The fitness is calculated for each SV (Xi
SVS) in the SVM. 

Step 2.      New SV generation 

After initialization of the SVM, the new SV is generated using algorithms  
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equations while satisfying all the constraints. 

Step 3.      Updating the SVM 

If fitness of the new SV ‘F (Xnew
SVS )’ is better than  ‘F(Xold

SVS)’ , Xnew
SVS  is accepted  

and SVM is updated otherwise it is discarded.  

In each iteration, step 2 and 3 are repeated until the termination condition is satisfied. 

Finally, the SV corresponding to the best fitness in SVM is presented as a solution of 

the optimization problem. 

3.11      SUMMARY 

This chapter illustrates the topographical approach of power flow technique that has 

been used for optimal allocation of DGs in various distribution networks corresponding 

to various objective functions throughout the research work. This power flow technique 

is simple to implement and requires very less computation time.  Subsequently, various 

network indices have been detailed that are used to monitor the condition of the network 

under various operating conditions. Further, there is a brief introduction of various time-

varying voltage-dependent load models, different types of distributed generation and 

three radial test distribution networks that has been used in this research work.  Finally, 

the procedure to implement the optimization algorithm(s) to improve the performance 

of the distribution network has been explained.



This Chapter is based on the following published paper 

I. A. Quadri, S. Bhowmick and D. Joshi, “A comprehensive technique for optimal allocation of distributed energy resources in 

radial distribution systems,” Applied Energy, Vol. 211, pp. 1245-1260, 2018. 

 

 

 

CHAPTER 4  

COMPREHENSIVE TEACHING-LEARNING BASED 

OPTIMIZATION TECHNIQUE 

4.1      INTRODUCTION 

As discussed in Chapter 2, active power loss, voltage profile and voltage stability are 

the major issues that have to be contended at the DN level because of their major impact 

on utilities’ expenses. A reduction in power loss in the network will decrease power 

flows in distribution feeders. Hence, the occupancy of system capacity is released which 

improves the network performance. From the utilities’ perception, DG units located 

near the loads significantly reduce the power losses in distribution networks. However, 

non-optimal siting and sizing of DG units together with continuously changing load 

demand has introduced numerous challenges in distribution networks that comprise 

voltage limit violation, enhancement in power losses, relay co-ordination issues, low 

voltage stability index etc. 

The problem of optimal siting and sizing of DGs in distribution networks deals with 

mixed integer variables.  While sizing of solar-based energy resources deals with 

continuous variables, those of wind-based generators involves discrete ones. As 

reported in Chapter 2, several optimization techniques for optimal siting and sizing of 

DGs are available. These include analytical, nature inspired, heuristic, meta-heuristic 

variables.  In addition, not all of them are parameter independent. Some of these 
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algorithms are not equally adept at handling both continuous and discrete variables and 

are observed to be prone to local extrema trappings, which may lead to non-optimal 

solutions. This chapter presents a CTLBO technique for the optimal placement of DERs 

in distribution networks, which is both parameter independent as well as capable of 

handling mixed integer variables. This optimization technique also possesses strong 

immunity to local extrema trappings. To highlight exclusively the diverse applicability 

and robustness of the algorithm, at the outset, the proposed algorithm is first validated 

through eight standard mathematical benchmark functions. Comparative results in the 

form of mean value and standard deviation (SD) validate the superiority of the proposed 

optimization technique over several existing ones. Subsequently, to demonstrate the 

applicability of the proposed algorithm to a specific application, a deterministic problem 

of optimal DG sizing and placement in many RDNs is considered. Both single and 

multi-objective criterion is considered for optimal allocation of DERs. Unlike some 

existing works [53, 111, 153, 154],  which have considered a manual weight factor 

estimation approach for multi-objective formulations, the proposed technique is based 

on the weight factor estimation and ɛ-constraint approaches. The latter is independent 

of weight factors. The results obtained validate the superiority or equivalency of the 

proposed method over existing algorithms like TLBO and QOTLBO for both 

mathematical benchmark functions as well as optimal allocation of DGs in distribution 

networks. 

4.2           DEVELOPMENT OF CTLBO ALGORITHM 

This section details the development of the CTLBO algorithm based on teaching–

learning based optimization (TLBO) algorithm. First, a TLBO algorithm has been 

explained in detail. Subsequently, some modifications in the TLBO algorithm have been 
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 recommended. Finally, CTLBO algorithm is presented in this section. 

4.2.1      Description of teaching–learning based optimization algorithm 

TLBO algorithm was first introduced by Rao [155]. It is a meta-heuristic algorithm 

based on the teaching learning process, is adopted to improve the knowledge of the 

student, where the best learner of the class i.e. the teacher, improves the performance of 

the remaining learners. This is known as the ‘teaching phase’ while each learner 

improves his knowledge by interacting with other fellow learners in the ‘learning 

Phase’.  

In this manner, with proper interaction in teaching and learning phase, the TLBO 

proceeds towards the acquiring the best knowledge. The process of TLBO technique 

can be better understood using enhancement of students’ subject knowledge in the class 

analogy. The variables of SV in TLBO techniques corresponds to the different courses 

offered to a student and the total marks obtained by each student in all the courses 

correspond to the ‘fitness’. The marks of the student in all the courses corresponds to 

one solution of the TLBO. The students having maximum in total marks or knowledge 

(fitness) among the students considered as a ‘teacher’ in that class. The teacher tries to 

improve the knowledge of remaining students and helps them to score better marks in 

the entire subject, as per his knowledge. The students also learn or enhance its 

knowledge from their own effort by discussing between themselves. The complete 

process of TLBO is carried out in two phases as detailed below: 

Teacher Phase: The teacher tries to improve the mean marks (knowledge) of a 

particular course (variable) to the best of his capacity. Therefore, a random process takes 

place for the generation of new variable for a solution in order to get better knowledge 
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(fitness). For each individual variable of old solution ‘Xold,i
SVS ’, a new variable of solution 

‘Xnew,i
SVS ’ is generated using mathematical formulation given below: 

Xnew,i
SVS = Xold,i

SVS + rand ∗ (XTeacher,i − TF ∗ Mi)                                                    (4.1) 

The value of ‘TF’ corresponds to the knowledge transferred to the learner decided 

randomly with equal probability. It can be either 1 or 2 [155]. So, a new solution ‘Xnew
SVS ’ 

generated using Eqn. (4.1) is accepted if its knowledge (fitness) corresponding to new 

solution ‘Xnew
SVS ’ is better than the old solution ‘X𝑜𝑙𝑑

SVS’.  

Learner Phase: This is an alternative way to improve the knowledge by one’s own  

efforts without the teacher. Students randomly interact with other students of the class  

and improve their understanding about a particular subject. The learner phase is 

 mathematically explained as below: 

Xnew,i
SVS = Xold,i

SVS + rand ∗ (Xold,i
f − Xold,i

k )     if F(Xold
f ) < F(Xold

k )                  (4.2a) 

Xnew,i
SVS = Xold,i

SVS + rand ∗ (Xold,i
k − Xold,i

f )    if F(Xold
f ) > F(Xold

k )                   (4.2b) 

Where ‘SVS’, ‘f ’, ‘k’ are learners in the class in such a way that SVS ≠ f ≠ k. If the 

fitness corresponding to new solution‘Xnew
SVS ’ is found to be better than old solution 

‘Xold
SVS’, ‘Xnew

SVS ’ is accepted otherwise it is rejected. 

The two stages i.e. teaching and learning phases comprise an iteration. After several 

iterations, the TLBO algorithm reaches the global solution or best knowledge. Although 

this algorithm has the minimum number of parameters to be tuned as compared to other 

population-based optimization techniques, it suffers from premature convergence due 

to strong local minima trappings of the objective function [65] when number of solution 
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 variables increases. 

The following modifications are proposed to improve the performance of the TLBO to 

avoid premature convergence issues: 

4.2.2        Modification in teaching phase 

In conventional TLBO, the new solution variables ‘Xnew
SVS ’ is generated based on the  

mean of the particular variable of all the solutions in the SVM. In the proposed 

technique, instead of the mean of the variable, the solution having minimum fitness in 

the SVM is selected. As shown in Eqn. (4.1), for any given ‘TF’, the value of the 

bracketed term on the right-hand side will be more if the mean is replaced by the 

minimum or worst fitness solution ‘Xworst
SVS ’. This results in a wider search space for the 

 new solution ‘Xnew
SVS ’ and a having higher probability of reaching the global solution. 

This modification is mathematically shown below to generate each variable of solution 

vector, 

Xnew,i
SVS = Xold,i

SVS + rand ∗ (XTeacher,i − TF ∗ Xworst,i)                                           (4.3) 

4.2.3      Modification in the teaching factor 

 TLBO technique considers ‘TF’ value either 1 or 2 [155], which corresponds to a 

transfer of either 0% or 100% knowledge from the teacher to the learner, respectively. 

However, practically this assumption is incorrect as it should be between 0-100 %. 

Hence, the ‘TF’ is modified as given below. 

TF = (
1
rand⁄ )

a

                                                                                                           (4.4) 
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If value of ‘a ’ is high, it increases the search space and hence having enhanced 

probability of reaching the global solution. It is observed that keeping the value of ‘a’ 

between 0-5 yields better results with several objective functions, as highlighted in the 

case studies and results. Hence, this modification results in a better transfer of 

knowledge than conventional TLBO technique. 

4.2.4      Comprehensive teaching–learning based optimization algorithm 

The proposed technique ‘CTLBO’ comprises two phases i.e. teaching phase and 

learning phase. The ‘teaching phase’ in the proposed CTLBO uses Eqn. (4.3) for the 

generation of new solution ‘Xnew
SVS ’ using Eqn. (4.4) for ‘TF’. The ‘learning phase’ of the 

proposed CTLBO remains the same and the variables of new solution is generated as 

using Eqn. (4.2a) and (4.2b). Subsequently the SVM is updated as detailed in section 

3.10 of chapter 3, if the fitness corresponding to new solution ‘Xnew
SVS ’ is better than old 

solution ‘Xold
SVS’ in both the ‘teaching phase and learning phase’.  

A new solution vector generation and updating process occurs in each iteration. Then, 

in each iteration the fitness of the new generated solution vector greatly improves ulti- 

mately converges to global solution vector. 

4.3      OBJECTIVE FUNCTION FORMULATION 

The CTLBO technique is implemented on a deterministic problem of optimal DG sizing 

and placement in RDNs addressing some core issues like APL, VD and VSI [53, 111, 

153, 154]. To enhance the network operational issues i.e.  APL, VD, or VSI, first 

formulated as single objective functions and later multi-objective formulations, where 

all the single objective functions considered simultaneously, have been carried out.  
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The analysis is based on the following assumptions: 

a. The radial distribution network under consideration is balanced. 

b. Constant power load at nominal load level is assumed. 

c. All DGs are assumed Type-I DGs i.e. their power factors are unity. 

d. The uncertainty associated with the power outputs of solar / wind based DGs is 

not considered. 

4.3.1      Single objective function  

The objective of DG allocation in distribution networks is to reduce the active power 

loss, improve voltage profile of the network, and enhance the voltage stability while 

satisfying all operating constraints. In this section, only one criterion is selected as the 

objective function i.e. single objective function (SOF), are described below: 

4.3.1.1      Active power loss minimization 

 The optimal DGs placement problem is mainly concerned with the minimization of  

APL in the distribution network. Several methods include Exact loss method, forward- 

backward methods etc., [147, 156, 157] are available in literature for power flow 

calculation in distribution networks. The APL of the distribution network is calculated 

as per section 3.2 of chapter 3 and single objective function (F1) for APL is defined as, 

F1 =   minimize(APL)                                                                                               (4.5) 

4.3.1.2      Voltage deviation  minimization 

 DGs are connected near the load to supply the power requirement of the distribution 

networks. Subsequently power injection in the network modify the voltage profile of 
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the network. Therefore, to minimize the VD in the network, single objective function 

(F2) is defined as shown below [65]:   

F2 =   minimize (VD)                                                                                                  (4.6) 

4.3.1.3      Voltage stability index maximization 

 The voltage profile of a distribution network is characterized by its VSI [158], which 

should always be near to unity. So, maximization of VSI is considered as single 

objective function to make the VSI value close to unity, as shown in Eqn. (4.7).  

F3 = maximize  (VSI)                                                                                                  (4.7) 

4.3.2      Multi-objective formulation 

A multi-objective function optimizes all the single objective functions simultaneously 

subject to the equality and inequality constraints. In this chapter, a multi-objective 

function (MOF) is used in line with [44], which simultaneously reduces the APL (F1) 

and VD (F2) while improves the VSI (F3) is  formulated using two approaches as 

detailed below: 

4.3.2.1      Weighted sum approach 

In this approach  [159] , each single objective functions is assigned a weight coefficient 

to convert multi valued functions to single value function. This can be mathematically 

represented as follows,  

MOF = Minimize (a1 ∗ F1 + a2 ∗ F2 + a3 ∗
1
F3
⁄ )                                            (4.8) 
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In this formulation, a weighted sum approach for multi-objective function in line with 

[65], is used which simultaneously reduces the APL (F1) and VD (F2) while improves 

the VSI (F3) where ‘a1’, ‘a2’ and ‘a3’ are the weight coefficient associated with each 

single objective functions respectively. If DGs are implemented with the objective of 

mitigating a specific problem, the corresponding weight coefficient is increased. Any 

value of weight coefficient can be chosen depending upon the importance of the 

objective function. However, for a normalized objective function, the sum of the weight 

factors should be unity as shown below.   

ai ϵ ([0,1])    and   ∑ ai
ob
i=1 = 1   

4.3.2.2      ɛ-constraints approach  

In ɛ-constraints approach, detailed in [159], the multi-objective optimization problem is 

solved by targeting one of the objective function as main objective function and 

restricting the rest of the objective functions as constraints. Mathematically it can be 

represented as below, 

MOF = Minimize Fµ(𝑋)                                                                                 (4.9) 

Subject to Fm(X) ≤ εm        m = 1,2,3…M.  and m ≠ µ; 

gj(X) ≥ 0,    j = 1,2,3… . ;  

hl(X) = 0,    l = 1,2,3… . ; 

Xmin,i ≤ Xi ≤ Xmax,i,    i = 1,2,3… . ; 

In this chapter, Fµ(x) corresponds to the APL, considered as main objective function 

while  Fm(x) comprises both the VD and the inverse of VSI as constraints.  
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4.3.3      Constraints 

The above single and multi-objective function are subject to following constraints while  

allocating DGs in the radial distribution network. 

4.3.3.1      Active and reactive power balance constraints 

Psub + ∑ PDG,k
nDG
k=1 = Ploss  + ∑ PL,k

n
k=1   &   Qsub = Qcon + ∑ 𝑄L,k

n
k=1          (4.10) 

4.3.3.2      Voltage constraint 

The voltage must be maintained between Vmax (1.05 p. u.) and Vmin(0.95 p. u.) at all 

the network buses. 

Vmin ≤ |Vk| ≤ Vmax                     k = 1,2, 3, 4……n                                           (4.10)                 

4.3.3.3      Thermal limit [160] 

|Ij| ≤ |Ij
max|                                                                                                                 (4.11)    

4.3.3.4      DG capacity limit  [53]  

PDG,k
min ≤ PDG,k ≤ PDG,k

max                                                                                                        (4.12)    

4.4      CASE STUDIES AND RESULTS 

Initially the developed CTLBO algorithm has been mathematically validated and results 

have been compared with existing algorithms. Subsequently, the CTLBO have been 

used  to allocated  DGs in  many distribution  networks  for single  and  multi-objective 
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Table 4.1: Mathematical benchmark functions [161] . 

  No. Function Formulation N Search range 

1. Sphere 
F(x)min =∑ xi

2
N

i=1
 

 

10 [-100,100] 

2. Rosenbrock 
F(x)min =∑ [100(xi

2 − xi+1)
2 + (1 − xi)

2]
N

i=1
 

 

10 [-2.048,2.048] 

3. Ackley F(x)min = −20e
(−0.2√

1

N
∑ xi

2N
i=1 )

− e(
1

N
∑ cos(2πxi)
N
i=1 ) + 20 + e1 

 

10 [-32.768,32.768] 

4. Griewank 
F(x)min =

1

4000
∑ xi

2 −∏ cos (
xi

√i
) + 1

N

i=1

N

i=1
 

 

10 [-600,600] 

5. Weierstrass 
F(x)min =∑ (∑ [ak cos (2πbk(xi + 0.5))]

kmax

k=0
)

N

i=1

− N∑ [ak cos (2πbk(0.5))]
kmax

k=0
 

a = 0.5, b = 3  and      kmax = 20 

10 [-0.5,0.5] 

6. Rastrigin 
F(x)min =∑ [xi

2 − 10 cos(2πxi) + 10]
N

i=1
 

 

10 [-5.12,5.12] 

7. NCRastrigin 

F(x)min =∑ [yi
2 − 10 cos(2πyi) + 10]

N

i=1
yi

= {

xi |xi| < 0.5

round(2xi)

2
|xi| > 0.5

} 

 

10 [-5.12,5.12] 

8. Schwefel 
F(x)min = 418.9829 ∗ N −∑ (−xi sin (√|xi|))

N

i=1
 

 

10 [-500,500] 

 

Table 4.2: Comparative results of CTLBO algorithm with other algorithms [161]. 

 Sphere Rosenbrock Ackley Griewank 

 Mean ± SD Mean ± SD Mean ± SD Mean ± SD 
PSO–w 7.96E−051 ± 3.56E−050 3.08E+000 ± 7.69E−001 1.58E−014 ± 1.60E−014 9.69E−002 ± 5.01E−002 

PSO–cf 9.84E−105 ± 4.21E−104 6.98E−001 ± 1.46E+000 9.18E−001 ± 1.01E+000 1.19E−001 ± 7.11E−002 

UPSO 9.84E−118 ± 3.56E−117 1.40E+000 ± 1.88E+000 1.33E+000 ± 1.48E+000 1.04E−001 ± 7.10E−002 
ABC 7.09E−017 ± 4.11E−017 2.08E+000 ± 2.44E+000 4.58E−016 ± 1.76E−016 1.57E−002 ± 9.06E−003 

Modified ABC 7.04E−017 ± 4.55E−017 4.42E−001 ± 8.67E−001 3.32E−016 ± 1.84E−016 1.52E−002 ± 1.28E−002 

TLBO 0.00 ± 0.00 1.72E+00 ± 6.62E−01 3.55E−15 ± 8.32E−31 0.00 ± 0.00 
I-TLBO (NT=4) 0.00 ± 0.00 2.00E−01 ± 1.42E−01 1.42E−15 ± 1.83E−15 0.00 ± 0.00 

CTLBO 2.322E−209 ±1.752E−209 2.7847E-03±2.523E-03 2.4409E-16±1.567E-16 0.00 ± 0.00 

 

 Weierstrass Rastrigin NCRastrigin Schwefel 

 Mean ± SD Mean ± SD Mean ± SD Mean ± SD 

PSO–w 2.28E−003 ± 7.04E−003 5.82E+000 ± 2.96E+000 4.05E+000 ± 2.58E+000 3.20E+002 ± 1.85E+002 

PSO–cf 6.69E−001 ± 7.17E−001 1.25E+001 ± 5.17E+000 1.20E+001 ± 4.99E+000 9.87E+002 ± 2.76E+002 
UPSO 1.14E+000 ± 1.17E+00 1.17E+001 ± 6.11E+000 5.85E+000 ± 3.15E+000 1.08E+003 ± 2.68E+002 

ABC 9.01E−006 ± 4.61E−005 1.61E−016 ± 5.20E−016 6.64E−017 ± 3.96E−017 7.91E+000 ± 2.95E+001 

Modified ABC 0.00E+000 ± 0.00E+000 1.14E−007 ± 6.16E−007 1.58E−011 ± 7.62E−011 3.96E+000 ± 2.13E+001 
TLBO 2.42E−05 ± 1.38E−20 6.77E−08 ± 3.68E−07 2.65E−08 ± 1.23E−07 2.94E+02 ± 2.68E+02 

I-TLBO (NT=4) 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 1.10E+02 ± 1.06E+02 

CTLBO 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.92779E+02±0.41E+02 
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problems as follows. 

4.4.1      Mathematical validation of the CTLBO algorithm 

The proposed technique (CTLBO) is first implemented on eight standard mathematical 

benchmark functions for validation. The details of these functions and the results are 

shown in Tables 4.1 and 4.2, respectively. Comparative results in the form of mean and 

standard deviation of eight mathematical benchmark functions, when subjected to 

30000 maximum function evaluations for 30 independent runs, validate that the 

proposed optimization technique is superior or equivalent to [161]. A comparison of the 

CTLBO vis-à-vis other algorithms is shown in Table 4.2. It is observed that the CTLBO 

gives the best results with Rosenbrock, Ackley and Schwefel functions, while it yields 

results identical to ITLBO (Improved TLBO) with Griewank, Rastrigin and 

NCRastrigin functions. However, it is observed that for the Sphere functions, ITLBO 

gives the best result. Subsequent to the validation of the CTLBO on standard 

mathematical benchmark functions, it is applied to the optimal placement and sizing of 

DGs in distribution networks. Three radial test distribution networks have been used for  

the implementation of CTLBO for optimal DG allocation.  

4.4.2      33-bus RDN  

The description of 33-bus is given in chapter 3 and network data is detailed in Table 

A.1. Subsequently, 3 DGs (Type –I) are considered for optimal allocation in this DN. It 

may be noted that 3 DGs have been chosen for economy [114]. The aspect of the 

selection of the number of DGs are elaborated at the end of this section. Results obtained 

with the CTLBO algorithm for optimal allocation of DGs to minimize the APL as the 

SOF are shown in Table 4.3. From Table 4.3, it is observed that as compared to TLBO  
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Table 4.3: Results of 33-bus for APL minimization 

 TLBO QOTLBO CTLBO 

 Optimal DG Optimal DG Optimal DG 

 Location Size (MW) Location Size (MW) Location Size (MW) 

 10 0.8246 12 0.8808 13 0.8017 

 24 1.0311 24 1.0592 24 1.0913 

 31 0.8862 29 1.0714 30 1.0536 

APL (kW) 

VD  ( p.u.) 

VSI (p.u.) 

75.540 

0.0222 

0.8365 

74.101 

0.0160 

0.8656 

72.787 

0.0151 

0.8805 

 

 

Table 4.4: Results of 33-bus for VD minimization 

 TLBO QOTLBO CTLBO 

 Optimal DG Optimal DG Optimal DG 

 Location Size (MW) Location Size (MW) Location Size (MW) 

 14 1.1320 14 1.0744 13 1.1894 

 29 1.1980 27 1.200 25 0.7139 

 30 1.0081 33 1.200 30 1.9221 

APL (kW) 

VD  (p.u.) 

VSI (p.u.) 

126.496 

0.0010 

0.9302 

115.425 

0.0009 

0.9324 

110.410 

0.0004 

0.9480 

 

 

Table 4.5: Results of 33-bus for VSI maximization 

 TLBO QOTLBO CTLBO 

 Optimal DG Optimal DG Optimal DG 

 Location Size (MW) Location Size (MW) Location Size (MW) 

 8 1.1993 6 1.1998 11 1.6046 

 12 1.1996 11 1.200 25 0.7685 

 31 1.1992 29 1.1983 31 1.4520 

APL (kW) 

VD  (p.u.) 

VSI (p.u.) 

132.691 

0.0023 

0.9604 

104.878 

0.0016 

0.9618 

110.008 

0.0007 

0.9756 
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Table 4.6: Results of 33-bus for simultaneous optimization of APL, VD and VSI 

 TLBO QOTLBO CTLBO CTLBO 

               Weight coefficient         (a1=1.0 a2=0.6 a3=0.35) (ɛ-constraints Method) 

 Optimal DG Optimal DG Optimal DG Optimal DG 

 Location Size (MW) Location Size (MW) Location Size (MW) Location Size (MW) 

 12 1.1826 13 1.0834 13 1.0364 13 1.1926 

 28 1.1913 26 1.1876 24 1.1630 25 0.8706 

 30 1.1863 30 1.1992 30 1.5217 30 1.6296 

APL (kW) 

VD (p.u.) 

VSI (p.u.) 

124.695 

0.0011 

0.9503 

103.403 

0.0011 

0.9530 

 85.9595 

0.0026 

0.9481 

96.1732 

0.0009 

0.9638 

and QOTLBO [65], results with proposed CTLBO gives reduction in APL to 72.787 

kW (from 210.998 kW in the base case), reduction in VD to 0.0151 p.u. (from 0.1338 

p.u. in the base case) and improvement in VSI  to 0.8805 (from 0.6672 p.u. in the base 

case). Subsequently, the proposed CTLBO is applied to allocate the DGs with the SOF 

for minimization of VD, Table 4.4 shows the results. From Table 4.4, it is observed that 

the proposed CTLBO results in values of APL, VD and VSI i.e. 110.410 kW, 0.0004 

p.u. and 0.9480 p.u. respectively, which are superior to both TLBO and QOTLBO. 

Further, the proposed CTLBO is applied for the optimal allocation of DGs with the SOF 

for maximization of VSI. From Table 4.5, it is again observed that the proposed CTLBO 

results in improved APL, VD and VSI i.e. 110.008 kW, 0.0007 p.u. and 0.9756 p.u 

respectively, as compared to TLBO [44]. However, as compared to QOTLBO, the APL  

are slightly more. Finally, the proposed CTLBO is applied to the optimal siting and 

sizing of DGs with the MOF for improvement in all the three quantities i.e. reduction 

of both APL and VD along with improvement in VSI. The values of the individual 

objective function weights (‘a1’, ‘a2’ and ‘a3’) have been adopted from [65] and are 

detailed in Table 4.6. From Table 4.6, it is observed that with a1 = 1, a2 = 0.65 and a3 = 

0.35, the  CTLBO  results  only in  improved APL  (85.9595 kW). However, when the 
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Fig. 4.1 (a): Bus voltage profile of the 33-bus without and with DG 

 

Fig. 4.1 (b): APL minimization convergence characteristics with DG for 33-bus  

formulation is carried out using the ɛ-constraints method, CTLBO shows remarkable 

improvement in all the three target objectives i.e. APL, VD and VSI i.e. 96.1732 kW, 

0.0009 p.u. and 0.9638 p.u. respecti-vely, over both TLBO and QOTLB [65]. The bus 

voltage profile of the 33-bus without and with DGs is shown in Fig. 4.1 (a). From Fig.4.1 

(a), it is observed that in the presence of DGs, the bus voltage profile shows a marked 

improvement than that without any DG. The convergence characteristic for single 

objective and multi objective formulations of the proposed CTLBO algorithm vis-à-vis 

TLBO and QTLBO is shown in Fig. 4.1(b) and Fig. 4.1(c) for APL minimization (single 

objective formulation) and fitness function value (multi-objective formulation), respect-  

tively.  Fig. 4.1 (d)  shows the line  loading  margins  incorporated in the 33-bus. From  
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Fig. 4.1 (c): Fitness function convergence characteristics with for 33-bus  

 

 

 

Fig. 4.1 (d): Available loading margins with 3 DGs in 33-bus  

the Fig. 4.1 (d), it can be observed that DGs are very effective in relieving network 

congestion, particularly, in lines 1-13 and 21-29 in the 33-bus. 

4.4.3      69-bus RDN  

The proposed algorithm is now applied to the problem of optimal sizing and placement 

of DGs in the 69-bus RDN. The data for this network is detailed in appendix Table A.2 
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and chapter 3. Subsequently, 3 DGs (Type–I) are considered for optimal sizing and 

placement in this network. The aspect of the selection of the number of DGs are again 

elaborated at the end of this section. Results obtained with the CTLBO algorithm 

applied to the optimal allocation of DGs with the SOF for minimization of APL are 

shown in Table 4.7. From Table 4.7, it is observed that as compared to TLBO and 

QOTLBO [44], the proposed method results in improved values of APL and VD i.e. 

69.388 kW and 0.0052 p.u., respectively. However, the values of VSI (0.9185 p.u.)  is 

superior to that with TLBO but slightly inferior to that with QOTLBO.  Table 4.8 shows 

the results with the proposed CTLBO again applied to the optimal allocation of DGs 

with the SOF for minimization of VD. From Table 4.8, it is observed that the proposed 

CTLBO results in values of APL, VD and VSI i.e. 83.154 kW, 0.0001 p.u. and 0.9771 

p.u. respectively, which are superior to both TLBO and QOTLBO. Table 4.9 shows the 

results with the proposed CTLBO applied to the SOF for maximization of VSI. From 

Table 4.9, it is observed that CTLBO results in improved values of all the three 

quantities i.e. APL, VD and VSI i.e. 83.919 kW, 0.0003 p.u. and 0.9852 p.u.  respecti- 

vely, as compared to either TLBO or QOTLBO. Subsequently, the proposed CTLBO is 

applied to the MOF for improvement in all the three quantities i.e. minimization of both  

Table 4.7: Results of 69-bus for APL minimization 

 TLBO QOTLBO CTLBO 

 Optimal DG Optimal DG Optimal DG 

 Location Size (MW) Location Size (MW) Location Size (MW) 

 15 0.5919 18 0.5334 11 0.5268 

 61 0.8188 61 1.1986 18 0.3796 

 63 0.9003 63 0.5672 61 1.7190 

APL (kW) 

VD  (p.u.) 

VSI (p.u.) 

72.406 

0.0063 

0.9167 

71.625 

0.0062 

0.9196 

69.388 

0.0052 

0.9185 
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Table 4.8: Results of 69-bus for VD minimization 

 TLBO QOTLBO CTLBO 

 Optimal DG Optimal DG Optimal DG 

 Location Size (MW) Location Size (MW) Location Size (MW) 

 14 0.9762 13 1.1764 10 1.0054 

 59 1.1388 60 1.1177 20 0.4185 

 64 1.1635 62 1.1962 61 2.2051 

APL (kW) 

VD  (p.u.) 

VSI (p.u.) 

90.102 

0.0003 

0.9770 

90.670 

0.00022 

0.9197 

83.154 

0.00011 

0.9771 

 

 

Table 4.9: Results of 69-bus for VSI maximization 

 TLBO QOTLBO CTLBO 

 Optimal DG Optimal DG Optimal DG 

 Location Size (MW) Location Size (MW) Location Size (MW) 

 27 0.7026 22 1.1931 14 0.8878 

 60 1.1716 61 1.1967 50 0.7067 

 61 1.1630 62 1.1914 61 2.2908 

APL (kW) 

VD  (p.u.) 

VSI (p.u.) 

88.891 

0.0009 

0.9762 

110.507 

0.0072 

0.9770 

83.919 

0.0003 

0.9852 

 

 

Table 4.10: Results of 69-bus for simultaneous optimization of APL, VD and VSI 

        TLBO   QOTLBO    CTLBO CTLBO 

 Weight coefficient            (a1=1.0 a2=0.6 a3=0.35) (ɛ-constraints Method) 

 Optimal DG Optimal DG Optimal DG Optimal DG 

 Location Size (MW) Location Size (MW) Location Size (MW) Location Size (MW) 

 13 1.0134 15 0.8114 11 0.5603 12 0.9658 

 61 0.9901 61 1.1470 18 0.4274 25 0.2307 

 62 1.1601 63 1.0022 61 2.1534 61 2.1336 

APL (kW) 

VD  (p.u.) 

VSI (p.u.) 

82.172 

0.0008 

0.9745 

80.585 

0.0007 

0.9769 

76.372 

0.0008 

0.9770 

79.660 

0.0003 

0.9770 
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Fig. 4.2 (a): Voltage profile of 69-bus without and with DGs 

 

 

Fig. 4.2 (b): APL minimization convergence characteristics for 69-bus   

 

 

Fig. 4.2 (c): Fitness convergence characteristics for 69-bus 
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Fig. 4.2 (d): Impact of number of DGs on APL and Total DG size for 33-bus and 69-bus  

 

 

  

 

Fig. 4.2 (e): Impact of number of DGs on VD of 33-bus and 69-bus  

 

 

 

Fig. 4.2 (f): Available loading margins with 3 DGs in 69-bus  
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APL and VD along with the maximization of VSI. The values of the individual objective 

function weights (‘a1’, ‘a2’ and ‘a3’) are given in Table 4.10 to demonstrate the 

superiority of the proposed method. From Table 4.10, it is observed that with a1 = 1, a2 

= 0.65 and a3 = 0.35, the proposed CTLBO results in the improvement of both APL and 

VSI i.e. 76.372 kW and 0.9770 p.u. respectively. The VD i.e. 0.0008 p.u., is observed 

to be inferior to QOTLBO. However, using the ɛ-constraints method, CTLBO shows 

improvement in all the three quantities i.e. APL, VD and VSI i.e. 76.660 kW, 0.0003 

p.u. and 0.9770 p.u. respectively, as compared to either TLBO or QOTLBO. The bus 

voltage profile of the  69-bus without and with DGs is shown in Fig.4.2 (a). From Fig. 

4.2(a), it is observed that in the presence of DGs, the bus voltage profile shows amarked 

improvement over that without DG. The convergence characteristics for SOFs and MOF 

of the CTLBO vis-à-vis TLBO and QTLBO is shown in Fig. 4.2 (b) and Fig. 4.2(c) for 

APL minimization and multi-objective fitness function value respectively. The effect of 

the number of DGs on the APL reduction and VD are shown in Fig. 4.2(d) and 4.2(e), 

respectively. From Fig. 4.2(d) and 4.2(e), it can be observed that for both the 33 and 69- 

bus, although the network APL and the bus VD decreases while increasing number of 

DGs from 3 to 4, the impact of the fourth DG is marginal. Hence, only 3 DGs have been 

considered for both 33 and 69-bus networks. Fig. 4.2(f) shows the line loading margins 

without and with DGs incorporated in the 69-bus. From the above Fig. 4.2(f), it can 

again be observed that DGs are very effective in relieving network congestion, 

particularly in lines 1-10 and 51-61 in the 69-bus network. 

4.4.4      118-bus RDN  

The effectiveness of the proposed CTLBO algorithm is reiterated by implementing it 

on the 118-bus test network. The branch and load data is taken from [138]  and detailed 
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in appendix Table A.3 and chapter 3. Subsequently, 7 DGs of Type–I are considered for 

optimal sizing and placement. The aspect of the selection of the number of DGs are 

again elaborated at the end of this section. Results obtained with the CTLBO algorithm 

applied to the optimal allocation of DGs with the SOF for minimization of APL are 

shown in Table 4.11. From Table 4.11, it is observed that as compared to TLBO and 

QOTLBO [65], the proposed CTLBO gives improved result in APL, VD and VSI i.e. 

516.256 kW, 0.0572 p.u. and 0.8291 p.u. respectively. Results obtained with the 

CTLBO algorithm applied for the optimal allocation of DGs with the SOF for 

minimization of VD are shown in Table 4.12. From Table 4.12, it is observed that the 

proposed CTLBO yields improved values of both VD and VSI i.e. 0.0070 p.u. and 

0.9075 p.u. respectively, over TLBO and QOTLB. However, the APL (826.844 kW) is 

slightly inferior to that obtained with TLBO. Table 4.13 shows the results obtained with 

the CTLBO algorithm applied to the optimal allocation of DGs with the SOF for 

maximization of VSI. From Table 4.13, it is   obser ved that the proposed CTLBO results 

in  improvement  of  both VD  and  VSI  0.0269  p.u.  and 0.9205  p.u.  respectively, as 

compared  to  either  TLBO or  QOTLB.  However, the APL (1145.143 kW) is slightly 

Table 4.11: Results of 118-bus for APL minimization 

 TLBO QOTLBO CTLBO 

 Optimal DG Optimal DG Optimal DG 

 Location Size (MW) Location Size (MW) Location Size (MW) 

 8 1.7553 24 1.2463 20 1.8176 

 10 0.5910 42 0.7322 44 1.2764 

 36 1.5368 47 3.5392 52 2.7671 

 49 2.6865 74 2.6792 75 2.5333 

 71 2.5014 78 1.2483 83 2.0949 

 79 2.4941 94 1.0865 100 1.6631 

 110 2.6628 108 3.2432 114 3.1199 

APL (kW) 

VD (p.u.) 

VSI (p.u.) 

590.697 

0.0939 

0.7988 

576.182 

0.0629 

0.8269 

516.256 

0.0572 

0.8291 
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Table 4.12: Results of 118-bus for VD minimization 

 TLBO QOTLBO CTLBO 

 Optimal DG Optimal DG Optimal DG 

 Location Size (MW) Location Size (MW) Location Size (MW) 

 33 3.0918 33 3.5158 23 1.4808 

 45 1.5553 45 1.8064 44 1.8910 

 49 4.4919 49 4.4480 51 6.4081 

 71 4.1287 72 3.6721 76 3.5791 

 86 3.5000 87 3.9364 85 3.0644 

 96 2.9346 89 3.7719 100 2.5052 

 110 3.9804 110 3.9690 114 4.6081 

APL (kW) 

VD (p.u.) 

VSI (p.u.) 

820.6794 

0.0143 

0.8823 

890.3024 

0.0134 

0.8829 

826.844 

0.0070 

0.9075 

 

Table 4.13: Results of 118-bus for VSI maximization 

 TLBO QOTLBO CTLBO 

 Optimal DG Optimal DG Optimal DG 

 Location Size (MW) Location Size (MW) Location Size (MW) 

 35 3.2536 21 3.2536 26 0.4541 

 54 4.2454 43 1.4154 45 0.8362 

 58 3.5129 54 4.2454 52 4.9067 

 74 3.8290 74 4.9614 65 0.2214 

 75 4.4863 80 3.5129 71 9.1134 

 81 0.8286 94 3.2396 81 4.9382 

 111 3.3889 111 3.9253 115 3.3851 

APL (kW) 

VD (p.u.) 

VSI (p.u.) 

1840.075 

0.1398 

0.8695 

1031.8933 

0.0301 

0.9009 

1145.143 

0.0269 

0.9205 

inferior to that obtained with QOTLBO. Subsequently, CTLBO is applied to the MOF 

for improvement of all the three quantities i.e. reduction of both APL and VD along 

with the improvement of VSI. The values of the individual objective function weights 

(‘a1’, ‘a2’ and ‘a3’) given in Table 4.14 have been selected in line with [65]. From Table 

4.14, it is observed that for a1 = 1, a2 = 0.65 and a3 = 0.35, the proposed CTLBO results 

in the  improvement of  both  VD and  VSI i.e 0.0110 p.u. and 0.8838 p.u. respectively 
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Table 4.14: Results of 118-bus for simultaneous optimization of APL, VD, VSI 

 TLBO QOTLBO CTLBO CTLBO 

 Weight coefficient                 (a1=1.0 a2=0.6 a3=0.35) (ɛ-constraints Method) 

 Optimal DG Optimal DG Optimal DG Optimal DG 

 Location Size (MW) Location Size (MW) Location Size (MW) Location Size (MW) 

 35 3.2462 43 1.5880 43 3.2693 22 2.0515 

 48 2.8864 49 3.8459 51 5.9000 44 1.1333 

 65 2.4307 54 0.9852 61 1.3302 51 4.4872 

 72 3.3055 74 3.1904 76 3.4981 77 2.6457 

 86 1.9917 80 3.1632 84 3.0069 81 4.6408 

 99 1.6040 94 1.9524 100 2.4184 93 3.7585 

 111 3.5984 111 3.6013 115 4.0687 115 3.2820 

APL (kW) 

VD (p.u.) 

VSI (p.u.) 

705.8980 

0.0327 

0.8548 

677.5881 

0.0233 

0.8794 

781.789 

0.0110 

0.8838 

655.767 

0.0228 

0.8948 

over TLBO or QOTLBO. On the other hand, the APL (781.789 kW) is observed to be 

inferior to both TLBO and QOTLBO. However, with the ɛ-constraints method, the 

proposed method shows marked improvement in all the three quantities i.e. APL, VD 

and VSI (655.767 kW, 0.0228 p.u. and 0.8948 p.u. respectively), as compared to either 

TLBO or QOTLBO. The bus voltage profile of the 118-bus without and with DGs is 

shown in Fig. 4.3(a). From Fig. 4.3 (a), it is observed that in the presence of DGs, the 

bus voltage profile shows a marked improvement than that without DG. The 

convergence characteristic for the single objective and multi objective formulation of 

the proposed CTLBO algorithm vis-à-vis TLBO and QTLBO is shown in Fig. 4.3(b) 

and Fig. 4.3(c) for APL minimization and multi objective fitness function value, 

respectively. Fig. 4.3(d) and 4.3(e) shows the effect  of  increase  in  the  number of  

DGs on  the APL reduction  and bus VD  in the 118-bus. From Fig. 4.3(d) and 4.3(e), it 

can be observed that although the network APL nd the bus VD decreases while 

increasing number of DGs from 7 to 8, the impact of the eighth DG is marginal. Hence, 

only 7 DGs have been considered for 118-bus networks. 
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Fig. 4.3 (a): Voltage profile of 118-bus with and without DG 

 

Fig. 4.3 (b): Power loss convergence characteristics of 118-bus for APL minimization  

 
Fig. 4.3 (c): Fitness convergence characteristics for 118-bus   
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Fig. 4.3 (d): Impact of number of DGs on APL and Total DG size for 118-bus  

 

 

Fig. 4.3 (e): Impact of number of DGs on voltage deviation for 118-bus  

4.5      IMPACT OF OPTIMAL DG ALLOCATION ON THE ANNUAL 

ENERGY LOSS 

The effects of the allocation of DGs in the 33-bus and 69-bus are shown in Table 4.15. 

It is to be noted that only one DG is considered in order to compare and demonstrate 

the superiority of the proposed technique over the analytical method reported in [35].  
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Fig. 4.4 (a): Hourly power loss of 33-bus without and with DG 

 

 

Fig. 4.4 (b): Hourly power loss of 69-bus without and with DG 

 

Table 4.15: Results of DG placement for annual energy loss 

Distribution network 33-bus 69-bus 

Optimization method  Analytical [35] CTLBO Analytical [35] CTLBO 

Location (Bus) 6 6 61 61 

Size(MVA) 3.025 3.106 2.222 2.244 

Optimal power factor 0.82 0.825 0.82 0.823 

DG penetration (%) 69.31 71.09 47.73 48.16 

EL before DG  (MWh) 1299.59 1299.59 1381.53 1381.53 

EL after DG (MWh) 423.13 422.658 144.35 144.165 

EL reduction (%) 67.44 67.453 89.55 89.57 

Saving($) (tariff@$ 0.12 /kWh) 105175.2 105231.84 148461.6 148483.8 
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The hourly APL in the 33 and 69-bus without and with DG are shown in Fig. 4.4(a) and 

4.4(b), respectively, corresponding to practical daily load profile data reported in [35]. 

The EL for both the networks, without and with DGs, are calculated as shown in Fig. 

4.4(a) and 4.4(b) respectively. From Table 4.15, it is observed that using the CTLBO 

technique,  proper  sizing  (3.106  MW  for 33-bus  and  2.224  MW  for  the  69-bus) 

considering single DG installation results in 772 kWh and 185 kWh more annual energy 

savings, respectively, than the analytical approach reported in [35]. This results in an 

annual cost savings of $ 56.64 and $ 22.20 more in the 33 and 69-bus, respectively, as 

compared to [35]. 

4.6      SUMMARY 

A comprehensive teaching-learning based optimization technique (CTLBO) has been 

developed in this chapter. The CTLBO is able to handle mix integer variables very 

efficiently and is immune to local extrema trappings. At first its validation is tested on 

mathematical benchmark functions. Comparative results of mathematical benchmark 

functions in the form of mean value and standard deviation validate the superiority of 

the proposed optimization technique over several existing ones. Subsequently, the 

proposed method is implemented for optimal DG sizing and placement in various radial 

distribution networks considering SOFs of power loss and VD minimization and 

maximization of VSI. The results demonstrate the superiority of the proposed 

optimization technique over TLBO and QOTLBO. Subsequently, multi-objective 

formulations have been considered using two methodologies - the weighted sum and 

the ɛ-constraints approaches. The latter is independent of weight coefficients for optimal 

allocation of DGs. The result obtained with ɛ-constraints approach validates the 

exploration and exploitation capability of the proposed technique over TLBO and 
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QOTLBO. It is also observed that the optimal placement of DGs results in marked 

reduction of network energy losses and VD up to a certain level of DG penetration, 

along with better network congestion management. 
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I. A. Quadri, S. Bhowmick and D. Joshi, “A Hybrid Teaching-learning Based Optimization Technique for Optimal DG Sizing and 

Placement in Radial Distribution Systems”, Soft Computing, Springer, pp. 1-19, 2018. 

 

 

 

CHAPTER 5  

HYBRID TEACHING-LEARNING BASED OPTIMIZATION 

TECHNIQUE 

5.1      INTRODUCTION 

Optimal DG allocation in distribution networks is a major concern of utilities due to its 

impact on the operational revenue. Optimal allocation of DGs can minimize power 

flows in distribution networks. This improves the network capacity release, voltage 

profile, cost saving and emission reduction. Increased dissemination of DG units 

accompanied by load variations has brought together numerous operational issues in 

distribution networks such as power instabilities, voltage limit violations, high power 

losses and low voltage stability because of reverse power flow in the network.  

In Chapter 4, CTLBO algorithm [113] has been developed, which is almost independent 

of optimization parameters and possesses excellent convergence characteristics for 

mixed integer variables. CTLBO is used to allocate Type-I DGs in several distribution 

networks for single as well as multi-objective functions and yields improved results 

over QOTLBO and TLBO algorithms. However, it has the tendency to be trapped in 

strong local minima when the number of variables increases and may give non-optimal 

solutions. It is observed that CTLBO exhibits good search space exploitation capability 

while harmony search algorithm [162] has good exploration capability. Therefore, a 

proper integration of the merits of CTLBO and HSA is expected to result in a better 

optimization technique for high-dimensional and multimodality problems. To get a 
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good balance of exploration and exploitation capabilities of the search space, a new 

optimization algorithm based on the hybridization of HSA and CTLBO has been 

presented in this chapter. In this algorithm, at first the HSA is utilized to explore the 

search space with a high probability of finding the global solution. Subsequently, 

CTLBO carries out exploitation of the search space for the global solution. For choice 

of CTLBO or HSA, the proposed algorithm uses self-adaptive selection probability. The 

details of this hybrid technique has been explained in the next section. 

5.2         DEVELOPMENT OF HYBRID TEACHING-LEARNING BASED 

OPTIMIZATION TECHNIQUE 

This section details the development of the HTLBO algorithm based on the CTLBO 

and the harmony search algorithms. At first, a summary of the TLBO algorithm is 

presented along with the harmony search algorithm. Finally, the HTLBO algorithm is 

detailed in this section. 

5.2.1      Comprehensive teaching-learning based optimization algorithm 

CTLBO [113] is a meta-heuristic algorithm and comprises of two stages - the teaching 

phase and the learning Phase. In the ‘teaching phase’, the best learner i.e. teacher, 

transfers his knowledge to the other remaining learners to enhance their  knowledge. 

Subsequently, in the ‘learning phase’, each learner interacts with other fellow learners 

to further improve his/her own knowledge. These two stages are repeated till the 

CTLBO proceeds towards the global best knowledge (global solution). The details of 

the CTLBO algorithm has already been explained in Chapter 4. 
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5.2.2      Harmony search algorithm  

Geem, first introduced HSA in 2001 [162], which mimics the improvisation of music 

players to improve the acceptability of their creation. The sounds for better aesthetic 

estimation can be improved through more and more practice just as the value of an 

objective function improves iteration by iteration. The steps of the HSA are as follows: 

Step 1.      Initialize the SVM  and algorithm parameters 

At the beginning, a matrix of SVM is formed, where each row represents a solution 

vector (Xold
SVS) for the objective function fitness ‘F (Xnew

SVS )’ defined for the optimization 

problem. Initially, each solution vector (Xold
SVS) is computed using Eqn. (3.29) and SVM 

matrix is obtained as per Eqn. (3.30). Initialized other variables of the HSA. 

Step 2.      Improvise new solution 

A new solution ‘Xnew
SVS ’ will depend on the three parameters:  

1. Harmony memory consideration rate (HMCR) represents the probability of the 

selection of solution variables for SVM. The probability of HMCR varies 

between ‘0’ and ‘1’. (1-HMCR) is the probability of selecting the variable from 

outside the SVM. 

2. Pitch adjustment rate (PAR) represents the probability of shifting the solution              

variables to neighboring values within the possible range. 

3. Random selection.  

The generation of the new solution variables of SVM is known as improvisation. HMCR 

decides whether to adjust the pitch of each solution variable or not. After considering 

the solution variable by HMCR, the pitch adjustment is decided by PAR  value as 

follows: 
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if rand < HMCR 

Xnew,i
SVS ← Xold,i

SVS ∈  {X1
SVS X2

SVS ⋯ ⋯ ⋯ XN
SVS}                                     (5.1a) 

                  if      rand < PAR 

Xnew,i
SVS ← Xold,i

SVS +  rand ∗ BW                                                       (5.1b) 

                  Else 

Xnew,i
SVS ← Xold,i

SVS −  rand ∗ BW                                                       (5.1c) 

                  end 

else  Random selection 

Xnew,i
SVS = Xmin,i + rand ∗ (Xmax,i − Xmin,i)     where i, = 1,2,3…N       (5.1d) 

end 

Where the value of BW (Bandwidth) lies between ‘0’ and ‘1’. So, steps are repeated to 

generate new solution variables as detailed in Eqn. 5.1a to 5.1d and fitness ‘F (Xnew
SVS )’ 

corres-ponding to new generated solution vector ‘Xnew
SVS ’ is calculated. 

Step 3.      Update SVM 

If fitness F (Xnew
SVS ) of the new solution ‘Xnew

SVS ’ gives better objective function values  

than the worst solution in SVM, the worst solution is replaced by the new solution 

‘(Xnew
SVS )’ otherwise discarded. 

Step 4.      Termination 

The HSA keeps on repeating steps 1, 2 and 3, until maximum number of improvisation 

(NI) are met, which is set during the parameter initialization process. 

In basic HSA, the parameters HMCR, PAR and BW are constant values. The proposed  
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algorithm adopts dynamic strategies to select the values of HMCR and PAR. Dynamic 

selection of HMCR and PAR provide better balance in exploration and exploitation of 

search space in the hybrid algorithm. The suggested modification detailed in [26] as 

shown below. 

HMCR = HMCRmax − (HMCRmax − HMCRmin) ∗ (
currentiteration

maxiteration
)           (5.2a) 

PAR = PARmax − (PARmax − PARmin) ∗ (
currentiteration

maxiteration
)                         (5.2b) 

BW = BWmax ∗ exp [ln (
BWmax

BWmin
) ∗

currentiteration

maxiteration
  ]                                         (5.2c) 

5.2.3      Hybridization of CTLBO and HS algorithm 

It is observed that the characteristics of TLBO and HS algorithms are complimentary to 

each other i.e. HSA has excellent exploratory behavior but slow in convergence while 

TLBO exhibits very good exploitation characteristics and fast convergence. Hence, the 

proposed method aims to utilize the merits of both algorithms and reach the global 

solution quickly. So, for the maximum exploration of the search space, initially, HSA 

is employed and then exploitation of the search space is done with the help of TLBO. 

In the proposed method, selection of the teaching phase of the TLBO algorithm and 

local pitch adjustment by HMCR of HSA is based on the ratio ASR (Auto selection 

rate) defined as 

ASR =
Best fitness of SVM

Worst fitness of SVM
         (5.3) 

As the value of ASR changes in each iteration, ASR is dynamic in nature and is self 

adaptive for the selection of either of these two algorithms for the improvisation of the 
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Harmony vector. For minimization problems, as the value of best fitness will always be 

less than the worst fitness value, ASR will be less than 1. For maximization problems, 

ASR is obtained by minimizing the inverse of the fitness function values, which will 

also lead to ASR less than 1. Initially ASR will be low which gives preference to the 

HS algorithm for better exploration of the search space. As ASR moves towards unity, 

 teaching phase is selected for better tuning of the variables.  

To minimize the demerits of HS and CTLBO, the HTLBO initially utilizes the 

exploration characteristics of HS. Subsequently, the CTLBO algorithm is implemented 

for better tuning and fast convergence of the solution vector. The following steps are 

considered for the HTLBO algorithm. 

A. Target vector selection: Xnew
SVS =Xold

SVS from the SVM. 

B. Generation of target vector Xnew
SVS  in each iteration comprises of four steps. 

Step 1.  Auto selection rate. 

The selection of Teaching phase or HMCR for the generation of target 

vector Xnew
SVS depends upon the ASR is found using Eqn. (5.3). 

Step 2. Teaching phase / HMCR and local pitch adjustment/ mutation phase 

When ASR is less than ‘r’, (‘r’ is a number between 0 and 1) the teaching  

 phase is selected and Eqn. (4.3) is used to generate ‘Xnew,i
SVS ’ of ASR is 

more than ‘r,’ HSA is selected for the generation of Xnew
SVS  . The probability 

of tuning the target vector is decided by the HMCR. If the random number 

is less than HMCR, local pitch adjustment of ‘Xnew,i
SVS ’ is carried otherwise 

mutation phase is carried out according to Eqn. (5.1d) to generate the new 

target vector ‘Xnew
SVS ’in the feasible space. If the fitness of the target vector 
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‘Xnew,i
SVS ’is better than that of the worst fitness vector, then ‘Xworst’ is 

replaced by ‘Xnew
SVS ’.  

Step 3.      Learning phase.  

This phase enhances the knowledge (fitness) of the target vector‘Xnew,i
SVS ’by 

interacting with the randomly selected harmony vector from solution 

vector matrix. Improvement of ‘Xnew
SVS ’ is done according to Eqn. (4.2a & 

4.2b). If the fitness of the target vector ‘Xnew
SVS ’ is better than the fitness of 

the worst fitness vector, then Xworst is replaced by ‘Xnew
SVS ’. 

Step 4.      Dynamic adjustment of parameters 

For the efficient operation of the HTLBO algorithm, the HMCR, PAR and 

the BW parameters are dynamically tuned, in each iteration, as per Eqn. 

(5.2a), (5.2b), & (5.2c). 

C. If the target vector generated has better fitness, then the SVM is updated otherwise 

the next iteration is started. If the number of iterations satisfies the condition for 

termination, the algorithm is terminated and the best solution of SVM is selected as 

the solution of the objective function. 

5.3      OBJECTIVE FUNCTION FORMULATION  

The proposed work has considered the following assumptions: 

(a) All RDNs are balanced. 

(b) Unity power factor DGs have been employed in RDN. 

(c) Nominal load level and constant power load model is assumed. 

(d) The outputs of all DGs are time invariant. 
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5.3.1      Multi-objective function 

A multi-objective function optimizes all the SOFs simultaneously, subject to the  

equality and inequality constraints. In this chapter, a MOF is used in line with [65], 

which simultaneously reduces the APL (F1) and VD (F2) while improves the VSI (F3) 

is  formulated using two approaches as detailed below, 

5.3.1.1      Weighted sum approach 

In this approach  [159], each single objective functions is assigned a weight factor to 

convert multi valued functions to single value function. This can be mathematically 

represented as shown below,  

MOF = Minimize(a1 ∗ F1 + a2 ∗ F2 + a3 ∗ 1/F3)                                           (5.4) 

In this formulation, a weighted sum approach for MOF in line with [65], is used which 

simultaneously reduces the APL (F1) and VD (F2) while improves the VSI (F3) where 

‘a1’, ‘a2’ and ‘a3’ are the weight coefficient associated with each SOFs respectively. If 

DGs are implemented with the objective of mitigating a specific problem, the 

corresponding weight coefficient is increased. Any value of weight coefficient can be 

chosen depending upon the significance of the objective function. But, for a normalized 

objective function, the sum of the weight coefficient should be unity as shown below,   

ai ϵ ([0,1])    and   ∑ ai
m
i=1 = 1                                                                        (5.5) 

5.3.1.2      ɛ-constraints approach 

In this optimization approach, detailed in [159], the multi-objective optimization 

problem is solved by targeting one of the objective functions  as main objective function 
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and restricting the rest of the objective functions as constraints. Mathematically it can 

be represented as follows, 

MOF = Minimize Fµ(X)                                                                       (5.6) 

Subject to Fm(X) ≤ εm        m = 1,2,3…M.  and m ≠ µ; 

gj(X) ≥ 0,    j = 1,2,3… . ;  

hl(X) = 0,    l = 1,2,3… . ; 

Xmin,i ≤ Xi ≤ Xmax,i,    i = 1,2,3… . N; 

In this chapter, Fµ(x) corresponds to the APL, considered as main objective function 

while  Fm(x) comprises both the VD and the inverse of VSI as constraints.  

5.3.2      Constraints 

The SOFs and the MOF are subject to the following constraints for the optimal 

allocation of DGs in the RDN as given below. 

5.3.2.1      Active and reactive power balance constraints 

Psub + ∑ PDG,k
nDG
k=1 = Ploss  + ∑ PL,k

n
k=1   &   Qsub = Qcon + ∑ QL,k

n
k=1           (5.7) 

5.3.2.2      Voltage limit constraint 

The voltage magnitudes (Vk) of all the buses of RDN must be within limits of  Vmax   

   (1.05 p. u.) and  Vmin (0.95 p. u.) 

Vmin ≤ |Vk| ≤ Vmax      k = 1, 2, 3, 4……n                                                       (5.8)        

5.3.2.3      Thermal limit [75] 

|Ij| ≤ |Ij
max|               j =  1,2, 3, 4……nb                                                               (5.9) 
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5.3.2.4      Real power limit [53] 

PDG,k
min ≤ PDG,k ≤ PDG,k

max                                                                                               (5.10) 

5.3.2.5      Maximum penetration of DG units in the network [163] 

∑ 𝐏𝐃𝐆,𝐤 = % 𝐉 ∗ 
𝐧𝐃𝐆
𝐤=𝟏 ∑ 𝐏𝐋,𝐤

𝐧𝐛
𝐤=𝟏                                                                                    (5.11)                              

5.4      CASE STUDIES AND RESULTS 

The proposed algorithm (HTLBO) is first validated on standard mathematical benchmark  

functions. The HTLBO algorithm parameters are detailed in Table 5.6. HTLBO is tested 

for 20, 30 and 50 variables and the results are shown in Table 5.1. Subsequently, the 

suggested HTLBO was used for optimal allocation of Type-1 DGs in the  33-bus, 69-bus 

and 118-bus using ɛ-constraints method for the MOF. The MOF considers all the three 

SOFs simultaneously. Results obtained are better than TLBO and QOTLBO respectively, 

as shown in subsequent tables.  

5.4.1      Mathematical benchmark functions validation 

The performance of the proposed HTLBO algorithm is validated on eleven 

mathematical benchmark test functions [64] as given in Table 5.1. A comparison of the 

proposed HTLBO vis-à-vis other algorithms [155] is shown in Table 5.3 and Table 5.4. 

It is observed that the proposed method gives the best results with Penalized, Penalized 

2 & Rosenbrock functions, while it yields results identical to ITLBO (improved TLBO) 

with Sphere, Schwefel 2.22, Schwefel 1.2, Griewank, Ackley & Rastrigin functions. 

However, it is observed that for the Schwefel  2.21 and Step 2 functions, ITLBO gives 

the  best  result. For  the  purpose  of  demonstration,  Pareto sets are obtained for some  
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Table 5.1: Mathematical benchmark functions for HTLBO 

S.No. Function Formulation N Search range 

1 Sphere 
F(x)min =∑ xi

2
N

i=1
 

 

30 [-100,100] 

2 Schwefel 2.22 

F(x)min =∑|xi|

N

i=1

+∏|xi|

N

i=1

 

30 [-10,10] 

3 Schwefel 1.2 

F(x)min =∑(∑xj

i

j=1

)

2
N

i=1

 

 

30 [-100,100] 

4 Schwefel 2.21 F(x)min = 
max

1 ≤ i ≤ N
|xi| 

 

30 [-100,100] 

5 Rosenbrock 
F(x)min =∑ [100(xi

2 − xi+1)
2 + (1 − xi)

2]
N

i=1
 

 

30 [-2.048,2.048] 

6 Step 2 

F(x)min =∑([xi + 0.5])
2

N

i=1

 

30 [-100,100] 

7 Rastrigin 
F(x)min =∑ [xi

2 − 10 cos(2πxi) + 10]
N

i=1
 

 

30 [-5.12,5.12] 

8 Ackley 
F(x)min = −20e

(−0.2√
1

N
∑ xi

2N
i=1 )

− e(
1

N
∑ cos(2πxi)
N
i=1 ) + 20 + e1 

 

30 [-32.768,32.768] 

9 Griewank 
F(x)min =

1

4000
∑ xi

2 −∏ cos (
xi

√i
) + 1

N

i=1

N

i=1
 

 

30 [-600,600] 

10 Penalized 

 F(x) =
π

N
[10 sin2(πy1)  

+∑(yi − 1)
2{1 + 10 sin2(πyi+1)} + (yN − 1)

2

N−1

i=1

]

+∑u(xi, 10,100,4)

N

i=1

 

 

u(xi, ak,m) = {

k(xi − a)
m, xi > a,

0,−a ≤ xi ≤ a, yi = 1 + 1/4(xi + 1)

k(−xi − a)
m xi < −a

 

 

30 [-50,50] 

11 Penalized 2 

 F(x) = 0.1 [10 sin2(πx1) +∑
(xi − 1)

2{1 + sin2(3πxi+1)}

+(xN − 1)
2 +  (1 + sin2(2πxN))

N−1

i=1

]

+∑u(xi, 5,100,4)

N

i=1

 

 

u(xi, ak,m) = {

k(xi − a)
m, xi > a,

             0,                         − a ≤ xi ≤ a

k(−xi − a)
m xi < −a

 

30 [-50,50] 
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Table 5.2: Multi-objective mathematical benchmark functions  

S.No. Function Objective function N Search range Comment 

1 SCH f1(x) = x
2 

f2(x) = (x − 2)
2 

1 [-103, 103] Convex 

2 KUR 
f1(x) = ∑ [−10exp (−0.2√xi

2 + xi+1
2 )]

N−1

i=1
 

f2(x) =∑ (|xi|
0.8 + 5 sin xi

3)
N−1

i=1
 

3 [-5,5] Nonconvex 

3 ZDT3 f1(x) = x1 

f2(x) = g(x)[1 − √x1 g(x)⁄ −
x1
g(x)

sin(10πx1) 

g(x) = 1 + 9(∑ xi
N

i=2
) (n − 1)⁄  

30 [0,1] Convex, 

disconnected 

4 ZDT4 f1(x) = x1 

f2(x) = g(x) [1 − √x1 g(x)⁄ ] 

g(x) = 1 + 10(N − 1) +∑ [xi
2 − 10 cos(4πxi)]

N

i=2
 

10 x1 ∈ [0,1] 

xi ∈ [−5,5], 

i = 2,3. . , n 

Nonconvex 

5 BNH f1(x) = 4x1
2 + 4x2

2 

f2(x) = (x1 − 5)
2 + (x2 − 5)

2 

Subject to 

C1(x) = (x1 − 5)
2 + x2

2 ≤ 25, 

C2(x) = (x1 − 8)
2 + (x2 + 3)

2 ≥ 7.7 

2 0 ≤ x1 ≤ 5, 

0 ≤ x2 ≤ 3. 

Convex 

6 TNK f1(x) = x1 

f2(x) = x2 

Subject to 

C1(x) = x1
2 + x2

2 − 1 − 0.1 cos(16 tan−1(x1 x2⁄ ))

≥ 0, 

C2(x) = (x1 − 0.5)
2 + (x2 − 0.5)

2 ≤ 0.5 

2 0 ≤ x1 ≤ π, 

0 ≤ x2 ≤ π. 

Discontinuous 

7 OSY f1(x) = −[25(x1 − 2)
2 + (x2 − 2)

2 + (x3 − 1)
2

+ (x4 − 4)
2 + (x5 − 1)

2] 

f2(x) = x1
2 + x2

2 + x3
2 + x4

2 + x5
2 + x6

2 

Subject to 

C1(x) = x1 + x2 − 2 ≥ 0, 

C2(x) = 6 − x1 − x2 ≥ 0 

C3(x) = 2 + x1 − x2 ≥ 0 

C4(x) = 2 − x1 + 3x2 ≥ 0 

C5(x) = 4 − (x3 − 3)
2 − x4 ≥ 0 

C6(x) = (x5 − 3)
2 + x6 − 4 ≥ 0 

6 0 ≤ x1, x2, x6
≤ 10 

1 ≤ x3, x5 ≤ 5 

0 ≤ x4 ≤ 6 

Continuous 

 

multi-objective test functions (unconstrained and constrained) shown in Table 2, when 

HTLBO is integrated with ‘non-dominating sorting algorithm’ [159]. From Fig 5.1(a), 

it is observed that for unconstrained problems, HTLBO yields similar results with SCH 

and KUR, inferior results with ZDT3 and better results with ZDT4, as compared to 
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TNK, while better results are obtained with BNH and OSY than NSGA- II, as shown in 

Fig. 5.1 (b). Table 5.5 shows the impact of variations of HTLBO parameters on the 

solution of the Sphere function. The parameters considered are ‘a’, ‘SVS’, ‘IN’, ‘N’. It  

Table 5.3: Comparative results of HTLBO algorithm with other algorithms. 

F.No N G-ABC PS-ABC TLBO 

 Mean SD Mean SD Mean SD 

1 20 3.1943E-16 7.3909E-17 0.00 0.00 0.00 0.00 

30 6.2643E-16 1.0859E-16 0.00 0.00 0.00 0.00 

50 1.2546E-5 6.0511E-9 0.00 0.00 0.00 0.00 

2 20 9.3611E-16 1.3278E-16 0.00 0.00 0.00 0.00 

 30 1.3019E-10 4.6859E-11 0.00 0.00 0.00 0.00 

 50 2.3671E-05 6.1889E-06 0.00 0.00 0.00 0.00 

3 20 2.6919E3 1.4619E3 0.00 0.00 0.00 0.00 

 30 1.0939E4 2.5670E3 0.00 0.00 0.00 0.00 

 50 4.1236E4 5.8269E3 0.00 0.00 0.00 0.00 

4 20 0.3325 1.0786 0.00 0.00 0.00 0.00 

 30 12.6211 2.6556 8.59E-115 4.71E-114 4.9E-324 0.00 

 50 45.3075 4.3151 19.6683 6.341E+00 9.9E-324 0.00 

5 20 1.6769 2.9037 .5190 1.0764 15.0536 2.28E−01 

 30 7.47961 19.0926 1.5922 4.4066 25.4036 3.50E−01 

 50 25.7164 31.75811 34.4913 30.3412 45.8955 2.89E−01 

6 20 3.3386E-16 1.0154E-16 2.6147E-16 3.8684E-17 9.24E−33 4.36E−33 

 30 6.4499E-16 1.1126E-16 5.7169E-16 8.2549E-17 1.94E−29 1.88E−29 

 50 5.6529E-09 3.6854E-09 1.1674E-15 1.4114E-16 3.26E−13 5.11E−13 

7 20 0.00 0.00 0.00 0.00 6.41E−14 6.16E−14 

 30 3.3165E-02 1.8165E-01 0.00 0.00 6.95E−13 1.64E−12 

 50 2.1733 1.0728 0.00 0.00 7.90E−13 1.89E−12 

8 20 2.7533E-14 3.5832E-15 8.8817E-16 0.00 3.55E−15 8.32E−31 

 30 7.7828E-10 2.9817E-10 8.8817E-16 0.00 3.55E−15 8.32E−31 

 50 1.1137E-04 3.8873E-05 8.8817E-16 0.00 3.55E−15 8.32E−31 

9 20 6.0279E-04 2.2313E-03 0.00 0.00 0.00 0.00 

 30 6.9655E-04 2.2609E-03 0.00 0.00 0.00 0.00 

 50 1.0470E-03 2.7482E-03 0.00 0.00 0.00 0.00 

10 20 3.2621E-16 6.6721E-17 2.5576E-16 4.9715E-17 4.00E−08 6.85E−24 

 30 5.8570E-16 1.1349E-16 5.5312E-16 8.6858E-17 2.67E−08 6.79E−12 

 50 9.3017E-11 7.9664E-11 1.0252E-15 1.5815E-16 5.18E−05 1.92E−04 

11 20 6.5528E-08 2.4413E-07 2.3456E-18 2.2088E-18 2.34E−08 6.85E−24 

 30 2.1724E-07 5.6676E-07 6.0601E-18 5.6064E-18 2.37E−08 4.91E−10 

 50 8.8776E-07 1.5324E-06 5.0541E-17 1.5350E-16 1.52E−03 5.29E−03 
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is observed from  Table 5.5  that for  SVS=10 and  Maximum iteration=6000, HTLBO 

algorithm gives best results for all ‘a’. Similarly, for SVS=20 and 30, HTLBO gives 

best results with ‘a=0.2’. For SVS=40 and 50, HTLBO gives best results with 

‘a=0.1’while considering N=20. On the other hand, with N=30 and 50, ‘a=0.2’ gives 

better result.  

Table 5.4: Comparative results of HTLBO algorithm with other algorithms. 

F.No N ITLBO HTLBO 

Mean SD Mean SD 

 1 20 0.00 0.00 0.00 0.00 

30 0.00 0.00 0.00 0.00 

50 0.00 0.00 0.00 0.00 

2 20 0.00 0.00 0.00 0.00 

 30 0.00 0.00 0.00 0.00 

 50 0.00 0.00 0.00 0.00 

3 20 0.00 0.00 0.00 0.00 

 30 0.00 0.00 0.00 0.00 

 50 0.00 0.00 0.00 0.00 

4 20 0.00 0.00 4.9407E-324 0.00 

 30 0.00 0.00 4.9407E-324 0.00 

 50 0.00 0.00 4.9407E-324 0.00 

5 20 1.3785 8.49E−01 0.1332 0.14021 

 30 15.032 1.2E+00 16.141 1.4042 

 50 38.7294 7.57E−01 42.447 1.1164 

6 20 0.00 0.00 0.00 0.00 

 30 0.00 0.00 2.5063e-32 7.0518e32 

 50 1.51E−32 8.89E−33 1.8917e-14 4.3031e-14 

7 20 0.00 0.00 0.00 0.00 

 30 0.00 0.00 0.00 0.00 

 50 0.00 0.00 0.00 0.00 

8 20 7.11E−16 0.00 2.2201e-15 0.00 

 30 7.11E−16 0.00 2.2201e-15 0.00 

 50 7.11E−16 0.00 2.2201e-15 0.00 

9 20 0.00 0.00 0.00 0.00 

 30 0.00 0.00 0.00 0.00 

 50 0.00 0.00 0.00 0.00 

10 20 2.42E−16 1.09E−16 2.355e-32 8.4989e-48 

 30 4.98E−16 2.14E−16 3.2337E-29 6.4289E-29 

 50 9.19E−16 5.38E−16 3.4659E-16 2.9939E-16 

11 20 1.93E−18 1.12E−18 1.3498E-32 0 

 30 5.92E−18 4.74E−18 3.1884E-28 4.0023E-28 

 50 4.87E−17 4.26E−17 5.1175E-15 3.2346E-16 
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Fig. 5.1 (a): Results of unconstrained multi-

objective functions by NSGA-II and 

HTLBO for  

[1]       SCH 

[2]       KUR 

[3]       ZDT3 

[4]       ZDT4 

 

Fig. 5.1 (b): Results of constrained multi-

objective functions by NSGA-II and 

HTLBO for  

[1]       BNH 

[2]       TNK 

[3]       OSY 
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Table 5.5: Impact of algorithm parameters on mathematical benchmark function. 

Sphere function Teaching factor rate (a) 

SVS IN N 0.1 0.2 0.3 0.4 

 Mean SD Mean SD Mean SD Mean SD 

10 6000 20 0 0 0 0 0 0 0 0 

30 0 0 0 0 0 0 0 0 

50 0 0 0 0 0 0 0 0 

20 3000 20 1.32E-220 0 3.11E-233 0 8.64E-223 0 1.95E-198 0 

30 1.69E-174 0 5.21E-191 0 2.74E-174 0 6.10E-155 1.30E-154 

50 1.40E-142 1.97E-142 1.47E-154 3.22E-154 1.31E-141 2.92E-141 1.29E-120 2.37E-120 

30 2000 20 2.61E-119 5.29E-119 1.44E-121 2.99E-121 4.18E-111 9.33E-111 5.53E-102 1.06E-101 

30 6.89E-90 9.66E-90 3.00E-91 6.62E-91 2.37E-84 5.28E-84 8.63E-76 9.88E-76 

50 5.96E-67 1.29E-66 1.63E-73 3.27E-73 8.72E-67 6.04E-67 3.53E-55 4.40E-55 

40 1500 20 5.72E-78 8.55E-78 1.18E-76 2.45E-76 3.01E-71 4.27E-71 7.46E-64 1.64E-63 

30 2.65E-56 2.08E-56 1.72E-57 1.28E-57 5.83E-53 5.64E-53 5.94E-45 1.20E-44 

50 5.46E-39 1.16E-38 1.15E-42 1.07E-42 5.09E-38 9.58E-38 3.43E-32 2.45E-32 

50 1200 20 2.97E-55 3.02E-55 4.81E-53 1.02E-52 5.80E-49 1.27E-48 1.29E-44 1.29E-44 

30 3.98E-38 2.64E-38 5.34E-39 5.18E-39 5.65E-35 6.93E-35 1.03E-30 1.24E-30 

50 9.07E-27 7.55E-27 3.74E-28 5.55E-28 2.53E-25 2.61E-25 1.32E-20 1.03E-20 

 

                                  Table 5.6: HTLBO algorithm parameters 

Parameter Values 

a 0.2 

HMCRmin 0.7 

HMCRmax 0.95 

PARmin 0.3 

PARmax 0.5 

r 0.9 

BWmin 0.0001 

BWmax 0.1 

Maxiteration 500 

SVS 90 

5.4.2      33-bus RDN  

The suggested HTLBO is first implemented for optimal allocation of DGs in the 33-bus  

RDN using two methods. The first one is the weighted sum method, where the MOF is   

formulated as a weighted sum of the three SOFs. The second approach comprises the 

modification of the MOF into a SOF using the ε-constraints method [159].  In both the 
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 methods, the objective is simultaneous minimization of the network APL and VD 

together with VSI maximization. The detailed network data is given in appendix Table 

A.1 and chapter 3. Three DGs (Type –I) are selected for optimal allocation in this RDN. 

The HTLBO parameters are selected as given in Table 5.6 .The weight factors ‘a1’, ‘a2’ 

and ‘a3’ corresponding to the three SOFs are shown in Table 5.7. As shown in Table 

5.7, when a1 = 1.0 a2 = 0.6 and a3 = 0.35, the suggested HTLBO shows reduction in 

the APL to 82.815 kW (from 210.998 kW in the base case). On the other hand, results 

of MOF with ɛ-constraints Method, gives simultaneous improvement in all three SOFs 

i.e. F1, F2 and F3 (97.5330 kW, 0.0009 p.u. and 0.9653 p.u., respectively), in 

comparison  to both TLBO and QOTLBO, as shown in Table 5.7 that without DG. From 

Fig. 5.2 (a), minimum network voltage magnitude of 0.9836 p.u. at node 33, is noticed 

in presence of  DGs. The network voltage profile shows a remarkable improvement than 

that without DG (voltage magnitude of 0.9038 p.u. at bus 18). Fig. 5.2 (b) shows the 

convergence characteristics of the MOF corresponding to the TLBO, QTLBO and the 

proposed HTLBO algorithm. It is observed from Fig. 5.2 (b) that the proposed algorithm 

(HTLBO) has the lowest fitness value i.e. 0.4590 p.u. and the fastest convergence rate. 

5.4.3      69-bus RDN  

The HTLBO is now implemented on the 69-bus for optimal allocation of DGs. Again, 

three DGs (Type –I) have been considered. Similar to the case of the 33-bus RDN  

above, the  MOF (for  minimization of the  network APL and VD  together with 

maximization of VSI) is evaluated using both the weighted sum method and the ε-const-

raints method. The HTLBO parameters are again selected as shown in Table 5.6. The 

detailed  network  data is given in appendix  A.2 and chapter 3. As shown in Table 5.8, 
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Table 5.7: Results for optimal DG allocation in 33-bus    

                             TLBO          QOTLBO                  HTLBO             HTLBO 

                    Weight coefficient                  (a1=1.0 a2=0.6 a3=0.35) ɛ-constraints Methods 

 Optimal DG Optimal DG Optimal DG Optimal DG 

 Location Size (MW) Location Size (MW) Location Size (MW) Location Size (MW) 

 12 1.1826 13 1.0834 13 1.0229 13 1.2043 

 28 1.1913 26 1.1876 25 0.9016 25 0.8573 

 30 1.1863 30 1.1992 30 1.4567 30 1.6480 

APL (kW) 124.695 103.403 82.815 97.5330 

VD (p.u.) 0.0011 0.0011 0.0026 0.0009 

VSI (p.u.) 0.9503 0.9530 0.9360 0.9653 

MOF (p.u.) 0.4936 0.4713 0.4590 0.4590 

 

 

 

Fig. 5.2 (a): Bus voltage profile of the 33-bus without and with DG 

 

 

Fig. 5.2 (b):Fitness convergence characteristics in 33-bus  for MOF 
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Table 5.8: Results for MOF in 69-bus 

 TLBO QOTLBO HTLBO HTLBO 

                            Weight coefficient         (a1=1.0 a2=0.6 a3=0.35) ɛ-constraints Method 

 Optimal DG Optimal DG Optimal DG Optimal DG 

 Location Size (MW) Location Size (MW) Location Size (MW) Location Size (MW) 

 13 1.0134 15 0.8114 12 0.9424 12 0.9956 

 61 0.9901 61 1.1470 25 0.2306 20 0.2398 

 62 1.1601 63 1.0022 61 2.0508 61 2.1123 

APL (kW) 82.172 80.585 76.938 79.431 

VD (p.u.) 0.0008 0.0007 0.0006 0.0003 

VSI (p.u.) 0.9745 0.9769 0.9677 0.9770 

MOF (p.u.) 0.4418 0.4393 0.4389 0.4389 

when a1=1.0 a2=0.6 and a3=0.35, HTLBO shows reduction in APL to 76.938 kW  and 

improvement in the VDI to 0.0006 p.u. On the other hand, results of MOF with ɛ-

constraints method, gives simultaneous improvement in all the three SOFs (F1, F2 and 

F3) to 79.431 kW, 0.0003 p.u. and 0.9770 p.u. respectively, in comparison to both TLBO 

and QOTLBO, as shown in Table 5.8. Fig.5.3 (a) shows the voltage profile enhancement  

of the 69-bus with DGs over that without DG. From Fig.5.3 (a), it is observed that the 

minimum network voltage magnitude with DGs is 0.9942 p.u., occurs at bus 50. Thus, 

with DGs, the network voltage profile shows a notable improvement than that without 

DG (0.9092 p.u. at bus 65). Fig. 5.3 (b) shows the convergence characteristics of the 

MOF corresponding to the TLBO, QTLBO and the HTLBO algorithm. It is observed 

from Fig. 5.3 (b) that the proposed algorithm (HTLBO) has the lowest fitness value i.e. 

0.4389 p.u. and the fastest convergence rate. 

5.4.4      118-bus RDN  

The proposed algorithm (HTLBO) is now implemented on the 118-bus for optimal 

allocation of DGs. Seven DGs (Type –I) have been considered. Similar to the case of 
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the 33 and 69-bus above, the MOF (for minimization of the network APL and VD 

together with maximization of VSI) is evaluated using both the weighted sum method 

and the ε-constraints method. The HTLBO parameters are again selected as shown in 

Table 5.6. The detailed network data is given in appendix A.3 and chapter 3. As shown 

in Table 5.8, when a1=1.0 a2=0.6 and a3=0.35, HTLBO shows improvement in both VDI 

and VSI as compared to both TLBO and QOTLBO, although the APL are inferior to 

both TLBO and QOTLBO. On the other hand, results of MOF with ɛ-constraints 

method, gives simultaneous improvement in all the three SOFs (F1, F2 and F3) to 

658.756 kW, 0.0225 p.u. and 0.8978 p.u. respectively, in comparison to both TLBO and 

QOTLBO, as shown in Table 5.9. Fig.5.4 (a) shows the voltage profile enhancement of 

the 118-bus with DGs over that without DG. From Fig.5.4 (a), it is observed that the 

minimum network voltage magnitude of 0.97344 p.u. occurs at node 56, in the presence 

of DGs. The network voltage profile again shows a remarkable improvement over that 

without any DG (voltage magnitude of 0.86879 p.u. at bus 80). Fig. 5.4(b) shows the 

convergence  characteristics of the MOF corresponding to the TLBO, QTLBO and the 

Table 5.9: Results for MOF of 118-bus  

 TLBO QOTLBO HTLBO HTLBO 

 Weight coefficients                          (a1=1.0 a2=0.6 a3=0.35) ɛ-constraints method 

 Optimal DG Optimal DG    Optimal DG     Optimal DG 

 Location Size (MW) Location Size (MW) Location Size (MW) Location Size (MW) 

 35 3.2462 43 1.5880 25 2.0833 22 2.0526 

 48 2.8864 49 3.8459 43 1.2457 44 1.1217 

 65 2.4307 54 0.9852 52 4.9877 51 4.5526 

 72 3.3055 74 3.1904 80 2.6429 77 2.6456 

 86 1.9917 80 3.1632 82 34.6417 81 4.6412 

 99 1.6040 94 1.9524 93 3.8135 93 3.7620 

 111 3.5984 111 3.6013 115 3.2830 115 3.2836 

APL (kW) 705.8980 677.5881 774.946 658.756 

VD (p.u.) 0.0327 0.0233 0.0172 0.0225 

VSI (p.u.) 0.8548 0.8794 0.9017 0.8978 

MOF (p.u.) 0.4361 0.4187 0.4062 0.4104 
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Fig. 5.3 (a): Bus voltage profile of 69-bus with and without DG 

 

 

Fig. 5.3 (b): Fitness convergence characteristics of 69-bus for MOF  

 

Fig. 5.4 (a): Bus voltage profile of 118-bus with and without DG 
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Fig. 5.4 (b): Fitness convergence characteristics of 118-bus for MOF  

proposed HTLBO algorithm. It is observed from Fig. 6 (b) that the proposed algorithm 

(HTLBO) has the lowest fitness value of 0.4104 p.u. 

5.5      SUMMARY 

A HTLBO technique has been presented in this chapter. Its computational capability 
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investigated. It is observed that for a certain level of DG penetration, a proper tuning of 

the algorithm parameters ensures global solution. It is also observed that optimal 

allocation of DGs results in substantial performance improvement of RDS, along with 

better network congestion management. 
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CHAPTER 6  

REACTIVE POWER MANAGEMENT IN DISTRIBUTION 

NETWORKS FOR ENERGY, COST AND EMISSION SAVING 

6.1      INTRODUCTION 

DG integration in the distribution networks results in power loss reduction, voltage 

profile enhancement, improvement in VSI, network operational cost reduction and 

emission saving.  However, integration of renewable energy sources based on solar and 

wind result in degradation of power supply reliability and enhancement of power quality 

issues because of uncertainty in solar and wind availability. It is observed in chapters 4 

and 5 that only active power injection in the distribution network doesn’t ensure power 

quality and network reliability. In recent years, these issues compelled the DNOs to take 

some remedial measures to mitigate these challenges. It is observed from the literature 

review that reactive power management in distribution networks is one of the measures 

to mitigate the challenges. However, published literature is available on reactive power 

management in distribution networks is limited.  

This chapter is aimed to present a detailed analysis on the impact of the integration of 

reactive power compensatory device in the DNs. DSTATCOM is a shunt device, which 

constitutes an energy storage device, an inverter, and a transformer. Their fast dynamic 

response in respect of injection and absorption of reactive power makes their            

acceptability  inevitable  in  distribution  networks [55]. This investigation  aims  to 

provide a complete solution of   1)  optimal  DSTATCOM  locations and sizes  and   2)     
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 optimal network topologies vis-à-vis varying load conditions, addressing multiple 

issues of power loss reduction, reduction of TACS and enhanced savings in energy and 

green-house gas emission. This chapter has adopted both analytical and meta-heuristic 

approaches, for optimal DSTATCOM allocations in different distribution networks 

considering single as well as multi-objective criteria.  The impact of DSTATCOM on 

the technical issues, operational economy and environmental benefits in several 

distribution networks is investigated. 

6.2      ANALYTICAL APPROACH FOR OPTIMUM ALLOCATION OF 

DSTATCOMS 

The proposed technique is implemented for a deterministic problem of optimal 

DSTATCOM sizing and placement in RDNs addressing some core issues like APL, 

yearly energy loss, total cost saving.  

The case studies assumptions are as following: 

a. All the RDN are balanced. 

b. The load shedding and line interruption are not considered. 

c. Daily load profile is considered for EL, cost calculation and emission saving. 

d. DSTATCOMs are considered for injecting reactive power only. 

6.2.1      Problem formulation 

The proposed method for computing the optimum size and location of DSTATCOM 

uses the BIBC and BCBV matrices. Development of  BIBC and BCBV matrices are 

detailed  in  [38], using  the topological  configuration of  the distribution systems. The 

proposed  method for multi-DSTATCOMs requires executing only power flow for the 
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determination of the optimum size and location of DSTATCOMs in the RDS. 

The total active power loss (APL) of the network is based on the equivalent current-

injection at all the buses and total current flowing through the branch without or with 

DSTATCOMs.  The expression of the total network APL [42] is given as follows: 

Ploss =∑ Rj[(∑ BIBC(j, k − 1).MMn
k=2 )2 + (∑ BIBC(j, k − 1). NNn

k=2 )2]
nb

j=1
      

Where MM =
Pk cos(θk) + Qk sin(θk)

|Vk|
⁄     & 

NN =
Pk sin(θk)−Qk cos(θk)

|Vk|
⁄                                                                                                   (6.1)              

6.2.1.1      Loss sensitivity factor approach 

The objective is to find the capacity of DSTATCOM at any bus ‘k’ to minimize total 

APL of the network. The derivative of the jth branch power loss per kth bus injected 

reactive power i.e. ∂Ploss,j/∂Qk, can be obtained as below, 

∂Plossj

∂Qk
= 2Rj. ∑ (BIBC(j, k − 1).MM)n

k=2 . BIBC(j, k − 1)
sin(θk)

|Vk|
 +

                 2Rj. ∑ (BIBC(j, k − 1). NN)n
k=2 . BIBC(j, k − 1).

−cos(θk)

|Vk|
                (6.2a) 

Summation of the above expression for all the branches leads to the derivation of the 

total power losses per kth bus injected real power ∂Ploss,j/∂Qk , can be expressed as,  

∂Ploss

∂Qk
= 2∑ [Rj. (∑ BIBC(j, k − 1).MMn

k=2 ). BIBC(j, k − 1)
sin(θk)

|Vk|
]nb

j=1 +

                2 ∑ [Rj. ∑ (BIBC(j, k − 1). NN)n
k=2 . BIBC(j, k − 1).

−cos(θk)

|Vk|
]nb

j=1          (6.2b) 
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The objective is to find the size of DSTATCOM at any bus ‘k’ to minimize the total APL 

 of the network. To calculate the optimum size of DSTATCOM at bus ‘k’, the Eqn. (6.2b)  

is equated to zero as: 

∂Ploss

∂Qk
= 0                                                             (6.3a) 

 

By solving Eqn. (6.3a), the reactive power injected at bus ‘k’ can be expressed as below: 

Qk =
|Vk|.∑ [Rj.{PP..BIBC(j,k−1).cos(θk)−QQ.BIBC(j,k−1) sin(θk)}]

nb
j=1

∑ Rj.
nb
j=1 (BIBC(j,k−1))

2            (6.3b)            

Where  PP = (∑ BIBC(j,m − 1). Im(Im)
n
m=2
m≠k

)  and QQ = (∑ BIBC(j, m − 1). re(Im)
n
m=2
m≠k

)   

The Eqn. (6.3b) is the reactive power absorbed or injected into each bus ‘k’ in the 

network. The optimum size of added DSTATCOM at kth bus can be obtained as follows: 

Qk = QDG,k + QL,k                                                                                            (6.4) 

6.2.1.2      The procedure to find optimal sizes and locations of multiple 

DSTATCOMs 

The objective is to minimize the network APL, in the system by injecting or absorbing 

reactive power (QDG,k ). In the proposed method, the following steps are used to 

determine the optimal size and placement of multi-DSTATCOMs: 

Step 1. Execute the base case power flow. 

Step 2. Find the optimum capacity of the new DSTATCOM for each bus except the 

source (substation) bus using Eqns. (6.3b) and (6.4) 

Step 3. Determine the total active power losses from Eqn. (6.1) by placing the DSTAT- 
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 COM of optimum capacity at each bus. 

Step 4. Go for the bus, which has the least network APL after allocating DSTATCOM 

in step 3, as optimum location and corresponding (QDG,k) capacity as optimum 

size. 

Step 5. Check whether the bus voltages in the network are within the acceptable range. 

If the bus voltage is not within the acceptable range, then the DSTATCOM is 

removed from the bus and we return to Step 4. Steps 1 to 4 determine the first 

optimal allocation of DSTATCOM in the network. 

Step 6. The network data is updated by injecting reactive power of amount QDG,k at 

the optimum location for computing the location and the size of the next 

DSTATCOM 

Step 7. Steps 1 to 7 are repeated for finding the optimal locations and sizes of multiple 

DSTATCOMs. 

6.2.1.3      Cost of DSTATCOM 

The cost of investment of the DSTATCOM can be computed as detailed in Eqn. 3.22(a)-

3.22(d) of chapter 3. This section deals with a computational procedure to utilize 

DSTATCOM units in the distribution networks for minimizing the energy loss and cost 

savings. At first DSTATCOM size and location is calculated for minimizing the power 

losses at the peak load as previously mentioned. The DSTATCOM output is calculated 

as per the load demand curve as detailed in load modelling of chapter 3. Finally, the EL 

and TACS are calculated using Eqns. (3.13) and (3.22a-3.22d), respectively, based on 

the DSTATCOM output pattern. The following steps are followed to compute the 

annual energy savings for 24-hour load demand [111], 

Step 1. Find  out  the  optimal  size  and  location  of  a  DSTATCOM  unit  at  the 
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 maximum load level using the procedure discussed in section 6.2.1.2. 

Step 2. Find the optimal output of the DSTATCOM unit at the optimal location at 

time ‘t’ as given below as shown below,  

QDG,k = Load(t) ∗  QDG,k
max                                                            (6.5) 

       Where Load (t) is the total load demanded (p.u.) at time duration‘t’ [111] 

Step 3. Run power flow with each DSTATCOM output i.e. QDG,k calculated in Step 

2 for each period and calculate the total EL, as per Eqn. (3.13) of chapter 3. 

Step 4. Calculate the TACS using Eqn. 3.22(a)-3.22(d). TACS data is given in 

Table A.4. 

6.2.1.4      Emission saving  

ES is the annual emission saving due to placement of DSTATCOM(s). The details for 

calculation of ES are detailed in section 3.4 of chapter 3.The data of ER of grid is given 

in Table A.5 [109]. The impact of DSTATCOM allocation in the distribution network 

is evaluated on the basis of indices as detailed in chapter 3. VSI indicates the 

vulnerability of the distribution network to voltage collapse, So VSI must be improved 

toward unity. VDI represents the overall voltage fluctuation at all the buses in the 

network. Ideally VDI should be zero. QLI describes the loadability of the network and 

it should be as high as possible. TBVVB indicates the number of buses in the network 

having voltage magnitudes beyond permissible limit. 

6.2.2      Constraints 

Following constraints are taken in consideration while allocating DSTATCOMs in the  

radial distribution network. 
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6.2.2.1      Active and reactive power balance constraints 

Psub = Ploss  + ∑ PL,k
n
k=1   &   Qsub + ∑ QDG,k

nDG
k=1 = Qcon + ∑ QL,k

n
k=1        (6.6a) 

6.2.2.2      Voltage constraint 

The voltage magnitude at all the buses must be maintained between Vmax (1.05 p. u.) 

0and Vmin(0.90 p. u.). 

Vmin ≤ |V|k ≤ Vmax       k = 1,2, 3, 4……n                                                        (6.6b) 

6.2.2.3      Line thermal limit  

|Ij| ≤ |Ij
max|                                                                                                                  (6.6c) 

6.2.2.4      Reactive power limit of DSTATCOM 

QDG,k
min ≤ QDG,k ≤ QDG,k

max                                                                                              (6.6d) 

6.2.3      Impact of number of DSTATCOMs placement in 33-bus, 69-bus and 118-

bus distribution networks 

The effect of DSTATCOM allocation in RDN on APL and TACS is investigated by 

increasing the number of DSTATCOM. From Fig. 6.1 (a) and 6.1 (b), it can be observed 

that for both 33 and 69-bus, although the network APL reduce when the number of 

DSTATCOMs are increased from 1 to 5, but yearly cost savings are maximum at $ 

17291.85 and 21429.78, for 33-bus and 69-bus, respectively with two DSTATCOMs in 

both the RDNs. Hence, only two DSTATCOMs are considered in both 33 and 69-bus.  
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Fig. 6.1 (a): Impact of number of DSTATCOMs on APL and TACS for 33-bus  

 

 

 

Fig. 6.1 (b): Impact of number of DSTATCOMs on APL and TACS in 69-bus   

 

 

 

Fig. 6.1 (c): Impact of number of DSTATCOMs on APL and TACS in 118-bus   

125

130

135

140

145

14000

14500

15000

15500

16000

16500

17000

17500

1 2 3 4 5

P
o

w
er

 l
o

ss
 (

k
W

)

T
o

ta
l 

an
n
u
al

 c
o

st
 s

av
in

g
 (

$
)

Number of DSTATCOM

Cost Saving  for 33-bus

power loss for 33-bus

140

142

144

146

148

150

152

154

17000

18000

19000

20000

21000

22000

1 2 3 4 5

P
o

w
er

 l
o

ss
 (

k
W

)

T
o

ta
l 

an
n
u
al

 c
o

st
 s

av
in

g
  

($
)

Number of DSTATCOM

Cost savings for 69-bus

power loss for 69-bus

0

200

400

600

800

1000

1200

1400

0

20000

40000

60000

80000

100000

120000

140000

1 2 3 4 5 6 7 8 9

P
o

w
er

  
lo

ss
 (

k
W

)

T
o

ta
l 

an
n
u
al

 c
o

st
 s

av
in

g
 (

$
)

Number of DSTATCOM

Cost Saving for 118-bus
Power loss for 118-bus



119 
 

Fig. 6.1 (c) shows that APL reduces with increase in the number of DSTATCOMs from 

1 to 9 in the 118-bus. But it is observed that TACS is maximum at $ 114300.64 with 

four DSTATCOMs in the 118-bus. So, four DSTATCOMs are considered for 

placement in the 118-bus. 

6.2.4      Case studies and results 

The proposed method is primarily used to optimally allocate the single DSTATCOM  

in 33-bus, 69-bus, and 118-bus to illustrate the computational procedure involve in to 

finding optimum location and size of DSTATCOM under peak load condition. 

Thereafter, annual ES and TACS is computed. Subsequently, the proposed method is 

used for multiple DSTATCOMs placement optimally in the 33-bus, 69-bus, and 118-

bus. At first, the optimal number of DSTATCOMs is selected based on maximum 

TACS for 33-bus, 69-bus, and 118-bus. Subsequently, multiple DSTATCOM are 

placed by considering optimal number of DSTATCOM for RDNs under consideration.  

6.2.4.1      33-bus RDN 

The proposed analytical method is first implemented for optimal allocation of 

DSTATCOMs in the 33-bus RDN. The detailed network data is given in Table A.1 and 

chapter 3. DSTATCOM size at each bus is calculated using Eqn. (6.4) and APL is 

calculated in the network after placing the DSTATCOM of the computed size at the 

respective bus using Eqn. (6.3d) ), as shown in Fig. 6.2 (a). It is observed from Fig. 6.2 

(a) that optimal location is bus 30 and size is 1226.72 kVAr of DSTATCOM. The APL 

is minimum at 143.62 kW in the network. It is observed from Fig. 6.2 (b) that 

DSTATCOM placement to meet the reactive power demand of the load locally results 
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in reversal of reactive power flow in several lines in the network. This local reactive 

power management enhances the active power flow capability of the distribution 

network. Fig. 6.2 (c) and 6.2 (d) shows that magnitudes of the branch currents change 

marginally but their phase angles change markedly with reactive power compensation 

in the network. From Fig. 6.2 (e), it is observed that the minimum voltage in the network 

without DSTATCOM is 0.9131 p.u at bus 18, which improves to 0.9254 p.u. after 

placement of one DSTATCOM. Placement of two DSTATCOMs of sizes 336 kVAr (at 

bus 13) and 1226.72 kVAr (at bus 30) results in APL of 136.51 kW and a minimum 

voltage of 0.93693 p.u. (at bus 18) in the network. 

After placing DSTATCOM of optimal size in the network at the optimal location, the 

reactive power injected by the DSTATCOM for actual loading of the line for a day is 

shown in Fig. 6.2 (f). The 24-hour variation of the load has already been shown in Fig. 

3.4 in Chapter 3.  Fig. 6.2 (g) shows the APL of the network without and with 

DSTATCOM for the 24-hour period. The yearly energy losses and TACS of the 

network are calculated using Eqns. (3.13) and (3.22a) – (3.22d) corresponding to the 

parameters provided in annexure Table A.4 It is observed from Table 6.1 that the cost 

savings is $ 16194.476 and $ 17291.8592, corresponding to DSTATCOMs 1 and 2, 

respectively. Fig. 6.2 (e) depicts the voltage profile without any DSTATCOM in the 

distribution network. It is observed from Tables 6.2 and 6.3 that all the indices undergo 

improvement except the TACS, with placement of two DSTATCOMs resulting in a 

maximum cost saving of $ 17291.8592. Hence, optimal number of DSTATCOMs must 

be selected. Allocation of two DSTATCOMs result in 373.393 tons of emission savings 

yearly. From Tables 6.2 and 6.3, it is observed that QLI improves by 1.55 %, VDI 

increases by 5.61 % while VSI reduces to 0.0547 p.u., APLR and RPLR are 32.645 %  

and 32.448 %, respectively. The minimum network voltage is 0.9369p.u. corresponding 
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Fig. 6.2 (a): The optimal size at each bus and APL with DSTATCOM in 33-bus 

 

 
 

 

Fig. 6.2 (b): Reactive power flow in each line without and with DSTATCOMs for 33-bus  

 

 

 
 

Fig. 6.2 (c): Branch current magnitude in each line without and with  DSTATCOMs in 33-bus 
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  Fig. 6.2 (d): Branch current phase angle without and with DSTATCOMs in 33-bus 

 

 

 
Fig. 6.2 (e): Voltage profile of network without and with DSTATCOMs in 33-bus  

 

 

 

Fig. 6.2 (f): Hourly reactive power injected by the optimally placed DSTATCOM in 33-bus 
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to bus 18. It is observed from Table 6.7 that the proposed method results in 130 % 

increase in the TACS. On the other hand, the computational time is only 1.38 second 

instead of 21.22 second, in comparison to the IA [100] with allocation of only 1 

DSTATCOM. However, allocation of 2 DSTATCOMs in the network results in 8.97 % 

increase in the TACS, with a computational time of only 1.49 second against 11.06 

second for bat algorithm (BA) [164]. 

6.2.4.2      69-bus RDN 

The proposed analytical approach is now implemented on the 69-bus for optimal 

allocation of DSTATCOMs. The detailed network data is given in appendix Table A.2 

and chapter 3. The DSTATCOM size at each bus is calculated using Eqn. (6.4) and the 

network APL is calculated after placing this DSTATCOM at the respective bus using 

Eqn. (6.1). Fig. 6.3 (a) shows the DSTATCOM size and the network APL. It is observed 

from Fig. 6.3 (a) that optimal location and size of the DSTATCOM is at bus 61 and 

1298 kVAr, respectively. The network APL is minimum at 152.01 kW. It is observed 

from Fig.6.3 (b) that placement of DSTATCOM in the network helps to meet the 

reactive power demand of the load locally and results in reversal of reactive power flows 

in several lines in the network. This local reactive power management enhances the 

active power flow capability of the distribution network.  Fig. 6.3(c) and 6.3 (d) shows 

that the magnitude of branch currents change marginally while their phase angles 

change markedly with reactive power compensation in the network. From Fig. 6.3 (e), 

the minimum voltage magnitude in the network without DSTATCOM is 0.9092 p.u at 

bus 65, while after the placement of one DSTATCOM, the minimum network voltage 

is 0.9302 p.u (at bus 65). Placement of two DSTATCOMs of sizes 349.45 kVAr at bus 

17  and  1291.80 kVAr at bus 61 results in network APL of 136.51 kW. The minimum 
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Fig. 6.2 (g): Hourly APL in the network without and with DSTATCOMs in 33-bus 

 

Table 6.1: Results using analytical method in 33-bus  

  Number of DSTATCOM 

 Base case 1 2 3 

Size (Location) 

kVAr (Bus No.) 

 1226.7215   (30) 336.0017   (13) 336.0017  (13) 

  1226.7215  (30) 474.3026  (24) 

   1226.7215 (30) 

APL (kW) 202.677 143.6255 136.5114 133.2929 

RPC (kVAr) 135.140 96.3025 91.2947 89.2414 

EL (kWh) 1248443.0528 888619.1100 845701.1946 826079.5294 

TAC ($) 74906.5831 53317.1466 50742.0716 49564.7717 

Dcost ($) - 5394.9605 6872.6521 8958.5732 

TACS ($) - 16194.4760 17291.8592 16383.2381 

Emission (Ton) 26175.015 25841.412 25801.6215 25783.4297 

 

Table 6.2: Results of performance indices with DSTATCOM for 33-bus  

  Number of DSTATCOM 

 Base case 1 2 3 

ES (Ton) - 333.6030 373.3930 391.5850 

QLI (p.u.) 3.5311 3.5732 3.5861 3.5911 

VSI (p.u.) 0.6951 0.7247 0.7341 0.7682 

VDI (p.u.) 0.1171 0.0709 0.0547 0.0522 

TBVVB 0 0 0 0 

APLR  - 29.135 32.645 34.2337 

RPCR  - 28.739 32.448 33.9641 

Vmin (Bus) 0.9131 (18) 0.9254 (18) 0.9369 (18) 0.9378 (18) 

CT (Second) - 1.2544 1.3003 1.3361 
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voltage magnitude in the network is 0.9313 p.u (at bus 65). 

After optimally allocating the DSTATCOM in the network, the reactive power injected 

by the DSTATCOM is shown in Fig. 6.3 (f) corresponding to the actual loading of the 

line for a day (shown in Fig. 3.4). Fig.6.3 (g) shows the APL of the network without 

and with the DSTATCOM. Energy losses and TACS of the network is calculated using 

Eqns. (3.13) and (3.22a - 3.22d) corresponding to the data provided in appendix Table 

A.4. It is observed from Table 6.3 that the cost savings are $ 20899.31 and 21429.78 for 

1 and 2 DSTATCOMs, respectively. Fig. 6.3 (e) depicts the voltage profile without and 

with DSTATCOM placed optimally in the distribution network. It is observed from 

Table 6.3 and 6.4 that all the indices undergo improvement except the TACS, with 

placement of two DSTATCOMs resulting in a maximum cost savings of $ 21429.7825.  

So optimal number of DSTATCOMs must be selected. Optimal allocation of 2 

DSTATCOMs result in 442.6704 tons of emission savings yearly. It is observed that 

QLI has 1.21 % improvement, VDI increases by 10.21 %, VSI reduces to 0.0572 p.u.,  

 

 

Fig. 6.3 (a): The optimal size at each bus and APL with DSTATCOM in 69-bus  
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Fig. 6.3 (b): Reactive power flow in each line without and with 2 DSTATCOMs in 69-bus 

 

 

 

Fig. 6.3 (c): Branch current magnitude without and with DSTATCOMs in 69-bus 

 

 

 

Fig. 6.3 (d): Branch current phase angle without and with 2- DSTATCOMs  in 69-bus 
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Fig. 6.3 (e): Voltage profile of network without and with DSTATCOM in 69-bus  

 

 

 

Fig. 6.3 (f): Hourly reactive power supplied by the optimally placed DSTATCOM for 69-bus  

 

 

 

Fig. 6.3 (g): Hourly APL in the network without and with DSTATCOM in 69-bus 
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Table 6.3: Results using analytical method in 69-bus  

  Number of DSTATCOM 

 Base case 1         2                  3 4 

Size (Location) 

kVAr (Bus No.) 

 1291.8064 (61) 349.4544 (17) 225.3594 (11) 225.3594 (11) 

  1291.8064 (61) 349.4544 (17) 349.4544 (17) 

    1291.8064 (61) 511.8633 (50) 

     1291.8064 (61) 

APL (kW) 224.8974 152.0148 146.3932 145.5146 144.7323 

RPC (kVAr) 102.115 70.528 68.2145 67.7996 65.8979 

EL (kWh) 1381327.9423 938319.3798 903864.0621 898654.8759 893773.7625 

TAC ($) 82879.6765 56299.1627 54231.8437 53919.2925 53626.4257 

Dcost ($) - 5681.1954 7218.0503 8209.1513 10460.2594 

TACS ($) - 20899.3183 21429.7825 20751.2325 18792.9913 

Emission (ton) 26879.983 26469.258 26437.313 26432.4838 26427.9583 

 

Table 6.4: Results of performance indices with DSTATCOM (s) in 69-bus  

  Number of DSTATCOM 

 Base case 1 2 3 4 

ES (Ton) - 410.7259 442.6704 447.5000 452.0254 

QLI (p.u.) 3.6184 3.6575 3.6624 3.6647 3.6674 

VSI (p.u.) 0.6833 0.6913 0.7531 0.7539 0.7549 

VDI (p.u.) 0.0992 0.0648 0.05718 0.0546 0.0545 

TBVVB 0 0 0 0 0 

APLR (%) - 32.406 34.9058 35.2965 35.6444 

RPCR (%) - 30.933 33.1987 33.6049 35.4672 

Vmin (Bus) 0.9092 (65) 0.9302 (65) 0.9314 (65) 0.9321 (65) 0.9321 (65) 

CT (Second) - 1.4080 1.8602 2.3296 2.8352 

while the APLR and RPCR are 34.90 and 33.198 %, respectively. It is observed from 

Table 6.8 that the proposed method results in 22.64 % more yearly cost savings while 

the computational time is only 1.41 second instead of 32.30 second for the IA [100] 

with allocation of 1 DSTATCOM. However, allocation of 2 DSTATCOMs in the 

network results in 9.23 % more yearly cost savings while the computational time is only 

1.86 second instead of 12.83 second, in comparison to BA [165]. 

6.2.4.3      118-bus RDN 

The  proposed  analytical  approach  is  now  implemented  on  the 118-bus for optimal  
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allocation of DSTATCOMs. The detailed network data is given in appendix Table A.3 

and chapter 3. Four DSTATCOMs are considered for optimal sizing and placement in 

this network for maximum economic benefits. The DSTATCOM size at each bus is 

calculated using Eqn. (6.4) and the network APL is calculated after placing the 

DSTATCOM of the estimated size at the respective bus using Eqn. (6.1). The optimal 

location and size for a single DSTATCOM in the 118-bus  is found to be 2293.73 kVAr 

at bus 115 while the network APL is 1153.34 kW. Proceeding in a similar way, multiple 

DSTATCOM locations and their corresponding sizes are shown in Table 6.5.    It is 

observed from Table 6.5 that the network APL reduces i.e. 1298.09 kW (base case) to 

882.7042 kW and the yearly cost savings increases to $ 114300.6412 with optimal 

allocation of 4 DSTATCOMs. However, beyond 4 DSTATCOMs, the network APL 

reduces but the yearly cost savings decreases. TACS of the network is calculated using 

Eqns. (3.13) and (3.22a - 3.22d) with the data provided in Appendix Table A.4 It is 

observed from Tables 6.5 and 6.6 that all the indices undergo improvement except the 

TACS, with placement of four DSTATCOMs resulting in maximum cost savings of $ 

114300.6412. Hence, only four DSTATCOMs are considered for maximum economic 

benefits. Optimal allocation of 4 DSTATCOMs result in 2332.6237 tons of yearly 

emission savings. QLI has 3.02 % improvement, VDI increases by 18.34 % and VSI 

reduces to 0.1826 p.u. from 0.3576 p.u. The APLR and RPCR are 31.99 and 32.92 % 

respectively. It is observed from Fig.6.4 (a) that placement of DSTATCOMs in the 

network helps to meet the reactive power demand locally and results in the reversal of 

reactive power flows in several lines in the network. This local reactive power 

management enhances the active power flow capability of the distribution network. Fig. 

6.4 (b) depicts the voltage profile without and with the allocation of DSTATCOMs in 

the network.  Figs. 6.4(c)  and  6.4 (d) show that the magnitudes of the branch currents  
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Table 6.5: Results using analytical method in 118-bus  

  Number of DSTATCOM 

 Base case 1 2 3 4 5 

Size 

(Location) 

kVAr  

(Bus No.) 

 2293.7979 (111) 1835.6452 (72) 2524.7477 (51) 2524.7477 (51) 4470.0866 (30) 

  2293.7979 (111) 1835.6452 (72) 1835.6452 (72) 2524.7477 (51) 

   2293.7979(111) 1681.0505 (81) 1835.6452 (72) 

    2293.7979(111) 1681.0505 (81) 

      2293.7979(111) 

APL (kW) 1298.0918 1153.3395 1028.2326 913.6555 882.7042 862.9468 

RPC (kVAr) 978.7359 900.6988 810.1418 686.8598 656.5030 643.7548 

EL (kWh) 7968512.951 7087658.443 6340048.560 5641253.4511 5452547.2847 5331279.9330 

TAC ($) 478110.777 425259.5065 380402.9136 338475.2070 327152.8370 319876.7959 

Dcost ($) - 10087.8224 18160.7494 29264.2589 36657.2987 56316.1533 

TACS ($) - 42763.4479 79547.1140 110371.3110 114300.6412 101917.8277 

Emission (ton) 160319.600 159502.935 158809.8046 158161.9317 157986.9768 157874.5464 

 

Table 6.6: Results of performance indices with DSTATCOM for 118-bus  

  Number of DSTATCOM 

 Base case 1 2 3 4 5 

ES (Ton) - 816.6654 1509.7959 2157.668 2332.6237 2445.0541 

QLI (p.u.) 21.2161 21.5953 21.699 21.8156 21.8583 21.8843 

VSI (p.u.) 0.5697 0.5697 0.6627 0.6628 0.6742 0.6742 

VDI (p.u.) 0.3576 0.3267 0.2530 0.2017 0.1826 0.1752 

TBVVB 8 8 0 0 0 0 

APLR  - 11.1511 20.7889 29.6155 31.999 33.5218 

RPCR  - 7.9732 17.2256 29.82174 32.9238 34.2259 

Vmin (Bus) 0.8687 (78) 0.8687 (78) 0.9022 (78) 0.9022 (78) 0.9061 (78) 0.9061 (78) 

CT (Second) - 3.4099 5.6983 7.9842 10.2021 12.3937 

 

Table 6.7: Comparative results using analytical method for 33-bus  

  IA [100] Analytical 

method 

BA [165] 

 

Analytical 

method 

No. of DSTATCOM Base case 1 1 2 2 

Size (Location)  

 kVAr (Bus No.) 

- 962.49 (12) 1226.72 (30) 600 (10) 336.00   (13) 

   1200 (30) 1226.72 (30) 

Total  DSTATCOM size 

(kVAr) 

- 962.49 1226.72 1800 1562.72 

APL (kW) 202.677 143.96 143.62 137.50 136.51 

EL (kWh) 1248443.0528 1060621.54 888619.11 852028.45 845701.19 

TAC ($) 74906.5831 63637.29 53317.14 51121.70 50742.07 

Dcost ($) - 4232.90 5394.96 7916.16 6872.65 

TACS ($) - 7036.38 16194.47 15868.71 17291.85 

CT (Second) - 21.22 1.38 11.06 1.49 
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Fig. 6.4 (a): Reactive power flow in each line without and with 4  DSTATCOMs in 118-bus 

 

 

Fig. 6.4 (b): Branch current magnitude without and with 4- DSTATCOMs in 118-bus 
 

 

 

Fig. 6.4 (c): Branch current phase angle without and with 4 DSTATCOMs in 118-bus 

-1000

1000

3000

5000

7000

9000

11000

13000

15000

17000

19000

1 5 9

1
3

1
7

2
1

2
5

2
9

3
3

3
7

4
1

4
5

4
9

5
3

5
7

6
1

6
5

6
9

7
3

7
7

8
1

8
5

8
9

9
3

9
7

1
0
1

1
0
5

1
0
9

1
1
3

1
1
7

R
ea

ct
iv

e 
p

o
w

er
 (

k
V

A
r)

Branch number

Without DSTATCOM

With 4 DSTATCOM

0

500

1000

1500

2000

2500

3000

1 5 9

1
3

1
7

2
1

2
5

2
9

3
3

3
7

4
1

4
5

4
9

5
3

5
7

6
1

6
5

6
9

7
3

7
7

8
1

8
5

8
9

9
3

9
7

1
0
1

1
0
5

1
0
9

1
1
3

1
1
7

B
ra

n
ch

 c
u
rr

en
t 

 (
A

)

Branch number

Without DSTATCOM

With 4 DSTATCOM

-60

-50

-40

-30

-20

-10

0

10

20

30

1 5 9

1
3

1
7

2
1

2
5

2
9

3
3

3
7

4
1

4
5

4
9

5
3

5
7

6
1

6
5

6
9

7
3

7
7

8
1

8
5

8
9

9
3

9
7

1
0
1

1
0
5

1
0
9

1
1
3

1
1
7

C
u
rr

en
t 

p
h
as

e 
an

g
le

 (
 D

eg
re

e)

Branch

Without DSTATCOM

With 4 DSTATCOM



132 
 

Table 6.8: Comparative results using analytical method for 69-bus   

  IA [100] Analytical 

method 

BA [165] 

 

Analytical 

method 

No. of DSTATCOM Base case 1 1 2 2 

Size (Location) 

kVAr (Bus No.) 

 1702.42 (61) 1291.81 (61) 480 (15) 349.45 (17) 

   1430 (61) 1291.81 (61) 

Total DSTATCOM Size (kVAr)  1702.42 1291.81 1910 1641.26 

APL (kW) 224.89 157.50 152.01 148.07 146.39 

EL (kWh) 1381327.94 972395.33 938319.37 914371.81 903864.06 

TAC ($) 82879.67 58343.71 56299.16 54862.30 54231.84 

Dcost ($) - 7495.81 5681.19 8399.92 7218.05 

TACS ($) - 17040.14 20899.31 19617.4 21429.78 

CT (Second) - 32.30 1.41 12.83 1.86 

change marginally but the phase angles of the branch currents change markedly with 

reactive  power  compensation  in  the network. The minimum  network bus  voltage 

magnitude is 0.9061 p.u at bus 78. 

6.3      CTLBO ALGORITHM BASED OPTIMAL ALLOCATION OF 

DSTATCOM(s) 

CTLBO [113] is a meta-heuristic algorithm and comprises of two stages i.e. teaching 

phase and learning phase. In ‘teaching phase’, the best learner i.e. teacher, transfers his 

knowledge to the other remaining learners to enhance their   knowledge. Subsequently, 

in the ‘learning phase’, each learner interacts with other fellow learners to further 

improve his/her own knowledge. These two stages are repeated till the CTLBO 

proceeds towards the global best knowledge (global solution). The detail of the CTLBO 

algorithm has been explained in chapter 4. 

6.3.1     Objective function formulation 

The efficiency of reactive power management in RDN can be increased drastically by 

network reconfiguration and optimal allocation of DSTATCOMs. 
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Fig. 6.4 (d): Voltage profile of 118-bus network without and with DSTATCOMs  

The considered assumptions are given below: 

a. All the RDN are balanced. 

b. Load shedding and line interruptions are not considered. 

c. Average 24-hour daily load pattern is taken into account for computing yearly 

energy losses, costs and emission savings. 

d. DSTATCOMs are considered for injecting reactive power only. 

e. Protection issues due to placement of DSTATCOMs are not considered. 

6.3.1.1      Single objective function 

The allocation of DSTATCOMs in RDN is to reduce the network APL, enhance the 

TACS and ES while satisfying all working constraints. Descriptions of these SOFs are 

given below: 

6.3.1.1.1       Active power loss 

The APL reduction of the DNs is of primary concern while allocating DSTATCOMs  

in RDN. Various formulations [35, 121, 141, 142, 143, 145] for power flow studies of 
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 RDN exist in the literature. The APL can be calculated using Eqn.  (3.12a). So, SOF  

𝐹1 to minimize APL is given as, 

F1 = Minimize (APL)                                                                                              (6.7) 

6.3.1.1.2      Total annual cost saving 

Cost of investment can be calculated from the cost of DSTATCOM as detailed in  

Eqn. (3.22a-3.22d) of chapter 3. Therefore, SOF 𝐹2 to maximize TACS is given as, 

F2 = Maximization (TACS)                                                                                  (6.8) 

6.3.1.2      Multi-objective function 

A MOF consider entire SOFs at the same time, put through the inequality and the 

equality constraints. This chapter formulated a MOF based on two SOFs, which 

simultaneously reduces the APL (F1) and improves the TACS (F2) using weighted sum 

approach as detailed in chapter 4. Mathematically the MOF is shown below,  

MOF = Minimize [(a1 ∗
Ploss
DG

Ploss
) + {a2 ∗ 1 (

TACS

TAC
)⁄ } + ∑ {(|V|𝑘 − Vmin)

2 −n
k=1

               (|V|𝑘 − Vmax)
2}]                                                                                   (6.9) 

Eqn. (6.9) results in single value of the MOF. However, to achieve multiple operating  

point in the network the 𝑎𝑖 is increased or decreased in steps of 0.05 [i.e. 𝑎1 and 𝑎2 are 

(1, 0), (0.95, 0.05), (0.90, 0.10) to (0, 1) respectively] in such a way that sum of all the 

weight coefficient remain unity, is mathematically expressed as Eqn. (6.10), 

aiϵ([0,1]) and ∑ ai
ob
i=1 = 1 .                                                                          (6.10) 
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Therefore, changing weight coefficient in steps will give multiple operating point 

(Pareto solution) of the network. Since emission saving (ES) depends only on the 

network losses, So, ES is directly calculated using Eqn. (3.23a to 3.23c) instead of 

considering as separated SOF but Pareto solution as shown in  Fig. 6.6(a) to 6.6(e) and 

Fig. 6.8 (a) to 6.8 (d), is depicting all the three SOFs i.e. APL, TACS and ES. 

6.3.2      Constraints 

The following constraints are taken into consideration while DSTATCOMs allocation 

 in the RDN as detailed in Eqn. (6.6a to 6.6d). 

6.3.3      Radiality of distribution network 

Reconfiguration is the process to open/close the tie or isolation switches in such a way 

to maintain the radiality of the distribution network. In this chapter, the incidence matrix 

(A) is formed and its determinant ensures the radiality of DN as shown below.  

det(𝐴) = 1 𝑜𝑟 − 1 (𝑟𝑎𝑑𝑖𝑎𝑙 𝑠𝑦𝑠𝑡𝑒𝑚)         𝑜𝑟      

det(𝐴) = 0 ( 𝑛𝑜𝑡 𝑟𝑎𝑑𝑖𝑎𝑙 𝑠𝑦𝑠𝑡𝑒𝑚)                     (6.11) 

6.3.4      Annual energy and cost savings of SOFs for varying loads 

This section deals with a computational procedure to utilize DSTATCOM units in the 

distribution network for minimizing the EL and maximizing the TACS. At first the 

DSTATCOM sizes and locations are calculated for minimizing the APL at the nominal 

load. The DSTATCOM size (QDG,k
max ) at kth bus is calculated at nominal load (1 p.u.). 

The DSTATCOM outputs is calculated as per the load demand curve [111]. Finally, the 
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EL and TACS are determined based on the DSTATCOM output pattern. The following 

steps are followed to find out the ES for 24-hour load demand:  

Step 1. Compute the optimal capacity and location of a DSTATCOM unit at the 

peak load level only, using CTLBO algorithm for the SOFs . 

Step 2. Compute the optimal output of the DSTATCOM unit at the optimal location 

at time‘t’ as below, where p.u. Load (t) is the load demand in per unit at 

time‘t’. 

QDG,k = Load(t) x QDG,k
max                                              (6.12) 

Step 3. Run the power flow algorithm with each DSTATCOM output i.e. QDG,k 

obtained in Step 2 and calculate the APL using Eqn. (3.12), EL ( Eloss
DG )  

using Eqn. (3.13), TACS using Eqn. (3.22a to 3.22d), ES using Eqn. (3.23). 

6.3.5      CASE STUDIES AND RESULTS 

In this Section, optimal allocation of multiple DSTATCOMs are carried out in the 33-

bus and 69-bus. Primarily, the optimum locations and sizes of multiple DSTATCOMs 

are found out using CTLBO technique, considering peak load. Thereafter annual energy 

savings, TACS and ES are computed using Eqn. (3.13), (3.22a to 3.22d) and (3.23a to 

3.23c), respectively. The optimal number of DSTATCOMs is selected based on the 

SOFs and MOF considered for the RDN. Two RDN i.e. 33-bus and 69-bus are analyzed 

to demonstrate the effectiveness of CTLBO technique. The results are compared using 

the following criteria: 

Case 1: Base configuration of the network. 

Case 2: Only network reconfiguration. 

Case 3: Only DSTATCOM allocation. 
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Case 4: Allocation of DSTATCOMs after network reconfiguration. 

Case 5: Simultaneous network reconfiguration and DSTATCOM allocation. 

6.3.5.1      33-bus RDN  

The CTLBO algorithm is first implemented for two SOFs in the 33-bus for all five 

cases. The detailed network specification is given in appendix Table A.1 and chapter 3. 

Table 6.9 shows the results corresponding to the APL minimization in the 33-bus. It is 

observed from Table 6.9 that the base case power loss in the network is 202.67 kW 

while all the tie switches are open in the network. Case 2 shows that for APL 

minimization objective, when switches 7, 9, 14, 32 and 37 are opened while maintaining 

the network radiality, the RDS has minimum APL of 139.55 kW and 355.74 tons of 

emission savings in the network. It is also observed that for case 3, when two 

DSTATCOMs  of  suitable  capacities are placed,  the network  TACS  is  maximum at   

Table 6.9: Results using CTLBO in 33-bus for APL minimization 

 Case 1 Case 2 Case 3 Case 4 Case 5 

Open Switch 33 34 35 36 37 7 9 14 32 37 33 34 35 36 37   7 9 14 32 37 7 9 14 36 37 

No. of DSTATCOM    - - 2 1 1 

Size (Location) 

kVAr (Bus No.) 

- - 468.86 (12) 1028.34 (30) 1070.23 (30) 

- - 1057.75 (30)   

APL (kW) 202.677 139.553 135.7530 101.818 101.0188 

RPC (kVAr) 135.1409 102.3049 90.5464 77.3081 75.3696 

EL (kWh) 1248443.0528 864733.1989 840960.3743 632642.3927 627806.5746 

TAC ($) 74906.5831 51883.9919 50457.6224 37958.5435 37668.3944 

Dcost ($) - - 6713.8693 4522.5000   4706.7518 

TACS ($) - 23022.5912 17735.0913 32425.5395 32531.4369 

Emission (ton) 26175.015 25819.2666 25797.226 25604.0886 25599.6051 

ES (ton) - 355.7484 377.7888 570.9264 575.4098 

QLI (p.u.) 3.5311 3.5841 3.5841 3.6087 3.6103 

VSI (p.u.) 0.6951 0.7736 0.7683 0.7894 0.7933 

VDI (p.u.) 0.1171 0.0487 0.0561 0.0343 0.0314 

TBVVB 0 0 0 0 0 

APLR  - 31.1466 33.020 49.7632 50.1577 

RPCR - 24.2649 32.998 42.7944 44.2288 

Vmin (Bus) 0.9131 (18) 0.9378 (32) 0.9362 (18) 0.9475 (33) 0.9545 (18) 
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Fig. 6.5 (a): Line reactive power in 33-bus for APL minimization 

 

 

 

Fig. 6.5 (b): Branch current magnitudes in 33-bus for APL minimization 

 

 

 

Fig. 6.5 (c): Branch current phase angles in 33-bus for APL minimization 
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Fig. 6.5 (d): Voltage profile in 33-bus for APL minimization 

 

 

 

Fig. 6.5 (e): Hourly reactive power supplied by DSTATCOMs in 33-bus for APL minimization 

 

 

 
 

Fig. 6.5 (f): Hourly APL in 33-bus for APL minimization 
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Table 6.10: Results with DSTATCOMs for TACS maximization in 33-bus  

$ 17735.0913  while  showing  APL  reduction  and  increased emission savings of 

33%and 377.78 tons, respectively. Case 4 shows that single DSTATCOM placement 

after network reconfiguration gives maximum operational cost savings of  $  32425.53. 

However, simultaneous  reconfiguration  and  DSTATCOM  allocation shows further 

improvement in TACS of $ 32531.43 and reduction in APL of 101.0188 kW. It is also 

observed from tables 6.9, 6.10 and 6.11 that the APL reduction and TACS of the 

network keep on increasing with increasing number of DSTATCOMs at a substantial 

rate till three DSTATCOMs. It is observed from Fig. 6.5 (a) that placement of 

DSTATCOMs in the network help to meet the reactive power demand locally and 

results in the reversal of reactive power flow in several lines in the network. This local 

reactive  power  management  enhances  the  active  power  flow capability of the RDS.  

 Case 3 

Open Switch 33 34 35 36 37 

No. of  DSTATCOM    1 2 3 4 5 

Size (Location)  

kVAr (Bus No.) 

1082.63 (30) 314.47 (14) 198.95 (8) 198.947 (8) 178.328 (8) 

 951.21 (30) 254.37 (14) 254.379 (14) 254.380 (14) 

  894.02 (30) 699.390 (30) 138.438 (25) 

   194.087 (32) 693.006 (30) 

    194.088 (32) 

APL (kW) 144.63079 137.1904 135.7712 135.3968 133.719 

RPC (kVAr) 96.71742 91.3411 90.3221 89.9566 88.8626 

EL (kWh) 894608.6125 849409.4762 840786.7641 838507.1302 828134.7484 

TAC ($) 53676.5167 50964.5685 50447.2058 50310.4278 49688.0849 

Dcost ($) 4761.2992 5566.2834 5925.4844 5923.0722 6413.1546 

TACS ($) 16468.7671 18375.7311 18533.8928 18673.0830 18805.3435 

Emission (ton) 25846.9649 25805.0595 25797.0652 25794.9516 25785.3351 

ES (ton) 328.0500 369.9554 377.9498 380.0633 389.6798 

QLI (p.u.) 3.5685 3.5771 3.5783 3.5790 3.5802 

VSI (p.u.) 0.7291 0.7648 0.7654 0.7654 0.7651 

VDI (p.u.) 0.0753 0.0624 0.0614 0.0608 0.0608 

TBVVB 0 0 0 0 0 

APLR  28.6398 32.3108 33.0110 33.1957 34.0232 

RPCR 28.4322 32.4104 33.1644 33.4349 34.2444 

Vmin (Bus) 0.9240 (18) 0.9352 (18) 0.9353 (18) 0.9353 (18) 0.9353 (18) 
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Table 6.11: Results of CTLBO algorithm for TACS maximization in 33-bus  

   Case 4 

Open Switch 7 9 14 32 37 

No. of  

DSTATCOM    

1 2 3 4 5 

Size (Location)  

kVAr (Bus No.) 

854.68 (30) 178.88 (17) 142.69 (14) 141.403 (14) 55.6300 (9) 

 851.54 (30) 141.37 (18) 140.608 (18) 132.449 (14) 

  849.70 (30) 135.403 (25) 114.094 (18) 

   834.725 (30) 134.823 (25) 

    834.439 (30) 

APL (kW) 102.8491 98.6193 96.4796 94.7383 94.4560 

RPC (kVAr) 77.7878 73.8687 71.7985 70.6681 70.4053 

EL (kWh) 638935.0106 612952.9470 599777.5798 588978.5470 587248.5505 

TAC ($) 38336.1006 36777.1768 35986.6547 35338.7128 35234.9130 

Dcost ($) 3758.8017 4531.6866 4986.1689 8775.6716 5591.6148 

TACS ($) 32811.6807 33597.7196 33933.7594 34061.1184 34080.0552 

Emission (ton) 25609.9226 25585.8339 25573.6186 25563.6066 25562.0026 

ES (ton) 565.0923 589.1810 601.3963 611.4084 613.0123 

QLI (p.u.) 3.6047 3.6108 3.6133 3.6146 3.6149 

VSI (p.u.) 0.7892 0.8223 0.8249 0.8266 0.8268 

VDI (p.u.) 0.0366 0.0302 0.0283 0.0281 0.0279 

TBVVB 0 0 0 0 0 

APLR  49.2546 51.3416 52.3973 53.2565 53.3958 

RPCR  42.4394 45.3394 46.8713 47.7078 47.9022 

Vmin (Bus) 0.9475 (33) 0.9582 (33) 0.9583 (33) 0.9583 (32) 0.9583 (32) 

Figs. 6.5 (b) and 6.5 (c) show that magnitude of the branch currents change marginally 

but their phase angles change widely due to reactive power compensation in the 

network. From Fig. 6.5 (d) the minimum bus voltage in the network without 

DSTATCOM is 0.9131 p.u (at bus no. 18), while it increases to 0.93621 p.u. (at bus no. 

18) after the placement of two DSTATCOMs. However, with simultaneous network 

reconfiguration and DSTATCOM allocation, the minimum bus voltage is further 

enhanced to 0.9545 p.u. (bus no. 18). Fig. 6.5 (f) shows the reactive power injected by 

the DSTATCOMs after their allocation in the network, corresponding to the 24-hour 

load demand, as shown in Fig. 6.5 (e). Fig. 6.5 (g) shows the APL (24 hourly) of the 

network without and with DSTATCOMs, for Case 3. The energy losses and the TACS 

of the network are calculated using Eqn. (3.15) and (3.22) corresponding to the 

parameters provided in appendix Table A.5. Fig. 6.5 (d) depicts the voltage profile for  
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Fig. 6.6 (a): Pareto solutions with 1 DSTATCOM for case 3 in 33-bus  

 

 

Fig. 6.6 (b): Pareto solutions with 2 DSTATCOMs for case 3 in 33-bus  

 

 

Fig. 6.6 (c): Pareto solutions with 3, 4 and 5 DSTATCOMs for case 3 in 33-bus  
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Fig. 6.6 (d): Pareto solutions with 1 DSTATCOM for case 4 in 33-bus 

 

 

Fig. 6.6 (e): Pareto solutions with 2, 3, 4 and 5 DSTATCOMs for case 4 in 33-bus 

 

Table 6.12: Comparative results of CTLBO based DSTATCOM allocation in 33-bus  

 Case 3 

Algorithm BFOA [166] IA [100] BA [165] CTLBO 

Open Switch 33 34 35 36 37  

No. of  DSTATCOM 1 1 1 1 

Size (Location) kVAr (Bus No.) 1102.7 (30) 962.49 (12) 1150 (30) 1252.71 (30) 

APL (kW) 144.38 171.79 143.97 143.6016 

RPC (kVAr)  115.26 96.47 96.3378 

QLI (p.u.) -   3.5740 

VSI (p.u.) 0.7228 0.79311 0.7242 0.7340 

VDI (p.u.) - - - 0.0701 

APLR  28.76 15.24 28.97 29.147 

RPCR - 14.78 28.67 28.713 

Vmin (Bus) 0.9240 0.9258  0.9244  0.9256 (18) 
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Table 6.13: Comparison of CTLBO Algorithm based DSTATCOM allocation in 33-bus for case 3 

 Case 3 

Algorithm ICA [167] BFOA [166] BA [165] CTLBO 

Open Switch  33 34 35 36 37   

No. of DSTATCOM 2 2 2 2 

Size (Location)  

kVAr (Bus No.) 

455 (10) 600 (10) 450 (10) 468.86 (12) 

1005 (30) 1200 (30) 995 (30) 1057.75 (30) 

APL (kW) 140.24 137.50 146.73 135.7530 

RPC (kVAr) 93.67 92.01 95.63 90.5464 

QLI (p.u.) - - - 3.5841 

VSI (p.u.) - - - 0.7683 

VDI (p.u.) - - - 0.0561 

APLR  30.31 32.15 27.60 33.020 

RPCR  30.73 31.96 29.28 32.998 

Vmin (Bus) 0.9301 0.9289  0.9299  0.9362 (18) 

 

Table 6.14: Comparison of CTLBO algorithm based DSTATCOM allocation in 33-bus for case 5 

  Case 5  

Algorithm HFACO [105] SFLA [168] CTLBO 

Open Switch 7 9 14 32 37 11 28 30 33 34 7 9 14 36 37 

No. of DSTATCOM 1 1 1 

Size (Location)  

kVAr (Bus No.) 

980 (10) 1110.2 (10) 1070.23 (30) 

   

APL (kW) 110.22 118.1 101.0188 

RPC (kVAr) - - 75.3696 

QLI (p.u.) -  3.6103 

VSI (p.u.) - - 0.7933 

VDI (p.u.) - - 0.0314 

APLR  45.61 41.73 50.1577 

RPCR  - - 44.2288 

Vmin (Bus) - 0.9423 0.9545 (18) 

APL minimization of the RDS. Pareto solutions of multi-objective formulation by 

weighted sum approach [159] for APL, TACS and ES corresponding to cases 3 and 4 

are presented in Figs. 6.6 (a) to 6.6 (e). The complete results of Pareto solutions for 69-

bus are given in appendix Table A.7. The Pareto solutions make available multiple 

network operating conditions before the DNOs up to placement of five DSTATCOMs 

without and/or with reconfigu-ration of the RDS. It is possible to achieve APL 
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reduction, TACS and ES up to 55.74 %, $ 34080 and 456 tons, respectively, for 33-bus. 

It is observed from Table 6.11 and 6.12 that CTLBO algorithm yields minimum network 

losses of 143.60 kW and 135.753 kW after placement of one and two DSTATCOMs 

respectively, in the 33-bus for case 3 in comparison to BFOA [166], BA [165] and 

imperialist competitive algorithm (ICA) [167]. Table 6.13 shows that a marked 

reduction in the APL is achieved when proper tie switches/isolators are opened and 

optimal allocation of DSTATCOMs are carried out in the network simultaneously. 

6.3.5.2      69-bus RDN 

The CTLBO is now implemented for 69-bus for all the cases. The detailed network 

specification is given in appendix Table A.2 and chapter 3. Table 6.14 shows the results 

corresponding to the APL minimization in this RDS. It is noted from Table 6.14 that 

for Case 1, the APL in the network is 224.95 kW while all the tie switches are open in 

the network. Case 2 shows that for the APL minimization objective, when switches 14, 

56, 61, 69 and 70 are opened to maintain network radiality, the RDS has APL, TACS 

and ES of 98.571 kW, $ 46194.86 and 713.80 tons, respectively. It is also observed that 

for case 3, with optimal allocation of two DSTATCOMs, the maximum network TACS, 

APLR and ES are $ 21462.48, 34.91% and 442.77 tons, respectively. Case 4 suggest 

that placement of two DSTATCOMs following network reconfiguration gives 

maximum TACS of $ 51646.6739. However simultaneous reconfiguration and 

allocation (Case 5) of two DSTATCOMs yield highest TACS of $ 51646.6739, which 

is same as that of case 4. It is observed from Tables 6.11 that APL reduction and TACS 

of the network keeps on increasing with increase in the number of DSTATCOMs but at 

a significant rate up to three DSTATCOMs. Table 6.13 shows that for the 69-bus , with 

the placement of a single DSTATCOM the APL is minimum with switches 14, 57, 63, 
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Fig. 6.7 (a): Reactive power flow in each line in 69-bus for APL minimization 

 

 

 

Fig. 6.7 (b): Branch current magnitude in 69-bus for APL minimization 

 

 

 

Fig. 6.7 (c): Branch current phase angle in 69-bus for APL minimization 
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Fig. 6.7 (d): Voltage profile of network in 69-bus for APL minimization 

 

 

 

Fig. 6.7 (e): Hourly reactive power supplied by DSTATCOMs in 69-bus for APL minimization 

 

 

 

Fig. 6.7 (f): Hourly APL in 69-bus network for APL minimization 
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Table 6.15: CTLBO algorithm based DSTATCOMs allocation for APL minimization in 69-bus  

 Case 1 Case 2 Case 3 Case 4 Case 5 

Open Switch 69 70 71 72 73 14 56 71 69 70 69 70 71 72 73 14 56 61 69 70 14 56 61 69 70 

No. of DSTATCOM - - 2 2 2 

Size (Location) 

kVAr (Bus No.) 

  360.41 (17) 1038.19 (61) 1038.19 (61) 

  1274.98 (61) 341.79 (64) 341.79 (64) 

     

APL (kW) 224.8974 98.5717 146.379 67.3899 67.3899 

RPC (kVAr) 102.1156 92.0240 68.2097 62.7666 62.7666 

EL (kWh) 1381327.9423 611413.5998 903748.9191 419399.2101 419399.2101 

TAC ($) 82879.6765 36684.8159 54224.9351 25163.9526 25163.9526 

Dcost ($) -  7192.2586 6069.0499 6069.0499 

TACS ($) - 46194.8606 21462.4827 51646.6739 51646.6739 

Emission (ton) 26879.9838 26166.1742 26437.2066 25988.1521 25988.1521 

ES (ton) - 713.8096 442.7771 891.8316 891.8316 

QLI (p.u.) 3.6184 3.6967 3.6621 3.7306 3.7306 

VSI (p.u.) 0.6833 0.8308 0.7517 0.8865 0.8865 

VDI (p.u.) 0.0992 0.0244 0.0573 0.0124 0.0124 

TBVVB 0 0 0 0 0 

APLR  - 56.1701 34.9121 70.0349 70.0349 

RPCR  - 9.8825 33.2034 38.5337 38.5337 

Vmin (Bus) 0.9092 (65) 0.9495 (61) 0.9311 (65) 0.9668 (61) 0.9668 (61) 

 

69 and 70 open for loss minimization objective while switches 14, 56, 61, 59 and 70 

should be opened for cost saving objective. . It is observed from Fig. 6.7 (a) that 

placement of DSTATCOMs in the network helps to meet the reactive power demand 

locally and results in the reversal of reactive power flow in several lines in the network. 

This local reactive power management enhances the active power flow capability of the 

DN. Fig. 6.7 (b) and 6.7 (c) shows that the magnitudes of the branch currents change 

marginally but their phase angles undergo marked changes with reactive power 

compensation in the network.  From Fig. 6.7 (d), it is observed that the minimum bus 

voltage in the network without DSTATCOM is 0.9092 p.u (at bus no. 65), which 

increases to 0.93113 p.u. (at bus no. 65) after the placement of two DSTATCOMs. 

However, with simultaneous reconfiguration and DSTATCOM allocation the minimum 

bus voltage is enhanced to 0.9668 p.u.  (at bus 61). After optimal allocation of two 

DSTATCOMs  in  the network, their reactive power injections is shown in  Fig. 6.4 (d) 
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Table 6.16: CTLBO algorithm based DSTATCOM allocation for TACS maximization in 69-bus  

corresponding to the actual loading of the line for a 24-hour period, as shown in Fig. 

3.4. Fig. 6.7 (e)  shows the APL of  the network  without  and with DSTATCOMs  for 

bus voltage is enhanced to 0.9668 p.u.  (at bus 61). After optimal allocation of two 

DSTATCOMs in the network, their reactive power injections is shown in Fig. 6.4 (d) 

corresponding to the actual loading of the line for a 24-hour period, as shown in Fig. 

3.4. Fig. 6.7 (e) shows the APL of  the network  without  and with DSTATCOMs  for 

the 24-hour period. Energy losses, TACS and ES of the network are calculated using 

Eqns. (3.13), (3.22a-3.22d) and (3.23c) corresponding to the data provided in appendix 

Tables A.4 and A.5.  Fig. 6.7 (d) depicts the VP with APL minimization objective for 

all the case studies with the 69-bus. From Fig. 6.7 (d), it can be observed that optimal 

network reconfiguration and allocation of DSTATCOMs improves the voltage profile 

of  the  RDS  substantially. Pareto solutions of the  multi-objective  formulation  using 

 Case 3 

Open Switch 69 70 71 72 73 

No. of DSTATCOM 1 2 3 4 5 

Size (Location) 

kVAr (Bus No.) 

1175.46 (61) 226.909   (21) 116.740 (17) 116.730 (17) 116.7310 (17) 

 1140.395 (61) 125.120 (21) 125.120 (21) 098.4990 (21) 

  1138.09 (61) 931.195 (61) 026.6183 (26) 

   206.632 (64) 931.1950 (61) 

    206.6326 (64) 

APL (kW) 152.9006 148.0530 147.8266 147.4894 147.4814 

RPC (kVAr) 71.0191 69.0748 68.9811 68.8132 68.8105 

EL (kWh) 943537.7406 913661.9055 912268.7359 910229.4586 910180.1856 

TAC ($) 56612.2644 54819.7143 54736.1241 54613.7675 54610.8111 

Dcost ($) 5169.5331 6013.2284 6068.8799 6067.6617 6067.6396 

TACS ($) 21097.8789 22046.7337 22074.6724 22198.2472 22201.2257 

Emission (ton) 26474.0959 26446.3972 26445.1055 26443.2149 26443.1692 

ES (ton) 405.8878 433.5865 434.8782 436.7688 436.8146 

QLI(p.u.) 3.6542 3.6566 3.6567 3.6569 3.6569 

VSI (p.u.) 0.7429 0.7438 0.7438 0.7460 0.7460 

VDI (p.u.) 0.0673 0.0627 0.0625 0.0623 0.0623 

TBVVB 0 0 0 0 0 

APLR 32.0123 34.1678 34.2685 34.4184 34.4220 

RPCR 30.452 32.3562 32.4479 32.6125 32.6151 

Vmin (p.u.) 0.9284 (65) 0.9287 (65) 0.9287 (65) 0.9294 (65) 0.9294 (65) 
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Fig. 6.8 (a): Pareto solutions with 1 DSTATCOM without reconfiguration in 69-bus  

 

 

Fig. 6.8 (b): Pareto solutions with 2, 3, 4 and 5 DSTATCOMs without reconfiguration in 69-bus  

 

 

Fig. 6.8 (c): Pareto solutions with 1 DSTATCOMs with reconfiguration in 69-bus  
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Fig. 6.8 (d): Pareto solutions with 2, 3, 4 and 5 DSTATCOMs with reconfiguration in 69-bus 

 

Table 6.17:  CTLBO algorithm based DSTATCOMs allocation for TACS maximization in 69-bus for  

case 4 

 Case 4 

Open Switch 14 56 61 69 70 

No. of DSTATCOM 1 2 3 4 5 

Size (Location) 

kVAr (Bus No.) 

776.071(61) 776.00 (61) 776.00 (61) 776.00 (61) 6.029 (27) 

 226.17 (64) 185.22 (64) 23.00 (62) 776.00 (61) 

  47.59 (65) 1622.10 (64) 23.002 (62) 

   47.597 (65) 162.211 (64) 

    42.501 (65) 

APL (kW) 74.9825 69.6318 69.5393 69.5361 69.5249 

RPC (kVAr) 69.7641 66.1107 66.0412 66.0396 66.0307 

EL (kWh) 466237.5460 433073.6797 432499.9906 432480.6710 432410.9368 

TAC ($) 27974.2527 25984.4207 25949.9994 24100.6421 25944.6562 

Dcost ($) 3413.0600 4407.4505 4436.6336 4436.6203 4440.7256 

TACS ($) 51492.3637 52487.8052 52493.0434 52494.2159 52494.2946 

Emission (ton) 26031.5773 26000.8301 26000.2982 26000.2803 26000.2157 

ES (ton) 848.4064 879.1536 879.6855 879.7034 879.7680 

QLI(p.u.) 3.7182 3.7218 3.7219 3.7219 3.7219 

VSI (p.u.) 0.8674 0.8726 0.8726 0.8726 0.8726 

VDI (p.u.) 0.0196 0.0154 0.0154 0.0154 0.0153 

TBVVB 0 0 0 0 0 

APLR  66.6588 69.0380 69.0792 69.0805 69.0855 

RPCR  31.6812 35.2589 35.3270 35.3286 35.3372 

Vmin (Bus) 0.9626 (61) 0.9626 (61) 0.9626 (61) 0.9626 (61) 0.9626 (61) 
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Table 6.18: CTLBO algorithm based DSTATCOM allocation in 69-bus for case 5 

  Case 5   

 33 Bus 33 Bus 69 Bus 69 Bus 

Objective function Power loss TACS  Power loss TACS  

Open Switch 7 9 14 36 37 7 9 14 36 37 14 57 63 69 70 14 56 61 59 70 

No. of DSTATCOM 1 1 1 1 

Size (Location) 

kVAr (Bus No.) 

1070.23 (30) 896.92 (30) 1062.68 (61) 776.071 (61) 

    

APL (kW) 101.0188 102.050 73.1664 74.9825 

RPC (kVAr) 75.3696 75.8526 67.4086 69.7641 

EL (kWh) 627806.5746 634075.4016 455185.7648 466237.5460 

TAC ($) 37668.3944 38044.5240 27311.1458 27974.2527 

Dcost ($) 4706.7518 3944.5341 4673.5533 3413.0600 

TACS ($) 32531.4369 32917.5249 50894.9773 51492.3637 

Emission (ton) 25599.6051 25605.4171 26021.3309 26031.5773 

ES (ton) 575.4098 569.5978 858.6529 848.4064 

QLI (p.u.) 3.6103 3.6061 3.7254 3.7182 

VSI (p.u.) 0.7933 0.7931 0.8710 0.8674 

VDI (p.u.) 0.0314 0.0336 0.0166 0.0196 

TBVVB 0 0 0 0 

APLR  50.1577 49.6488 67.4663 66.6588 

RPCR  44.2288 43.8714 33.9878 31.6812 

Vmin (Bus) 0.9545 (18) 0.9544 (33) 0.9661 (62) 0.9625 (61) 

 

 

Table 6.19: Comparison of CTLBO algorithm based 1 DSTATCOM allocation in 69-bus for case 3 

 Case 3 

Algorithm CSOA [164] IA [100] BA [165] CTLBO 

Open Switch 68  69  70  71  72 

No. of DSTATCOM 1 1 1 1 

Size (Location)  

kVAr (Bus No.) 

1200 (61) 1704.4 (61) 1150 (61) 1329.82 (61) 

    

APL (kW) 152.95 157.5 153.36 151.958 

RPC (kVAr) - 72.4 96.47 70.4638 

QLI (p.u.) - - - 3.6585 

VSI (p.u.) 0.7375 0.7561 0.7356 0.7504 

VDI (p.u.) - - - 0.0639 

APLR  32.02 30 31.9 32.4315 

RPCR - 29.2 30.27 30.9959 

Vmin (Bus) 0.9285 0.9353  0.9278 0.9307 (65) 
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Table 6.20: Comparison of CTLBO algorithm based 2 DSTATCOMs allocation in 69-bus for case 3 

 Case 3 

Algorithm ICA [167] BA [165] BFOA [166] CTLBO 

Open Switch 68  69  70  71  72 

No. of DSTATCOM 2 2 2 2 

Size (Location)  

kVAr (Bus No.) 

0375 (15) 0330 (15) 480 (15) 360.41 (17) 

1280 (61) 1220 (61) 1430 (61) 1274.98 (61) 

APL (kW) 147.35 146.73 148.07 146.379 

RPC (kVAr) 72.382 68.73 68.76 68.2097 

QLI (p.u.) -   3.6621 

VSI (p.u.) - 0.7418 0.7512 0.7517 

VDI (p.u.) - - - 0.0573 

APLR (%) 34.60 34.78 34.19 34.9121 

RPCR (%) 29.17 33.04 32.72 33.2034 

Vmin (Bus) 0.9324 0.9299  0.9332 0.9311 (65) 

 

Table 6.21: Comparison of CTLBO algorithm based 1 DSTATCOM allocation in 69-bus for case 5 

 Case 5  

Algorithm DE [101] CTLBO 

Open Switch 13 59 63 70 71 14 57 63 69 70 

No. of DSTATCOM 1 1 

Size (Location)  

kVAr (Bus No.) 

924 (61) 1062.68 (61) 

  

APL (kW) 78.59 73.1664 

RPC (kVAr) 84.23 67.4086 

QLI (p.u.) - 3.7254 

VSI (p.u.) - 0.8710 

VDI (p.u.) - 0.0166 

APLR  55.64 67.4663 

RPCR  17.51 33.9878 

Vmin (Bus) 0.9632 0.9661 (62) 

weighted sum approach for APL, TACS and ES are presented in Fig. 6.7 (a)-6.7 (e), 

corresponding to cases 3 and 4. The complete results of Pareto solutions for 69-bus are 

given in appendix Table A.7. It is observed from the Pareto solutions that several 

network operating conditions are available to the DNOs for placement of up to five 

DSTATCOMs without and/or with reconfiguration to achieve APL reduction, cost 

savings and emission savings up to 71.73 %, $52449 and 912 tons, respectively, in the 
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69-bus. It is observed from Table 6.18 and 6.19 that CTLBO algorithm yields minimum 

network losses of 151.958 kW and 146.379 kW after placement of one and two 

DSTATCOMs respectively, in the 69- bus for case 3 in comparison to BA [165], BFOA 

[166] and ICA [167]. Table 6.20 shows that a remarkable reduction in the APL is 

achieved when simultaneous network reconfiguration and optimal allocation of 

DSTATCOMs is carried out in the network. 

6.4      SUMMARY 

This chapter first presents an analytical approach for the optimal allocation of multiple 

DSTATCOMs in RDS for enhancing annual energy, cost and emission savings. This 

method is based on the power loss sensitivity and does not involve the solution of 

differential equations. This results in a significantly less computational time as 

compared to IA and BA, while maintaining the desired level of accuracy. The proposed 

work considers a 24-hour load profile for the all the distribution networks. The 

effectiveness of the proposed method is tested on small (33-bus), medium (69-bus) and 

large (118-bus) while considering optimal number of DSTATCOMs for each network. 

Various performance indices indicate that increasing number of DSTATCOMs in RDS 

improves all the indices except cost savings. So, the economic aspect is also considered 

for selecting the optimal number of DSTATCOMs for allocation in the RDS. Several 

performance indicators are used to give insight of the network performance. This will 

be helpful for the network operators. Comparative results of the proposed method show 

remarkable improvement in the yearly cost savings with reduction in computational 

time over IA and BA methods.  

Subsequently, this chapter  also implements a CTLBO  algorithm  based  optimization 
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 technique for network reconfiguration and optimal allocation of DSTATCOMs in the  

33-bus and 69-bus. Both SOF and MOF are considered. Case studies show that 

simultaneous network reconfiguration and DSTATCOM allocation yields the best value 

for the objective function. It has been observed that in the presence of DSTATCOMs, 

reverse power flows in lines change significantly and improve the margin of power 

transfer capability. Analysis reveals that an optimal number of DSTATCOMs must be 

considered for minimizing the annual operational costs while considering power loss 

minimization as a constraint. Realistic 24-hour load profiles have been considered for 

both the DNs. Pareto solutions of the MOFs have been carried out to operate the DNs 

in several operational modes to satisfy different objectives.  Comparative results show 

significant improvement in the annual energy, cost and emission savings with reduction 

in the computational time over several other existing soft computing techniques.  
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Simultaneous Reconfiguration and Allocation of Distributed Energy Resources”, IET Generation Transmission and Distribution, 

Vol. 12, Issue 21, pp.5700-5712,2018. 

 

 

CHAPTER 7   

MULTI-OBJECTIVE APPROACH TO MAXIMIZE 

LOADABILITY OF DISTRIBUTION NETWORKS 

7.1      INTRODUCTION 

Exponential load growth, renewable based DGs penetration, non-linearity in loads, 

network upgrade deferral causes serious network operational challenges like line 

thermal limit violations, voltage limit violations, voltage stability issues, relay co-

ordination problem. Therefore, to mitigate these issues, several remedial steps has been 

reported in literature such as network reconfiguration, load balancing, reactive power 

compensation, allocation of different types of DERs according to the load demand 

profile, incentive-based policy etc., which enhance the overall network efficiency and 

prevent the limits violation of the distribution networks. The literature review also 

reveals that the operational challenges are also minimized by enhancing the loadability 

of distribution network to its maximum capacity without violating constraints. DG 

allocation and network reconfiguration both play a crucial role in enhancing the network 

loadability. Although non-optimal allocation of DGs and network reconfiguration 

although improves the loadability, the power loss of the distribution network increases. 

Several loadability enhancement approaches have been reported in [109, 118, 119, 120, 

129]  in respect of real power loss minimization only.  So, this chapter intends to develop 

an approach to consider simultaneous loadability enhancement and power loss  minim-

ization. The objective of loadability enhancement taking into account loss minimization
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of   the  distribution  networks  is  achieved  by  implementing   CTLBO algorithm  [113]   

employing   multi-objective  ɛ-constraints  approach  [159].  In this chapter, the 

effectiveness of the CTLBO algorithm to improve the loadability of the  distribution 

networks is demonstrated considering several case studies with the 33-bus  and 69-bus 

RDN. 

7.2      PROBLEM FORMULATION 

The objective of optimal DGs allocation and/or reconfiguration of RDN is to improve 

the line loadability and reduce the network APL. Subsequently, enhance the voltage 

profile, VSI and QLI while satisfying all working constraints. Descriptions of multi-

objective functions are given below: 

7.2.1      Multi objective function 

A MOF considers all the SOFs simultaneously for either maximization or minimization, 

while satisfying the equality and inequality constraints. In this work, a MOF 

simultaneously maximizes Fµ(X)  and minimizes Fm(X)  satisfying the bus voltage 

limits, line thermal limits and maintaining the network power balance using the ɛ-

constraints [28] method as follows. 

MOF = Minimize Fµ(X)                                                                     (7.1) 

Subject to Fm(X) ≤ εm        m = 1,2,3… .M and c ≠ µ; 

gp(X) ≥ 0,    p = 1,2,3… . ;  

hq(X) = 0,    q = 1,2,3… . ; 

Xmin,i ≤ xi ≤ Xmax,i,    i = 1,2,3…N; 
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where one of the objectives of the MOF problem is maximized/minimized while 

keeping the remaining objectives as constraints. Here in this optimization problem  

Fµ(X) represents the loading factor, while Fm(X) represents the APL as constraint. ‘gj’ 

comprises the bus voltage and line thermal limits while ‘hk ’comprises the power 

balance constraints, respectively.  

The impact of  DG  allocation  and / or reconfiguration of the  distribution network is 

evaluated based on indices as detailed in chapter 3. Here, VSI indicates the vulnerability 

of the network to a voltage collapse. Therefore, VSI must be close to unity. VDI 

represents the overall voltage fluctuation at all the buses in the network. Ideally, VDI 

should be zero. QLI describes the loadability of the network and should be as high as 

possible. 

7.2.2      Network loadability objective function 

Optimal allocation of DGs and/or network reconfiguration enhances the network 

loadability. The primary objective is to maximize ‘λ’ till divergence is observed in the 

power flow analysis. Here, increment in ‘λ’ enhances the loads at all the buses as shown 

below, 

𝐒𝐧𝐞𝐰,𝐤 = λ ∗ 𝐒𝐛,𝐤                                                                                   (7.2) 

So, the objective is to maximize λ  while Ploss kept as constraints as shown below , 

Fµ(X) = λmax = maximize (λ)                                                                     (7.3a) 

Fm(X) = Ploss                                                                                                (7.3b) 
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7.2.3      Constraints 

Following constraints are taken into consideration for DG allocation and/or recon-

figuration of the distribution network. 

7.2.3.1      Active and reactive power balance constraints 

Psub +∑ PDG,k
nDG

k=1
= Ploss  +∑ PL,k

n

k=1
  &   

 Qsub + ∑ QDG,k
nDG
k=1 = Qcon + ∑ QL,k

n
k=1                   (7.4a) 

7.2.3.2      Voltage limits 

The voltage magnitude at each bus must be maintained within a specified limit, say 

0.95-1.05 p.u. as recommended by IEEE or IEC standards, at all network buses. 

At any network bus ‘k’, 

0.95 ≤ |V|k ≤ 1.05             k = 1,2, 3, 4……n                                                  (7.4b) 

7.2.3.3      Thermal limits 

|Ij| ≤ |Ij
max|                                                                                                           (7.4c) 

7.2.3.4      Real power limit and reactive power limit of DGs 

PDG,k
min ≤ PDG,k ≤ PDG,k

max     i. e.  0 ≤ PDG,k ≤ 4                                                        (7.4d) 

QDG,k
min ≤ QDG,k ≤ QDG,k

max   i. e. 0 ≤ QDG,k ≤ 4                                                        (7.4e) 
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7.3      IMPLEMENTATION OF CTLBO ALGORITHM FOR 

MAXIMIZATION OF LOADABILITY   

This section illustrates the application of the CTLBO algorithm for the optimal 

allocation of DGs and/ or network reconfiguration by opening/closing of tie/sectional 

switches to meet the objective function, while satisfying all constraints. In this chapter, 

several cases which include allocation of multiple DGs with/without reconfiguration in 

the RDN are taken to maximize ‘λ’ using CTLBO algorithm. The number of solution 

vector variables is selected and rest steps is followed as detailed in chapter 3.  The new 

solution vectors for teaching and Learning phase is used using Eqn. (4.3) and (4.2a and 

4.2b), respectively. The following parameter values are selected for the CTLBO 

algorithm: a = 2, NI=250, SVS=90. The best result over 10 runs has been reported for 

each of the following cases. 

Case 1: Base case considering nominal load 

Case 2: Only network reconfiguration 

Case 3: Only DG allocation  

Case 4: DG allocation followed by network reconfiguration  

Case 5: simultaneous DG allocation and network reconfiguration  

7.4      CASE STUDIES, RESULTS AND DISCUSSIONS  

7.4.1    33-bus RDN  

The detailed network data is given in appendix A.1 and chapter 3. This chapter demon- 

strates the effectiveness of the CTLBO algorithm for loadability enhancement of  RDN 

by network reconfiguration and/ or optimal allocation of DGs. The results are presented 

in Tables 7.1 and 7.2. From Tables 7.1 and 7.2, it is observed that ‘λ’ increases while 

APL and RPC reduces with increase in the number of DGs allocated. The maximum 
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enhancement in ‘λ’ is observed to be 104.7 % for Case 5 (with respect to Case 1). 

Maximum reductions in APL and RPC are observed to be 73 % and 69 % respectively, 

with respect to case 1. The minimum bus voltage magnitude of the network improves 

from 0.9038 to 0.9928 p.u for case 5. 

The maximum value of QLI occurs in Case 3 when the number of DGs is three. The 

maximum enhancement in QLI is 7.144 % for Case 3 with 3 DGs (in comparison to 

case 1). A remarkable improvement in the VSI is observed (from 0.6672 to 0.9636), 

while the VDI is rendered zero. The VPI increases to 0.5302 for case 3 from zero. Cases 

4 and 5 are observed to have maximum KMML (26128.72 kVA) corresponding to λmax 

= 6.98. It is observed from Table 7.1 that no solution is available for Cases 2 and 4 (with 

one DG) with lower voltage limit constraint (0.95 p.u). Hence, the lower voltage 

threshold is further reduced till a solution is obtained. It is observed from Table 7.2 that 

loadability improvement of the network remains identical for cases 4 and 5 with 

allocation of 2 or 3 DGs. 

The reconfiguration of the network and DG allocation improves the loading limits of 

the network without violating the voltage constraints. It is observed from Fig. 7.2 (c) 

that allocation of 3 DGs in the network has the maximum effect. While Case 1 can cater 

to only 2359.45 kVA (λ=0.54) with-out violating any voltage or line limit constraints, 

the load proposed CTLBO based technique enhances the load carrying capability to 

3713.95 kVA (λ=0.85), 8957.17 kVA (λ=2.05) and 9175.64 kVA (λ=2.10) in cases 2, 

3 & 4, respectively. It may be noted that the load carrying capability in Case 5 is 

identical to that of Case 4. 

The convergence characteristics with 2 DGs for Cases 2-5 are shown in Fig. 7.2 (d). 

The curves show that the number of iterations increases when reconfiguration is 
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involved as can be observed in Cases 2 and 5. It is observed from Table 7.3, 7.4 and 7.5 

that CTLBO and DABC algorithms give same result which is marginally better than 

[134]. 

For case 3, comparison of Tables 7.3 and 7.5 shows that with CTLBO based optimal 

allocation of one, two and three DGs in the 33-bus results in significant improvements 

in the line loading factor (λ=5.07), KMML (17783.26 kVA), QLI (3.7745 p.u.) and VSI 

(0.9465 p.u.) along with reduction in the APL and RPC up to 60.23 and 56.67 % 

respectively, over DABC [129] and hybrid PSO (HPSO) [109]. From Tables 7.1 and 

7.3, it is observed that the network loadability enhancement is more when the allocated 

DGs operate at different power factors. The topology of the reconfigured network with 

maximum  loadability is shown in Fig. 7.1. It is  generated  using a graphical approach.  

 

 

 

 

Fig.  7.1: Best reconfiguration for case 2 in 33-bus 
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Table 7.1: Results of 33-bus for loadability enhancement with 1 DG  

 Without DG  1 DG  

 Case 1 Case 2 Case 3 Case 4 Case 5 

Open tie/Sectional 

Switch 

33 34 35 36 37 7 9 14 28 32 33 34 35 36 37 7 9 14 28 32 7 9 14 17 28 

kVA (Bus) - - 3609.886 (8) 2149.001 (30) 2736.046 (30) 

Power factor - - 0.8362 0.7307 0.7748 

APL (kW) 210.9900 139.9781 130.8608 58.2302 57.4654 

RPC (kVAr) 143.0329 104.8847 112.1985 50.6667 48.7508 

λmax 3.4100 5.2500 4.31 5.9 6 

KMML 10530.13 18569.74 14462.55 21409.82 21846.75 

TBVVB 21 7 0 0 0 

VDI 0.0245 0.0023 0 0.0003 0 

VPI 0 0.1793 0.4412 0.2603 0.3232 

QLI 3.5227 3.5803 3.7209 3.6674 3.6996 

VSI 0.6671 0.7665 0.9117 0.8087 0.8335 

APLR - 33.6581 37.9791 72.4021 72.7645 

RPCR - 26.6709 21.5576 64.5768 65.9163 

Vmin (Bus) 0.9037 (18) 0.9413 (32) 0.9771 (33) 0.9486 (33) 0.9645 (17) 

 

Table 7.2: Results of 33-bus for loadability enhancement with 2 and 3 DGs  

  2 DG   3 DG  

 Case 3 Case 4 Case 5 Case 3 Case 4 Case 5 

Open tie or 

Sectional Switch 

33 34 35 36 37 7 9 14 28 32 7 9 14 28 32 33 34 35 36 37 7 9 14 28 32 7 9 14 28 32 

kVA (Bus) 1430.954 (15) 831.142 (16) 831.142 (16) 0967.774 (13) 669.504 (12) 669.504 (12) 

 2568.624 (30) 2916.855 (30) 2916.855 (30) 0563.725 (16) 592.893 (17) 592.893 (17) 

    2508.081 (30) 3069.255 (30) 3069.255 (30) 

Power factor 0.9594 0.8949 0.8949 0.9692 0.9901 0.9901 

 0.7569 0.7536 0.7536 0.9265 0.9365 0.9365 

    0.7729 0.7515 0.7515 

APL (kW) 86.5759 56.9016 56.9016 83.8966 56.8845 56.8845 

RPC (kVAr) 66.5092 45.5439 45.5439 61.9705 44.3443 44.3443 

λmax 5.0600 6.9000 6.9000 5.0700 6.9800 6.9800 

KMML 17739.56 25779.17 25779.17 17783.26 26128.72 26128.72 

TBVVB 0 0 0 0 0 0 

VDI 0 0 0 0 0 0 

VPI 0.5236 0.3778 0.3779 0.5302 0.3998 0.3998 

QLI 3.7718 3.7333 3.7333 3.7744 3.7474 3.7474 

VSI 0.9455 0.9213 0.9213 0.9465 0.9636 0.9636 

APLR 58.9678 73.0318 73.0317 60.2376 73.0398 73.0398 

RPCR 53.5007 68.1584 68.1584 56.6739 68.9971 68.9971 

Vmin (Bus) 0.9861 (25) 0.9773 (14) 0.9773 (14) 0.9864 (25) 0.9928 (28) 0.9928 (28) 
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Fig. 7.3 shows the voltage profile of the network during different cases. It is observed 

that cases 1 and 2 show voltage constraint violation at nodes 21 and 7 of the network, 

respectively. However cases 3, 4 and 5 show significant improvement in the network 

voltage profile except case 4 (with one DG). Fig. 7.1 shows the topology of the 33-bus, 

corresponding to case 2. The comparison shows that for Case 5 with 2 DGs allocated, 

the best combination of open tie/sectional switch locations are 7, 9, 14, 28 and 32, which 

result in a maximum loading factor of λ=6.90 which pertains to loadability up to 

25779.17 kVA, QLI up to 3.7333 and minimum network Bus voltage magnitude to 

0.9773 p.u, with no voltage limit constraint violation. It is observed that Case 5 results 

in a substantial improvement of the evaluation indices and yields the highest loadability. 

 

Table 7.3: Comparative results of 33-bus for loadability Enhancement  

Algorithm HPSO [109] DABC [129] CTLBO HPSO CTLBO 

 Case 3 Case 3 Case 3 Case 5 Case 5 

Open tie/Sectional 

Switch 

33 34 35 36 37 33 34 35 36 37 33 34 35 36 37 7 10 14 28 32 7 9 14 28 32 

kVA (Bus) 1637.100 (14) 1313.900 (16) 1430.954 (15) 956.600 (9) 831.142 (16) 

 2072.000 (32) 2212.300 (22) 2568.624 (30) 3117.500 (25) 2916.855 (30) 

Power factor 0.9500 0.8500 0.9594 0.95 0.8949 

   0.7569  0.7536 

APL (kW) 113.15 87.65 86.5759 58.86 56.9016 

RPC (kVAr) 90.63 73,32 66.5093 46.54 45.5439 

λmax 4.99 5.00 5.06 6.31 6.90 

KMML 17433.71 17477.40 17739.56 23201.25 25779.17 

TBVVB 0 0 0 0 0 

VDI 0 0 0 0 0 

VPI 0.5115 0.0700 0.5236 0.3462 0.3778 

QLI 3.7600 3.7609 3.7718 3.72 3.7333 

VSI - - 0.9456 - 0.9213 

APLR 46.3710 58.4577 58.9678 72.103 73.0317 

RPCR 36.6270 48.7308 53.5007 67.457 68.1584 

Vmin (Bus) - - 0.9861 (25) - 0.9773 (14) 
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Fig.  7.2 (a): Maximum loading curves of 33-bus for 1 DG  

 

 

Fig.  7.3 (b): Maximum loading curves of 33-bus for  2 DGs  

 

 

Fig.  7.4 (c): Maximum loading curves of 33-bus for 3 DGs  
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Fig.  7.5 (d): Convergence curves for maximum lodability with 2 DGs 

 

 

 

Fig.  7.6: Voltage profile for 3 DGs allocation in 33-bus  

  

3.6

3.8

4

4.2

4.4

4.6

4.8

5

5.2

5.4

5.6

5.8

6

1 11 21 31 41 51 61 71 81 91 101 111 121 131 141 151

L
o

ad
in

g
 f

ac
to

r 
( 

λ
 )

Iteration number

case 2 case 3 case 4 case 5

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33

B
u
s 

v
o

lt
ag

e 
( 

p
.u

.)

Bus number

Case 1 Case 2 Case 3 Case 4 Case 5



168 
 

Table 7.4: Comparative results of loadability enhancement of 33-bus for case 2 

Algorithm DABC [129] HS [134] CTLBO 

Open tie/ 

Sectional Switch 

7 9 14 28 32 7 9 14 32 37 7 9 14 28 32 

APL (kW) 139.97 144.5780 139.9781 

RPC(kVAr) 

λmax 

104.87 100.5317 104.8847 

5.23 5.07 5.25 

KMML 18482.35 17783.25 18569.74 

TBVVB 7 6 7 

VDI 0.0023 0.0030 0.0023 

VPI 0.1793 0.1866 0.1793 

QLI 3.58 3.5788 3.5804 

VSI - 0.7769 0.7666 

APLR 33.66 28.66 33.6581 

RPCR 26.66 25.61 26.6709 

Vmin (Bus) - 0.9388 (32) 0.9413 (32) 

       

Table 7.5: Comparative results of loadability enhancement of 69-bus 

Algorithm DABC [129] CTLBO DABC [129] CTLBO 

 Case 3 Case 3 Case 3 Case 3 

Open tie/Sectional 

Switch  

33 34 35 36 37 33 34 35 36 37 33 34 35 36 37 33 34 35 36 37 

kVA (Bus) 3623.9 (8) 3609.88 (8) 1364.1 (15) 967.77 (13) 

   444.0 (29) 563.72 (16) 

   1973.0 (31) 2508.08 (30) 

Power factor 0.85 0.836274 0.85 0.9692 

    0.9265 

    0.7729 

APL (kW) 131.85 130.8608 84.16 83.8966 

RPC (kVAr) 113.03 112.1985 68.02 61.9705 

λmax 4.31 4.31 5.04 5.07 

KMML 14462.55 14462.55 17652.18 17783.26 

TBVVB 0 0 0 0 

VDI 0 0 0 0 

VPI 0.1757 0.4412 0.0643 0.5302 

QLI 3.7213 3.7209 3.7713 3.7745 

VSI - 0.9117 - 0.9465 

APLR 37.5089 37.9792 60.1119 60.2376 

RPCR 20.9636 21.5576 52.4369 56.6739 

Vmin (Bus) - 0.9771 (33) - 0.9864 (25) 
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The multi-objective ε-constraints approach simultaneously enhances the network 

loadability and reduce the APL, without violating the voltage and line limit constraints. 

However case studies with the 33-bus suggest that Cases 4 and 5 yield identical results 

with 2 and 3 DGs. Although maximum loadability is observed with 3 DGs allocated, 

however, compared to the case with 2 DGs allocated, only marginal improvement is 

observed. So in order to reduce the operational costs, it would be prudent to select the 

optimal number of DGs as 2. 

7.4.2      69-bus RDN  

The detailed network data is given in Appendix A.2 and chapter 3. The results are shown 

in Tables (7.6 and 7.7). From Table (7.6 and 7.7), it is observed that that ‘λ’ increases 

with increase in the number of DGs. The maximum enhancement in ‘λ’ is observed to 

be 141.93 % in Case 5 with three DGs allocated. The results also reveal that Case 3 

yields maximum APL and RPC reduction. Maximum reductions of up to 63.47 and 

63.24 % are observed for APL and RPC respectively, with respect to Case 1. The 

minimum bus voltage magnitude of the network improves from 0.9092 to 0.9943 p.u. 

for Case 3. The maximum value of QLI occurs in Case 3 when two DGs are allocated. 

The maximum enhancement in QLI is 7.342 % in Case 3 with 2 DGs (in comparison to 

Case 1). A remarkable improvement in the VSI is observed (from 0.6833 to 0.9775) in 

case 3 when 3 DGs are placed. Also, in Case 3, it is observed that with 2 DGs, the VDI 

is rendered zero while the VPI increases to 0.4463 from zero. Cases 4 & 5 are observed 

to have identical maximum KMML (31639.18 kVA) corresponding to λmax = 7.79. It is 

observed from Table 7.6 that no solution is available in Case 2 with lower voltage limit 

constraint (0.95 p.u.). However, the lower voltage threshold is further reduced till a 

solution is obtained. It is also observed from Tables 7.6 and 7.7 that  loadability  of the 
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Fig.  7.7: Best reconfiguration topology for case 2 of 69-bus  

 

Table 7.6:  Results for loadability enhancement of 69-bus with 1 DG  

 Without DG  1 DG  

 Case 1 Case 2 Case 3 Case 4 Case 5 

Open tie/ 

Sectional Switch 

69 70 71 72 73 14 58 61 69 70 69 70 71 72 73 14 58 61 69 70 14 58 61 69 70 

kVA(Bus)   3684.153 (61) 3891.016 (61) 3891.016 (61) 

Power factor   0.8394 0.8687 0.8687 

APL (kW) 224.9515 98.5898 86.5685 117.0621 117.0621 

RPC (kVAr) 102.1406 92.0378 38.0906 70.2688 70.2688 

λmax 3.22 5.51 4.91 7.73 7.73 

KMML 10344.47 21015.12 18219.32 31359.59 31359.59 

TBVVB 9 1 0 0 0 

VDI 0.0118 6.37E-05 0 0 0 

VPI - 0.1924 0.4059 0.2824 0.2824 

QLI 3.6189 3.6972 3.8698 3.8468 3.8469 

VSI 0.6833 0.8306 0.9286 0.8672 0.8672 

APLR - 56.1728 61.5168 47.9612 47.9612 

RPCR - 9.8911 62.7077 31.2038 31.2038 

Vmin (Bus) 0.9092 (65) 0.9495 (61) 0.9817 (27) 0.9651 (62) 0.9651 (62) 
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Table 7.7: Results for loadability enhancement of 69-bus with 2 and 3 DGs 

  2 DG   3 DG  

 Case 3 Case 4 Case 5 Case 3 Case 4 Case 5 

Open tie/ 

Sectional 

Switch 

69 70 71 72 73 14 58 61 69 70 10 14 18 56 61 69 70 71 72 73 14 58 61 69 70 9  14 19 55 61 

kVA(Bus) 640.790 (16) 385.261 (10) 751.383 (27) 347.851 (22) 149.820 (32) 3857.816 (61) 

 3681.781 (61) 3893.261 (61) 3856.998 (61) 426.426 (47) 3860.015 (61) 503.090 (64) 

    3725.761 (61) 339.263 (65) 241.174 (68) 

Power factor 0.9213 0.9929 0.8209 0.7833 0.8112 0.8077 

 0.7695 0.8708 0.8033 0.9996 0.7999 0.8316 

    0.7803 0.9988 0.7763 

APL (kW) 82.1582 113.9611 94.8372 83.8425 102.1497 92.9965 

RPC (kVAr) 37.5466 68.9080 56.5855 37.8812 59.8052 56.1681 

λmax 4.92 7.73 7.79 4.93 7.73 7.79 

KMML 18265.91 31359.59 31639.18 18312.51 33130.27 31639.18 

TBVVB 0 0 0 0 0 0 

VDI 0 0 0 0 0 0 

VPI 0.4463 0.2884 0.3445 0.4285 0.3042 0.3463 

QLI 3.8846 3.8493 3.8617 3.8792 3.8563 3.8606 

VSI 0.9774 0.8672 0.9509 0.9775 0.9225 0.9397 

APLR 63.4774 49.3397 57.8411 62.7286 54.5904 58.6673 

RPCR 63.2403 32.5361 44.6004 62.9127 41.4482 45.0090 

Vmin (Bus) 0.9943 (50) 0.9651 (62) 0.9895 (62) 0.9943 (50) 0.9801 (62) 0.9878 (20) 

network remains identical with 2 and 3.DGs in Case 4. This trend is also observed in 

Case 5. However, both the APL and RPC of the network reduce as the number of DGs 

increase (from 2 to 3). Fig 7.5 (e) shows the convergence characteristics with 2 DGs 

allocated, for the different case studies (Cases 2-5). 

It is observed from Table 7.10 that CPF [127], DABC [129] and CTLBO techniques 

give results which are almost identical, but marginally better than [127]. The topology 

of the reconfigured network with maximum loadability is shown in Fig. 7.4. It is again 

generated using a graphical approach. The reconfiguration and optimal DG allocation  

improves the loading limit of the loading limits of the network without violating the 

voltage constraints. From Fig. 7.5 (c), it is observed that placement of 3 DGs in the 

network gives the best result. While Case 1 can cater only up to 2656.013 kVA (λ=0.57) 

without violating the voltage and line limit constraints, the proposed CTLBO based 
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network reconfiguration and DG allocation technique enhances the load carrying 

capability up to 4613.074 kVA (λ=0.99), 8806.778 kVA (λ=1.89), 8527.198 kVA 

(λ=1.83) and 9878.503 kVA (λ=2.12), corresponding to cases 2, 3, 4 and 5, respectively. 

Fig 7.6 shows the voltage profile of the network during different cases. It is observed 

that cases 1 and 2 show voltage constraint violations at nodes 9 and 1 of the network, 

respectively. However, cases 3, 4 and 5 show significant voltage profile improvement 

of the network with no voltage limit violations. Fig. 7.4 shows the reconfigured network 

topology for the 69-bus corresponding to case 2. Comparative results in Table 7.8 and 

7.9 show significant improvements in the line loading factor (λ=4.92), VSI (0.9775) and 

KMML (18312.51 kVA) with 3 DGs. It is observed that with 2 DGs, the maximum QLI 

is obtained (3.8846 p.u.) while APL and RPC reduction of up to 63.477 and 63.24 % 

respectively, occurs. The comparison also shows that corresponding to Case 5 with 1 

DG allocated, the optimal combination of open tie/sectional switches are at locations 

14, 58, 61, 69  and 70, which results in a maximum loading factor of λ=7.73 which 

enhances the loadability up to 31359.59 kVA. However, in Case 3, an improvement in 

QLI of up to 3.8698 and a network minimum bus voltage of 0.9817 p.u.  is observed, 

without any voltage limit constraint violation. On the basis of the above, it can be 

concluded that highest loadability is observed with   Case 5 while Case 3 provides better 

solutions in terms of other network indices. The multi-objective ε-constraint approach 

for maximum loadability is used to simultaneously enhance the network loadability and 

the APL, without violating any voltage or line limit constraints. Although it is observed 

from for Case 5 that maximum loadability is obtained by placing 3 DGs, but marginal 

improvement occurs by placing 3 DGs instead of 2 DGs.  So in order to reduce the 

operational and maintenance costs, the optimal number of DGs can be selected as 2. 
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Fig.  7.5 (a): Maximum loading curves of 69-bus for 1 DG  

 

 

Fig.  7.5 (b): Maximum loading curves of 69-bus for 2 DGs  

 

 

Fig.  7.5 (b): Maximum loading curves of 69-bus for 3 DGs  
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(d) 

Fig.  7.8 (d): Convergence curves for maximum lodability with 2 DGs 

 

 

 

Fig.  7.9: Voltage profile for 3 DGs allocation in 69-bus  
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Table 7.8: Comparative results of loadability enhancement of 69-bus   

 HPSO [109] DABC [129] CTLBO HPSO [109] CTLBO 

 Case 3 Case 3 Case 3 Case 5 Case 5 

Open tie/Sectional 

switch 

69 70 71 72 73 69 70 71 72 73 69 70 71 72 73 13 17 38 57 63 14 58 61 69 70 

kVA (Bus) 3635.000 (61) 3684.700 (61) 3684.153 (61) 4102.500 (61) 3891.016 (61) 

Power factor 0.9500 0.8500 0.8394 0.9500 0.8687 

APL (kW) 104.8600 87.1300 86.5685 160.81 117.0621 

RPC (kVAr) 46.0200 38.3400 38.0906 91.85 70.2688 

λmax 4.83 4.91 4.91 7.53 7.73 

KMML 17846.54 18219.32 18219.32 30427.66 31359.59 

TBVVB 0 0 0 0 0 

VDI 0 - 0 0 0 

VPI 0.4042 0.1459 0.4058 0.3317 0.2824 

QLI 3.87 3.8713 3.8697 3.83 3.8468 

VSI - - 0.9286 - 0.8672 

APLR  53.385 61.2669 61.5167 28.513 47.9612 

RPCR 54.949 62.4669 62.7076 10.083 31.2037 

Vmin (Bus) - - 0.9817 (27) - 0.9651 (62) 

    

    Table 7.9: Comparative results of loadability enhancement of 69-bus with 2 and 3 DGs 

 DABC [129] CTLBO DABC [129] CTLBO 

 Case 3 Case 3 Case 3 Case 3 

Open tie/Sectional 

Switch 

69 70 71 72 73 69 70 71 72 73 69 70 71 72 73 69 70 7172 73 

kVA(Bus) 547.600 (48) 640.790 (16) 0.152.900 (46) 435.065 (22) 

 3685.100 (61) 3681.780 (61) 3652.500 (61) 187.947 (25) 

   32.200 (63) 3857.656 (61) 

Power factor 0.8500 0.9214 0.8500 0.9932 

 0.7694  0.7992 

    0.8558 

APL (kW) 86.6800 82.1582 87.0000 83.8425 

RPC (kVAr) 37.1700 37.5466 38.1800 37.8812 

λmax 4.91 4.92 4.91 4.92 

KMML 18219.32 18265.91 18219.32 18312.51 

TBVVB 0 0 0 0 

VDI 0 0 0 0 

VPI 0.1459 0.4463 0.1459 0.4285 

QLI 3.8713 3.8846 3.8713 3.8792 

VSI - 0.9774 - 0.9775 

APLR 61.4669 63.4774 61.3247 62.7286 

RPCR 63.6123 63.2403 62.6236 62.9127 

Vmin (Bus) - 0.9943 (50) - 0.9943 (50) 
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    Table 7.10: Comparative results of loadability enhancement of 69-bus with 2 and 3   DGs for case 2 

 CPF [127] DABC [129] HS [134] CTLBO 

Open tie/ 

Sectional Switch 

14 55 61 59 70 14 57 6159 70 14 58 63 69 70 14 58 61 69 70 

APL (kW) 98.5900 98.5900 99.6100 98.5800 

RPC (kVAr) 

λmax 

- 92.0400 93.4320 92.0378 

5.50 5.49 5.45 5.51 

KMML 20968.52 20921.93 20735.54 21015.12 

TBVVB 0 1 3 1 

VDI 0 0.0001 0.3522E-04 6.37E-05 

VPI - 0.1834 0.1867 0.19241 

QLI - 3.7 3.6960 3.6972 

VSI - - 0.8087 0.8306 

APLR 56.172 56.172 56.1723 56.1729 

RPCR - 9.892 8.525 9.8911 

Vmin 0.9495 - 0.9483 0.9495 (61) 

  

  Table 7.11: Computational time (second) for loadability enhancement with 2 DGs  

Network 33 Bus Ref. 69 Bus Ref. 

Case 2 54.7756 NA 77.7164 NA 

Case 3 125.8425 NA 173.5123 NA 

Case 4 126.7248 NA 175.6153 NA 

Case 5 252.0567 470.639        [TS] 

1772.240      [GWO] 

2146.489      [IHS] [128] 

566.1415 NA 

7.5      COMPARISON OF COMPUTATIONAL PERFORMANCE  

Table 7.5 shows the computational times of the proposed approach for different case 

studies while considering two DGs. The results shown in Table 7.11 are the average 

computational time for 150 iterations and 10 runs. The comparison of Case 5 for 33-

Bus RDN shows that the computational time of the proposed approach is almost half 

that of [128] and is drastically reduced in comparison to gray wolf optimization (GWO) 

and IHS algorithms. 
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7.6      SUMMARY 

This chapter presents a ɛ-constraint based multi-objective approach using CTLBO 

algorithm for optimal network reconfiguration and DG allocation to improve the 

loadability of the 33-bus and 69-bus. The results demonstrate that the proposed 

technique is more effective than DABC and HPSO. Results show that simultaneous 

network reconfiguration and DG allocation results in maximum loadability 

enhancement, followed by the case with only DG allocation. A comparison of Cases 3 

and 5 demonstrates better results in terms of evaluation indices like KMML, QLI, VSI, 

VPI, APLR, RPCR and voltage profile, when power factors of the DGs are all different. 

A graphical approach for network reconfiguration is adopted, which is more interactive 

than other methods. It is also observed that violations of voltage limits occur before that 

of line thermal limits. The computational time taken by the proposed approach is 

drastically reduced in comparison GWO and IHS algorithms. 
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CHAPTER 8  

CONCLUSIONS AND SUGGESTIONS FOR FUTURE SCOPE OF 

WORK 

8.1      INTRODUCTION 

Integration of different types of DGs in distribution networks together with variations 

in load necessitates proper planning and operation of DG units. As an integral part of 

the planning and operation of distribution networks, for smart integration of DGs, 

proper siting (location) and sizing of DGs is essential. This calls for techniques to 

optimally allocate the DG resources. This thesis investigates the development and 

implementation of two optimization techniques for DG allocation in radial distribution 

systems to improve the network performance, operational costs and environmental 

emission. The techniques are specifically aimed for high penetration of DGs together 

with an efficient use of the existing infrastructure of distribution networks. The research 

work is also intended to highlight the operation of DGs at optimal power factors to 

maximize technical, economic and environmental benefits. The work carried out in this 

thesis can be summarized along with its outcomes from each chapter as given below: 

Chapter 1, details the various types of distributed generation resources in the global and 

Indian scenario. Various type of DG resources, their available sizes and implications on 

account of their integration in the distribution networks have been discussed. Finally, 

the potential of different DG resources, ongoing projects and research facilities in the 

Indian context have also been presented. 

Chapter 2 presents an extensive literature survey on the different types of optimization  
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techniques available for allocation of different types of DG resources in distribution 

networks in the context of fulfilling specific objectives like reduction of power losses, 

operational costs or environmental emission, improvement of voltage profile or voltage 

stability etc.  The contributions and the limitations of different research works in the 

literature in respect of development and implementation of diverse optimization 

techniques based on analytical, heuristic, meta-heuristic, nature-inspired and hybrid 

approaches have been detailed, along with the research gaps.  

Chapter 3 first details the power flow technique and the load modelling followed in this 

thesis. Subsequently, the different types of DGs, network reconfiguration technique as 

well as the computational steps in the optimization algorithm(s) for DG allocation, are 

discussed. The details of three test radial distribution networks - the 33-bus, 69-bus and 

the 118-bus RDS, which are employed to investigate the efficacy of the proposed 

optimization techniques, are also presented. 

Chapter 4 addresses the development of the CTLBO technique. The major advantages 

of the CTLBO e.g. its parameter independence and capability of handling both 

continuous as well as discrete variables, are discussed. The CTLBO is first validated on 

eight standard mathematical benchmark functions and is observed to give same or better 

results than TLBO, I-TLBO, PSO and ABC. Subsequently, CTLBO is implemented for 

optimal allocation of Type-I DGs in the 33-bus, 69-bus and 118-bus radial distribution 

networks to minimize power losses, minimize network voltage variations and maximize 

the VSI. Both single and multi-objective formulations are used. The multi-objective 

formulation uses the weighted sum and the ɛ-constraints methods. It is observed that 

CTLBO gives better result in comparison to QOTLBO and I-TLBO. Finally, CTLBO 

is used for optimal allocation of Type-I DGs to improve annual energy savings in the  
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33-bus and 69-bus.  

Chapter 5  addresses  the development  of the  HTLBO technique to mitigate the 

challenges posed by the CTLBO technique. The HTLBO is the hybrid of the HSA and 

the TLBO. While HSA explores the solution search space better, the TLBO possesses 

better exploitation capability thereof. Both these qualities are incorporated in the hybrid 

HTLBO technique. The developed optimization technique is first validated using 

standard mathematical benchmark functions. It is observed that HTLBO yields better 

or same results than TLBO, I-TLBO, PSO and ABC for single objective functions while 

better or comparable results for multi-objective problem than NSGA-II. Additionally, 

the impact of parameter variations on convergence characteristics of HTLBO is 

demonstrated. Subsequently, the HTLBO algorithm is used for optimal siting and sizing 

of Type-I DGs in the 33-bus, 69-bus and 118-bus for MOFs where minimization of 

power losses and VD along with maximization of VSI is achieved. It is observed that 

this optimization technique proves to be better than QOTLBO and TLBO. 

Chapter 6 addresses the optimal allocation of Type-II DGs in the 33-bus, 69-bus and 

118-bus using analytical as well as meta-heuristic approaches. It is observed that 

analytical approaches based on the loss sensitivity factor results in reduction in the 

power losses, network operational costs and environmental emission for smaller number 

of DGs. However, when number of DGs and objective functions increase, analytical 

approach for DGs allocation may result in non-optimal solutions. In light of this, 

CTLBO is used for network reconfiguration and optimal DG allocation in RDS. Both 

single as well as multi-objective formulations are used. It is observed that this results in 

better network voltage profile, VSI and environmental emission savings as compared to 

other optimization techniques like IA, BA, BFOA etc. Pareto analysis has been  carried 
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out for the optimal allocation of  Type-II DGs  corresponding to different case studies 

to maximize the benefits for the network operators. 

Chapter 7 details the analysis and investigation of maximizing the loadability of existing 

distribution networks. Network loadability enhancement has been carried out using 

Type-III DGs having varying power factors. The loadability enhancement of 33-bus and 

69-bus distribution networks is achieved using multi-objective approach based on ɛ-

constraints method. It is observed that simultaneous allocation of Type-III DGs and 

network reconfiguration results in maximum loadability enhancement. It is also found 

that this network loadability enhancement approach results in better values of network 

loadability indices like KMML, QLI and voltage profile with significant reduction in 

the network APL and computational time. 

8.2      FUTURE SCOPE OF WORK 

Some of the suggestions for future work as follows: 

1. Performance analysis by allocating renewable energy-based DG resources (solar and 

wind-based sources). 

2. Investigation of reliability analysis of the network by integrating dispatchable and 

non-dispatchable DG resources. 

3. Analysis involving simultaneous uncertainty of the DG resources and the load. 

4. Development of a framework for distribution network planning by simultaneously 

considering renewable DGs, battery energy networks, network reconfiguration, 

electric vehicles, capacitor banks etc. 

5. Development of a coordination control policy for collaboration of renewable energy  

based DGs and electric vehicle units accompanied by reactive power control devices 

 like tap changing transformers, shunt capacitors, FACTS devices etc. 
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Appendices 

Table A.1: System data of 33-bus test distribution system 

Branch Bus number Resistance 

(Ω) 

Reactance 

(Ω) 

Load at receiving end Maximum loading 

capacity (A) 
 

Sending Receiving P (kW) Q (kVAr) 

1 1 2 0.0922 0.047 0 0 400 

2 2 3 0.493 0.2511 100 60 400 

3 3 4 0.366 0.1864 90 40 250 

4 4 5 0.3811 0.1941 120 80 250 

5 5 6 0.819 0.707 60 30 250 

6 6 7 0.1872 0.6188 60 20 150 

7 7 8 0.7114 0.2351 200 100 150 

8 8 9 1.03 0.74 200 100 150 

9 9 10 1.044 0.74 60 20 150 

10 10 11 0.1966 0.065 60 20 150 

11 11 12 0.3744 0.1238 45 30 150 

12 12 13 1.468 1.155 60 35 150 

13 13 14 0.5416 0.7129 60 35 150 

14 14 15 0.591 0.526 120 80 150 

15 15 16 0.7463 0.545 60 10 150 

16 16 17 1.289 1.721 60 20 150 

17 17 18 0.732 0.574 60 20 150 

18 2 19 0.164 0.1565 90 40 250 

19 19 20 1.5042 1.3554 90 40 250 

20 20 21 0.4095 0.4784 90 40 250 

21 21 22 0.7089 0.9373 90 40 150 

22 3 23 0.4512 0.3083 90 40 250 

23 23 24 0.898 0.7091 90 50 250 

24 24 25 0.896 0.7011 420 200 250 

25 6 26 0.203 0.1034 420 200 250 

26 26 27 0.2842 0.1447 60 25 250 

27 27 28 1.059 0.9337 60 25 250 

28 28 29 0.8042 0.7006 60 20 250 

29 29 30 0.5075 0.2585 120 70 250 

30 30 31 0.9744 0.963 200 600 150 

31 31 32 0.3105 0.3619 150 70 150 

32 32 33 0.341 0.5302 210 100 150 

33 8 21 2 2 60 40 150 

34 9 15 2 2 0 0 150 

35 12 22 2 2 0 0 150 

36 18 33 0.5 0.5 0 0 150 

37 25 29 0.5 0.5 0 0 150 
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Table A.2: System data of 69-bus test distribution system 

Branch Bus number Resistance 

(Ω) 

Reactance 

(Ω) 

Load at receiving end Maximum loading 

capacity (A) Sending Receiving P (kW) Q (kVAr) 

1 1 2 0.0005 0.0012 0 0 400 

2 2 3 0.0005 0.0012 0 0 400 

3 3 4 0.0015 0.0036 0 0 400 

4 4 5 0.0251 0.0294 0 0 400 

5 5 6 0.366 0.1864 0 0 400 

6 6 7 0.381 0.1941 2.6 2.2 400 

7 7 8 0.0922 0.047 40.4 30 400 

8 8 9 0.0493 0.0251 75 54 400 

9 9 10 0.819 0.2707 30 22 400 

10 10 11 0.1872 0.0619 28 19 200 

11 11 12 0.7114 0.2351 145 104 200 

12 12 13 1.03 0.34 145 104 200 

13 13 14 1.044 0.34 8 5 200 

14 14 15 1.058 0.3496 8 5 200 

15 15 16 0.1966 0.065 0 0 200 

16 16 17 0.3744 0.1238 45 30 200 

17 17 18 0.0047 0.0016 60 35 200 

18 18 19 0.3276 0.1083 60 35 200 

19 19 20 0.2106 0.0696 0 0 200 

20 20 21 0.3416 0.1129 1 0.6 200 

21 21 22 0.014 0.0046 114 81 200 

22 22 23 0.1591 0.0526 5 3.5 200 

23 23 24 0.3463 0.1145 0 0 200 

24 24 25 0.7488 0.2475 28 20 200 

25 25 26 0.3089 0.1021 0 0 200 

26 26 27 0.1732 0.0572 14 10 200 

27 3 28 0.0044 0.0108 14 10 200 

28 28 29 0.064 0.1565 26 18.6 200 

29 29 30 0.3978 0.1315 26 18.6 200 

30 30 31 0.0702 0.0232 0 0 200 

31 31 32 0.351 0.116 0 0 200 

32 32 33 0.839 0.2816 0 0 200 

33 33 34 1.708 0.5646 14 10 200 

34 34 35 1.474 0.4873 19.5 14 200 

35 3 36 0.0044 0.0108 6 4 200 

36 36 37 0.064 0.1565 26 18.55 200 

37 37 38 0.1053 0.123 26 18.55 200 

38 38 39 0.0304 0.0355 0 0 200 

39 39 40 0.0018 0.0021 24 17 200 

40 40 41 0.7283 0.8509 24 17 200 

41 41 42 0.31 0.3623 1.2 1 200 
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Branch Bus number Resistance 

(Ω) 

Reactance 

(Ω) 

Load at receiving end Maximum loading 

capacity (A) Sending Receiving P (kW) Q (kVAr) 

42 42 43 0.041 0.0478 0 0 200 

43 43 44 0.0092 0.0116 6 4.3 200 

44 44 45 0.1089 0.1373 0 0 200 

45 45 46 0.0009 0.0012 39.22 26.3 200 

46 4 47 0.0034 0.0084 39.22 26.3 300 

47 47 48 0.0851 0.2083 0 0 300 

48 48 49 0.2898 0.7091 79 56.4 300 

49 49 50 0.0822 0.2011 384.7 274.5 300 

50 8 51 0.0928 0.0473 384.7 274.5 300 

51 51 52 0.3319 0.114 40.5 28.3 200 

52 9 53 0.174 0.0886 3.6 2.7 200 

53 53 54 0.203 0.1034 4.35 3.5 300 

54 54 55 0.2842 0.1447 26.4 19 300 

55 55 56 0.2813 0.1433 24 17.2 300 

56 56 57 1.59 0.5337 0 0 300 

57 57 58 0.7837 0.263 0 0 300 

58 58 59 0.3042 0.1006 0 0 300 

59 59 60 0.3861 0.1172 100 72 300 

60 60 61 0.5075 0.2585 0 0 300 

61 61 62 0.0974 0.0496 1244 888 300 

62 62 63 0.145 0.0738 32 23 300 

63 63 64 0.7105 0.3619 0 0 300 

64 64 65 1.041 0.5302 227 162 300 

65 11 66 0.2012 0.0611 59 42 300 

66 66 67 0.0047 0.0014 18 13 200 

67 12 68 0.7394 0.2444 18 13 200 

68 68 69 0.0047 0.0016 28 20 200 

69 11 43 0.5 0.5 28 20 200 

70 13 21 0.5 0.5 0 0 200 

71 15 46 1 0.5 0 0 200 

72 50 59 2 1 0 0 200 

73 27 65 1 0.5 0 0 200 
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               Table A.3: System data of 118-bus test distribution system 

Branch Bus number Resistance 

(Ω) 

Reactance 

(Ω) 

Load at receiving end 
 

Sending Receiving P (kW) Q (kVAr) 

1 1 2 0 0 0 0 

2 2 3 0.036 0.01296 0 0 

3 3 4 0.033 0.01188 133.84 101.14 

4 3 5 0.045 0.0162 16.214 11.292 

5 5 6 0.015 0.054 34.315 21.845 

6 6 7 0.015 0.054 73.016 63.602 

7 7 8 0.015 0.0125 144.2 68.604 

8 8 9 0.018 0.014 104.47 61.725 

9 9 10 0.021 0.063 28.547 11.503 

10 3 11 0.166 0.1344 87.56 51.073 

11 11 12 0.112 0.0789 198.2 106.77 

12 12 13 0.187 0.313 146.8 75.995 

13 13 14 0.142 0.1512 26.04 18.687 

14 14 15 0.18 0.118 52.1 23.22 

15 15 16 0.15 0.045 141.9 117.5 

16 16 17 0.16 0.18 21.87 28.79 

17 17 18 0.157 0.171 33.37 26.45 

18 12 19 0.218 0.285 32.43 25.23 

19 19 20 0.118 0.185 20.234 11.906 

20 20 21 0.16 0.196 156.94 78.523 

21 21 22 0.12 0.189 546.29 351.4 

22 22 23 0.12 0.0789 180.31 164.2 

23 23 24 1.41 0.723 93.167 54.594 

24 24 25 0.293 0.1348 85.18 39.65 

25 25 26 0.133 0.104 168.1 95.178 

26 26 27 0.178 0.134 125.11 150.22 

27 27 28 0.178 0.134 16.03 24.62 

28 5 29 0.015 0.0296 26.03 24.62 

29 29 30 0.012 0.0276 594.56 522.62 

30 30 31 0.12 0.2766 120.62 59.117 

31 31 32 0.21 0.243 102.38 99.554 

32 32 33 0.12 0.054 513.4 318.5 

33 33 34 0.178 0.234 475.25 456.14 

34 34 35 0.178 0.234 151.43 136.79 

35 35 36 0.154 0.162 205.38 83.302 

36 31 37 0.187 0.261 131.6 93.082 

37 37 38 0.133 0.099 448.4 369.79 

38 30 39 0.33 0.194 440.52 321.64 

39 39 40 0.31 0.194 112.54 55.134 

40 40 41 0.13 0.194 53.963 38.998 

41 41 42 0.28 0.15 393.05 342.6 
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Branch Bus number Resistance 

(Ω) 

Reactance 

(Ω) 

Load at receiving end 

Sending Receiving P (kW) Q (kVAr) 

42 42 43 1.18 0.85 326.74 278.56 

43 43 44 0.42 0.2436 536.26 240.24 

44 44 45 0.27 0.0972 76.247 66.562 

45 45 46 0.339 0.1221 53.52 39.76 

46 46 47 0.27 0.1779 40.328 31.964 

47 36 48 0.21 0.1383 39.653 20.758 

48 48 49 0.12 0.0789 66.195 42.361 

48 48 49 0.12 0.0789 66.195 42.361 

49 49 50 0.15 0.0987 73.904 51.653 

50 50 51 0.15 0.0987 114.77 57.965 

51 51 52 0.24 0.1581 918.37 1205.1 

52 52 53 0.12 0.0789 210.3 146.66 

53 53 54 0.405 0.1458 66.68 56.608 

54 54 55 0.405 0.1458 42.207 40.184 

55 30 56 0.391 0.141 433.74 283.41 

56 56 57 0.406 0.1461 62.1 26.86 

57 57 58 0.406 0.1461 92.46 88.38 

58 58 59 0.706 0.5461 85.188 55.436 

59 59 60 0.338 0.1218 345.3 332.4 

60 60 61 0.338 0.1218 22.5 16.83 

61 61 62 0.207 0.0747 80.551 49.156 

62 62 63 0.247 0.8922 95.86 90.758 

63 2 64 0.028 0.0418 62.92 47.7 

64 64 65 0.117 0.2016 478.8 463.74 

65 65 66 0.255 0.0918 120.94 52.006 

66 66 67 0.21 0.0759 139.11 100.34 

67 67 68 0.383 0.138 391.78 193.5 

68 68 69 0.504 0.3303 27.741 26.713 

69 69 70 0.406 0.1461 52.814 25.257 

70 70 71 0.962 0.761 66.89 38.713 

71 71 72 0.165 0.06 467.5 395.14 

72 72 73 0.303 0.1092 594.85 239.74 

73 73 74 0.303 0.1092 132.5 84.363 

74 74 75 0.206 0.144 52.699 22.482 

75 75 76 0.233 0.084 869.79 614.775 

76 76 77 0.591 0.1773 31.349 29.817 

77 77 78 0.126 0.0453 192.39 122.43 

78 65 79 0.559 0.3687 65.75 45.37 

79 79 80 0.186 0.1227 238.15 223.22 

80 80 81 0.186 0.1227 294.55 162.47 

81 81 82 0.26 0.139 485.57 437.92 
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Branch Bus number Resistance 

(Ω) 

Reactance 

(Ω) 

Load at receiving end 

Sending Receiving P (kW) Q (kVAr) 

82 82 83 0.154 0.148 243.53 183.03 

83 83 84 0.23 0.128 243.53 183.03 

84 84 85 0.252 0.106 134.25 119.29 

85 85 86 0.18 0.148 22.71 27.96 

86 80 87 0.16 0.182 49.513 26.515 

87 87 88 0.2 0.23 383.78 257.16 

88 88 89 0.16 0.393 49.64 20.6 

89 66 90 0.669 0.2412 22.473 11.806 

90 90 91 0.266 0.1227 62.93 42.96 

91 91 92 0.266 0.1227 30.67 34.93 

92 92 93 0.266 0.1227 62.53 66.79 

93 93 94 0.266 0.1227 114.57 81.748 

94 94 95 0.233 0.115 81.292 66.526 

95 95 96 0.496 0.138 31.733 15.96 

96 92 97 0.196 0.18 33.32 60.48 

97 97 98 0.196 0.18 531.28 224.85 

98 98 99 0.1866 0.122 507.03 367.42 

99 99 100 0.0746 0.318 26.39 11.7 

100 2 101 0.0625 0.0265 45.99 30.392 

101 101 102 0.1501 0.234 100.66 47.572 

102 102 103 0.1347 0.0888 456.48 350.3 

103 103 104 0.2307 0.1203 522.56 449.29 

104 104 105 0.447 0.1608 408.43 168.46 

105 105 106 0.1632 0.0588 141.48 134.25 

106 106 107 0.33 0.099 104.43 66.024 

107 107 108 0.156 0.0561 96.793 83.647 

108 108 109 0.3819 0.1374 493.92 419.34 

109 109 110 0.1626 0.0585 225.38 135.88 

110 110 111 0.3819 0.1374 509.21 387.21 

111 111 112 0.2445 0.0879 188.5 173.46 

112 111 113 0.2088 0.0753 918.03 898.55 

113 113 114 0.2301 0.0828 305.08 215.37 

114 101 115 0.6102 0.2196 54.38 40.97 

115 115 116 0.1866 0.127 211.14 192.9 

116 116 117 0.3732 0.246 67.009 53.336 

117 117 118 0.405 0.367 162.07 90.321 

118 118 119 0.489 0.438 48.785 29.156 

119 28 47 0.5258 0.2925 33.9 18.98 

120 18 28 0.5258 0.2916   

121 9 25 0.4272 0.1539   

122 44 55 0.48 0.1728   
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Branch Bus number Resistance 

(Ω) 

Reactance 

(Ω) 

Load at receiving end 

Sending Receiving P (kW) Q (kVAr) 

123 50 63 0.36 0.1296   

124 38 63 0.57 0.572   

125 10 41 0.53 0.3348   

126 59 97 0.3957 0.1425   

127 74 92 0.68 0.648   

128 76 89 0.4062 0.1464   

129 78 100 0.4626 0.1674   

130 84 109 0.651 0.234   

131 87 106 0.8125 0.2925   

132 111 119 0.7089 0.2553   

133 26 36 0.5 0.5   
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Table A. 4: Data for cost calculation [47] 

CostDG (US$/kVAr) nDG (year) AR Ke (US$/kWh) 

50 30 0.1 0.06 

 

 

Table A. 5: Emission data 

Source Emission rate (ER) (kg/MWh) 

Grid 
NOx CO2 SO2 

2.2952 921.25 3.5834 

 

 

Table A. 6: Normalized average daily load demand 

Hour Load demand (p.u.) Hour Load demand (p.u.) Hour Load demand (p.u.) 

1 0.64 9 0.87 17 0.96 

2 0.60 10 0.95 18 0.96 

3 0.58 11 0.99 19 0.93 

4 0.56 12 1.00 20 0.92 

5 0.56 13 0.99 21 0.92 

6 0.58 14 1.00 22 0.93 

7 0.64 15 1.00 23 0.87 

8 0.76 16 0.97 24 0.72 
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Table A.7: Pareto solutions for DSTATCOMs allocation in 33-bus and 69-bus network 

33-bus DSTATCOM allocation without reconfiguration Location Size(MVAr) Loss (MW) TACS ($) ES (ton) 

Open tie/Sectional switches  33 34 35 36 37 
 

30 1.25271 0.143602 16086.76 333.7047         
30 1.235594 0.143612 16159.69 333.6685         
30 1.218512 0.143643 16224.82 333.5141         
30 1.201465 0.143695 16282.19 333.2421         
30 1.184451 0.143767 16331.82 332.8528         
30 1.167467 0.143859 16373.76 332.3466         
30 1.150514 0.143972 16408.01 331.7239         
30 1.133589 0.144105 16434.62 330.9848         
30 1.11669 0.144259 16453.6 330.1298         
30 1.099818 0.144433 16464.98 329.159         
30 1.082969 0.144627 16468.77 328.0725 

                   
Location Size (MVAr) Loss (MW) TACS ($) ES (ton)       

12 30 0.468867 1.057751 0.135753 17735.09 377.7888       
12 30 0.458522 1.04487 0.135767 17834.55 377.7473       
13 30 0.389479 1.055923 0.135878 18052.79 377.1788       
13 30 0.3817 1.042073 0.135944 18125.82 376.8375       
13 30 0.373934 1.028254 0.136036 18189.01 376.3469       
13 30 0.36618 1.014462 0.136154 18242.38 375.7075       
13 30 0.358438 1.000698 0.136297 18285.98 374.9198       
14 30 0.3357 0.993098 0.136538 18333.06 373.5855       
14 30 0.328618 0.979122 0.13673 18356.78 372.521       
14 30 0.321545 0.96517 0.136947 18371 371.3119       
14 30 0.314481 0.95124 0.13719 18375.73 369.9584 

                 
Location Size (MVAr) Loss (MW) TACS ($) ES (ton)     

13 24 30 0.378685 0.544211 1.036665 0.132172 17151.6 398.194     
13 24 30 0.372906 0.501929 1.026376 0.132208 17399.04 398.0521     
13 24 30 0.367136 0.459813 1.016111 0.132312 17619.56 397.5078     
13 25 30 0.36486 0.345707 1.012074 0.132655 18027.08 395.6216     
13 25 30 0.358441 0.317762 1.000659 0.132848 18159.92 394.5633     
14 25 30 0.336835 0.291755 0.99528 0.133138 18289.17 392.9595     
14 25 30 0.330967 0.263942 0.983699 0.133437 18380.02 391.2874     
14 25 30 0.325106 0.236225 0.97214 0.13379 18450.47 389.3087     
14 25 30 0.319254 0.2086 0.960601 0.134196 18500.65 387.0249     
14 25 30 0.313409 0.181065 0.949081 0.134654 18530.68 384.4376     
8 14 30 0.198951 0.25438 0.894023 0.135771 18533.89 377.9498                

Location Size (MVAr) Loss (MW) TACS ($) ES (ton)   
7 14 24 30 0.44246 0.276537 0.482557 0.903932 0.130688 17038.8 406.3674   
7 14 24 30 0.414794 0.276455 0.444269 0.902136 0.130729 17327.37 406.2168   
7 14 24 30 0.387237 0.276372 0.406127 0.900335 0.130851 17584.46 405.5968   
7 14 25 30 0.372487 0.276289 0.311238 0.899344 0.131075 17994.16 404.4039   
7 14 25 30 0.342257 0.276207 0.286199 0.89735 0.131317 18161.14 403.0871   
8 14 25 30 0.275878 0.254763 0.268203 0.918126 0.131762 18376.92 400.6421   
8 14 25 30 0.256272 0.254686 0.242076 0.912009 0.132106 18481.42 398.7282   
8 14 25 30 0.236717 0.25461 0.216038 0.905903 0.132512 18562.45 396.4617   

14 25 30 32 0.319253 0.208605 0.765924 0.194117 0.133822 18639.87 389.1384   
8 14 30 32 0.222196 0.254456 0.70663 0.194102 0.135044 18666.18 382.0348   
8 14 30 32 0.198948 0.254379 0.69939 0.194088 0.135397 18673.08 380.0633 

             

Location Size (MVAr) Loss (MW) TACS ($) ES (ton) 

7 14 24 30 32 0.442451 0.276537 0.482567 0.709084 0.194235 0.130315 17178.33 408.4819 

7 14 24 30 32 0.414785 0.276455 0.444279 0.70731 0.19422 0.130355 17466.84 408.3308 

7 14 25 30 32 0.402823 0.276371 0.336372 0.706528 0.194205 0.130527 17940.16 407.439 

7 14 25 30 32 0.372479 0.276289 0.311244 0.704561 0.194191 0.130701 18133.53 406.517 

7 14 25 30 32 0.342249 0.276207 0.286205 0.702588 0.194176 0.130943 18300.46 405.2 

8 14 25 30 32 0.275873 0.254762 0.268209 0.723385 0.194161 0.131388 18516.2 402.7549 

8 14 25 30 32 0.256268 0.254686 0.242082 0.71729 0.194147 0.131733 18620.68 400.8411 

8 14 25 30 32 0.236712 0.25461 0.216043 0.711205 0.194132 0.132138 18701.68 398.5746 

8 14 25 30 32 0.217205 0.254534 0.190092 0.705129 0.194117 0.132605 18759.36 395.9577 

8 14 25 30 32 0.197745 0.254457 0.164224 0.699063 0.194103 0.133132 18793.87 392.9922 

8 14 25 30 32 0.178328 0.25438 0.138439 0.693006 0.194088 0.13372 18805.34 389.6799 
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33-bus DSTATCOM allocation with reconfiguration Location Size (MVAr) Loss (MW) TACS ($) ES (ton) 

Open tie/Sectional switches  7 9 14 32 37 
 

30 1.028339 0.101818 32425.54 570.9264         
30 1.010746 0.101829 32499.59 570.8751         
30 0.993209 0.10186 32565.61 570.7035         
30 0.975724 0.101912 32623.67 570.4124         
30 0.958291 0.101985 32673.83 570.0028         
30 0.940908 0.102079 32716.14 569.4753         
30 0.923574 0.102192 32750.65 568.8305         
30 0.906286 0.102326 32777.41 568.0693         
30 0.889043 0.102481 32796.48 567.1921         
30 0.871844 0.102655 32807.89 566.1996         
30 0.854687 0.102849 32811.68 565.0923 

                   
Location Size (MVAr) Loss (MW) TACS ($) ES (ton)       

21 30 0.642543 1.017259 0.095906 31818.13 604.4526       
8 30 0.434077 1.003214 0.095979 32773.99 604.1017       
8 30 0.412788 0.986041 0.096048 32919.28 603.733       
8 30 0.391595 0.96892 0.096163 33046.93 603.1017       
8 30 0.370493 0.95185 0.096323 33157.1 602.21       
8 30 0.34948 0.934828 0.096527 33249.95 601.0601       
9 30 0.293076 0.918463 0.097024 33387.9 598.2466       
16 30 0.224117 0.902362 0.09765 33531.87 594.6908       
16 30 0.213459 0.885304 0.097898 33562.56 593.2816       
17 30 0.18795 0.868545 0.098324 33591.95 590.8633       
17 30 0.178883 0.851546 0.098619 33597.72 589.1811 

                 
Location Size (MVAr) Loss (MW) TACS ($) ES (ton)     

8 24 30 0.445616 0.523925 0.96284 0.092585 31853.63 623.5248     
8 24 30 0.425034 0.481341 0.950273 0.09263 32172.59 623.3068     
8 25 30 0.406013 0.360249 0.946343 0.092913 32703.97 621.7291     
12 17 30 0.264341 0.1832 0.967922 0.094373 33466.62 613.321     
12 17 30 0.248924 0.177411 0.950854 0.094533 33576.99 612.4254     
13 17 30 0.20327 0.178404 0.934238 0.094846 33732.52 610.6646     
13 17 30 0.191896 0.171782 0.917214 0.095077 33802.37 609.364     
13 17 30 0.180567 0.165183 0.900236 0.095348 33856.5 607.8284     
13 18 30 0.171424 0.152162 0.883377 0.095696 33900.33 605.8536     
14 18 30 0.1531 0.147575 0.866574 0.0961 33926.34 603.5569     
14 18 30 0.142692 0.141372 0.849706 0.09648 33933.76 601.3963 

               
Location Size (MVAr) Loss (MW) TACS ($) ES (ton)   

12 16 24 30 0.29573 0.216744 0.520984 0.961979 0.090817 32229.34 633.6153   
12 17 24 30 0.288799 0.192381 0.478856 0.949545 0.090872 32589.63 633.3481   
12 17 25 30 0.274888 0.187164 0.358587 0.945527 0.091149 33120.46 631.8046   
13 17 25 30 0.222761 0.189754 0.331089 0.931916 0.091458 33407.37 630.0778   
13 17 25 30 0.211585 0.183252 0.302795 0.917902 0.091709 33579.83 628.6664   
13 17 25 30 0.200455 0.176774 0.274608 0.903927 0.092029 33725.17 626.8504   
13 17 25 30 0.18937 0.170319 0.246524 0.889992 0.092419 33843.6 624.633   
13 17 25 30 0.178328 0.163886 0.218541 0.876093 0.092879 33935.36 622.0173   
13 18 25 30 0.169439 0.151122 0.190778 0.862291 0.093441 34006.12 618.8145   
14 18 25 30 0.151548 0.146656 0.163131 0.848534 0.094086 34048.38 615.1346   
14 18 25 30 0.141404 0.140609 0.135403 0.834725 0.094738 34061.12 611.4084 

             

Location Size (MVAr) Loss (MW) TACS ($) ES (ton) 

6 12 16 25 30 0.301391 0.294977 0.216399 0.379063 0.852396 0.090257 32220.06 636.7874 

6 12 17 25 30 0.266807 0.288087 0.192116 0.354982 0.852312 0.090314 32597.93 636.5156 

6 12 17 25 30 0.231986 0.273178 0.186526 0.330741 0.852229 0.090456 32897.93 635.7388 

7 12 17 25 30 0.183871 0.258437 0.180994 0.3082 0.857528 0.090713 33181.81 634.3062 

7 12 17 25 30 0.154036 0.24363 0.175433 0.283575 0.855536 0.091034 33402.77 632.5003 

7 13 17 25 30 0.125009 0.19977 0.176377 0.259602 0.853585 0.091533 33650.54 629.6781 

8 13 18 25 30 0.115332 0.167263 0.121197 0.245259 0.889369 0.091921 33840.77 627.458 

8 14 18 25 30 0.102925 0.151899 0.121173 0.217571 0.875616 0.092457 33948.11 624.4116 

8 14 18 25 30 0.08632 0.144913 0.12115 0.189864 0.861841 0.093039 34020.01 621.099 

9 14 18 25 30 0.068294 0.140556 0.114112 0.16242 0.848184 0.093754 34066.34 617.0223 

9 14 18 25 30 0.055631 0.132449 0.114094 0.134824 0.83444 0.094456 34080.06 613.0123 
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69-bus DSTATCOM allocation without reconfiguration Location Size (MVAr) Loss (MW) TACS ($) ES (ton) 

Open tie/Sectional switches  69 70 71 72 73 
 

61 1.329822 0.151958 20748.73 410.9825         
61 1.314274 0.151967 20815.4 410.9561         
61 1.298753 0.151996 20874.94 410.8213         
61 1.283259 0.152043 20927.38 410.5787         
61 1.26779 0.15211 20972.75 410.2285         
61 1.252345 0.152195 21011.07 409.7711         
61 1.236924 0.152299 21042.38 409.2069         
61 1.221527 0.152421 21066.69 408.5362         
61 1.206151 0.152562 21084.03 407.7593         
61 1.190797 0.152722 21094.42 406.8764         
61 1.175463 0.152901 21097.88 405.8878 

                   
Location Size (MVAr) Loss (MW) TACS ($) ES (ton)       

17 61 0.36041 1.274986 0.146379 21462.48 442.7772       
17 61 0.34838 1.261186 0.146395 21572.79 442.7262       
17 61 0.336391 1.247412 0.146442 21671.15 442.4955       
17 61 0.324444 1.233665 0.14652 21757.67 442.0863       
18 61 0.312419 1.219961 0.14663 21832.71 441.4973       
18 61 0.300562 1.206263 0.14677 21895.74 440.7347       
18 61 0.288745 1.192587 0.14694 21947.16 439.7969       
18 61 0.276967 1.178935 0.147142 21987.04 438.6849       
18 61 0.265227 1.165305 0.147373 22015.44 437.3997       
21 61 0.237083 1.154209 0.147776 22041.36 435.1337       
21 61 0.22691 1.140395 0.148053 22046.73 433.5866 

                 
Location Size (MVAr) Loss (MW) TACS ($) ES (ton)     

11 21 61 0.41259 0.230187 1.232413 0.145057 20887.88 450.1938     
11 21 61 0.369176 0.230183 1.223284 0.145089 21111.37 450.0763     
12 21 61 0.297971 0.207262 1.221846 0.145264 21472.31 449.1595     
12 21 61 0.267479 0.207256 1.210871 0.14539 21611.46 448.4913     
12 21 61 0.237114 0.20725 1.199918 0.145565 21731.51 447.5381     
12 21 61 0.20687 0.207245 1.188989 0.14579 21832.63 446.3022     
12 21 61 0.176744 0.207239 1.178074 0.146063 21915.02 444.7859     
12 21 61 0.146737 0.207233 1.167181 0.146385 21978.82 442.992     
12 21 61 0.116846 0.207227 1.156308 0.146755 22024.2 440.9227     
21 61 64 0.237074 0.947303 0.206636 0.147439 22164.94 437.0243     
21 61 64 0.226901 0.933496 0.206633 0.147716 22170.31 435.4774 

               
Location Size (MVAr) Loss (MW) TACS ($) ES (ton)   

11 21 50 61 0.412002 0.230187 0.517446 1.232292 0.144274 18908.23 454.7197   
11 12 21 61 0.217575 0.174421 0.207268 1.223281 0.14496 21159.48 450.813   
11 12 21 61 0.174378 0.174398 0.207262 1.214172 0.145055 21358.39 450.3302   
12 21 61 64 0.267451 0.207256 1.003926 0.206658 0.145053 21735.12 450.3806   
12 21 61 64 0.237084 0.20725 0.992979 0.206654 0.145229 21855.14 449.4272   
12 21 61 64 0.20684 0.207244 0.982054 0.206651 0.145453 21956.26 448.1912   
12 21 61 64 0.176716 0.207239 0.971149 0.206647 0.145727 22038.62 446.6751   
12 21 61 64 0.146709 0.207233 0.960263 0.206644 0.146048 22102.41 444.8813   
12 21 61 64 0.116819 0.207227 0.949397 0.20664 0.146418 22147.79 442.812   
16 21 61 64 0.111446 0.145945 0.944185 0.206636 0.147163 22191.31 438.6005   
17 21 61 64 0.116732 0.125122 0.931196 0.206633 0.147489 22198.25 436.7689 

             

Location Size (MVAr) Loss (MW) TACS ($) ES (ton) 

9 12 21 50 61 0.327139 0.260156 0.207273 0.516743 1.209372 0.144004 18436.61 456.182 

11 21 50 61 64 0.368775 0.230183 0.313115 1.016253 0.206665 0.144091 20107.53 455.791 

11 12 21 61 64 0.174339 0.174395 0.207262 1.00722 0.206662 0.144719 21482.1 452.2192 

11 12 21 61 64 0.131328 0.174374 0.207256 0.998138 0.206658 0.144877 21656.68 451.3747 

12 21 59 61 64 0.23084 0.20725 0.096208 0.91516 0.206654 0.145115 21841.71 450.0448 

12 21 61 64 66 0.178329 0.207244 0.980277 0.206651 0.040218 0.145386 21937.25 448.5722 

12 21 59 61 64 0.172218 0.207239 0.069375 0.915007 0.206647 0.145634 22033.01 447.182 

12 17 21 61 64 0.126751 0.102031 0.125124 0.960262 0.206644 0.145995 22122.1 445.1829 

12 17 21 61 64 0.096865 0.102021 0.125124 0.949396 0.20664 0.146365 22167.48 443.1137 

17 21 61 64 68 0.105563 0.125123 0.939385 0.206636 0.058059 0.146826 22198.74 440.5197 

17 21 61 64 69 0.101679 0.125122 0.92764 0.206633 0.038249 0.147233 22206.63 438.233 

             

      



212 
 

      

69-bus DSTATCOM allocation with reconfiguration Location Size (MVAr) Loss (MW) TACS ($) ES (ton) 

Open tie/Sectional switches  14 56 61 69 70 
 

61 1.038301 0.073422 50906.78 857.1781         
61 1.011528 0.073438 51019.87 857.1062         
61 0.984885 0.073486 51120.45 856.8499         
61 0.95837 0.073566 51208.68 856.4113         
61 0.931979 0.073677 51284.7 855.7927         
61 0.90571 0.073819 51348.67 854.9959         
61 0.879558 0.073992 51400.73 854.0231         
61 0.853522 0.074195 51441 852.876         
61 0.827597 0.074428 51469.61 851.5564         
61 0.801781 0.07469 51486.69 850.066         
61 0.776071 0.074983 51492.36 848.4065 

                   
Location Size (MVAr) Loss (MW) TACS ($) ES (ton)       

61 64 1.0382 0.341798 0.06739 51646.67 891.8316       
61 64 1.01143 0.330005 0.067413 51809.11 891.7211       
61 64 0.98479 0.318267 0.067482 51953.59 891.3455       
61 64 0.958279 0.306581 0.067597 52080.32 890.708       
61 64 0.931891 0.294948 0.067757 52189.52 889.8117       
61 64 0.905625 0.283365 0.067961 52281.41 888.6594       
61 64 0.879477 0.271832 0.068209 52356.18 887.2541       
61 64 0.853443 0.260348 0.0685 52414.02 885.5983       
61 64 0.827522 0.248911 0.068835 52455.13 883.6947       
61 64 0.801709 0.237521 0.069212 52479.66 881.5457       
61 64 0.776003 0.226176 0.069632 52487.81 879.1536 

                 
Location Size (MVAr) Loss (MW) TACS ($) ES (ton)     

11 61 64 0.383485 1.037928 0.34175 0.065593 50634.89 902.236     
11 61 64 0.334585 1.011192 0.329963 0.065645 51001.35 901.9576     
12 61 64 0.249975 0.984612 0.318235 0.065836 51472.11 900.8788     
12 61 64 0.21476 0.958124 0.306554 0.066055 51714.41 899.6359     
12 61 64 0.179715 0.931762 0.294925 0.06636 51923.11 897.8974     
12 61 64 0.14484 0.90552 0.283347 0.06675 52098.63 895.6695     
12 61 64 0.11013 0.879397 0.271818 0.067224 52241.39 892.958     
61 64 68 0.853394 0.260339 0.067732 0.067842 52363.1 889.4104     
27 61 64 0.059049 0.827517 0.205979 0.068646 52454.34 884.7775     
61 64 65 0.801707 0.185219 0.060781 0.069099 52484.5 882.1965     
61 64 65 0.776001 0.185216 0.047598 0.069539 52493.04 879.6855 

               
Location Size (MVAr) Loss (MW) TACS ($) ES (ton)   

11 50 61 64 0.382752 0.651597 0.952284 0.341679 0.064505 48539.42 908.2621   
12 21 61 64 0.285325 0.206778 1.011196 0.227672 0.065034 50984.61 905.4524   
12 21 61 64 0.24994 0.182991 0.984585 0.227663 0.065188 51306.16 904.5907   
12 21 61 64 0.214729 0.159334 0.958101 0.227653 0.065443 51588.03 903.1454   
12 21 61 64 0.179689 0.135806 0.931742 0.227644 0.065798 51830.75 901.1239   
12 21 61 64 0.144819 0.112402 0.905505 0.227635 0.066251 52034.83 898.5337   
12 22 61 64 0.110113 0.08912 0.879384 0.227462 0.066803 52201.07 895.375   
24 61 64 69 0.069373 0.853385 0.221194 0.067656 0.067531 52346.23 891.1981   
27 61 64 69 0.059042 0.827487 0.205979 0.040897 0.068225 52432.52 887.217   
61 64 65 69 0.801676 0.185238 0.060772 0.01428 0.068944 52479.98 883.0957   
61 62 64 65 0.776001 0.023003 0.162211 0.047597 0.069536 52494.22 879.7034 

             

Location Size (MVAr) Loss (MW) TACS ($) ES (ton) 

11 18 50 61 64 0.382675 0.238784 0.651276 0.952284 0.251106 0.063824 48141.33 912.1554 

12 21 50 61 64 0.284958 0.20668 0.447553 0.952162 0.227672 0.064053 49633.84 910.9507 

11 12 21 61 64 0.131723 0.154085 0.182982 0.98456 0.227663 0.065045 51202.16 905.4187 

11 12 21 61 64 0.083331 0.154084 0.159328 0.958085 0.227653 0.065339 51527.29 903.747 

12 21 61 64 69 0.139805 0.135806 0.931742 0.227644 0.039878 0.06579 51833.63 901.168 

12 21 61 64 65 0.110113 0.072822 0.879384 0.185227 0.058679 0.066784 52207.46 895.4835 

12 24 61 64 69 0.035689 0.069371 0.853379 0.221194 0.039878 0.067461 52337.72 891.6036 

12 24 61 64 69 0.035689 0.069371 0.853379 0.221194 0.039878 0.067461 52337.72 891.6036 

24 61 64 65 68 0.032108 0.827486 0.185221 0.052951 0.040924 0.068166 52431.1 887.5544 

26 61 64 65 69 0.020502 0.801695 0.185219 0.044001 0.014255 0.068901 52479.4 883.3385 

27 61 62 64 65 0.006035 0.776004 0.022991 0.162217 0.042502 0.069525 52494.29 879.7684 
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