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ABSTRACT 

 

 

In this research work classification of the subjects using their respective single trial 

EEG signals is done based on the ensemble synchronization and the phase based on 

the wavelet transform. Phase synchronization matrix is formed based on the 

instantaneous parameters of the wavelet-based phase estimation between the EEG 

channels. Frobenius norm is used for the normalization of the ensemble 

synchronization so that it can be compared with the other subjects on the 0 to 1 

scale. Lower gamma band intrahemispheric area of the brain was studied as from 

the other research work this band is mainly responsible for the long-range 

coordination of the cognitive process and thus is an important factor for the 

classification of the subject into healthy or the schizophrenic one. It was observed 

that this process classified the subject into their respective category with an 

accuracy of 75% as compared to the other models using the Hilbert transform based 

which gave an accuracy of about 70%. This is due to the time frequency localization 

property of the wavelet transform. 
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CHAPTER 1 

INTRODUCTION 

Significant progresses have been done in the past years for the detection of the early 

stages of the schizophrenia by the biochemical, genetic, neuroimaging, and 

neurophysiological biomarkers such as Electroencephalography (EEG). EEG signal 

tracks the connection between the neurons in the recording sites of the scalp and 

accordingly produces the electrical signal with milliseconds precision. The brains 

physiology can be understood from the EEG signal recorded and by identifying the 

unusual frequency patterns. Different rhythms along with the frequency bands are used 

for describing the activity of the brain [1]-[3]. The important bands are given as: alpha 

(8-13 Hz, 30-50 μV amplitude), beta (13-30 Hz, 5-30 μV amplitude), gamma (≥ 30 

Hz), delta (0.5-4 Hz), and theta (4-7 Hz, ≥ 20 μV amplitude). 

The Brain Computer Interface (BCI) provides direct connection path from the human 

intentions of the brain signal to the computers. This helps in recording and gathering of 

the data or what the response of humans are towards a particular input. The various 

functions of human are related to or involves the processes of thinking and reasoning, 

involves the combination of different brain areas. Even for performing simple tasks 

different areas of brains are used and they must be in perfect phase synchronization. 

Brain synchronization can be referred to as the process which leads to the mental 

clarification in the decisions and the awareness that occurs when the left and the right 

hemispheres of the brain are synchronized. When any of the activity occurs, the left and 

the right hemispheres of the brain simultaneously works together. It can be described as 

the brain synchrony or the hemispherical synchronization. It is the result of the 

production of the same brain waves by both of the hemispheres of the brain. 

Synchronization occurs in the living nature. Synchronization concept in the living 

nature has been studied to model the interaction between the different physiological 

subsystems that represents oscillatory behaviour. One very important is the interaction 

of the human cardiovascular and respiratory systems. This synchronization term is also 

related with neuroscience problem. The synchronization is a critical mechanism for the 

neuronal information processing with brain area and the communication between 
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different brain areas. This synchronization is also responsible for the binding of 

different visual pattern as a whole. Synchronization also plays an important role in the 

neurological diseases. So, analysis of synchronization is important for the 

understanding of the physiological brain function and various neurological disease. 

Synchronization in living nature is a mechanism by which different brain regions 

coordinates. Abnormal synchronization results in the neurological disorders. In neural 

signal processing the synchronization is divided into two classes that is phase 

synchronization and amplitude synchronization. 

Binding problem in neuroscience is the method in which an array of parallel processing 

occurs in the brain at any given time. The diverse neuronal activities are related to a 

single stimulus and are bound together or integrated. Binding problem in neuro science 

refer to method of integration of diverse neuronal activities that relate to a single 

stimulus due to array of parallel processing occurring in brain at any time. The 

synchronous activity in specific narrow band frequency ranges are the mechanism 

involved in distributed network binding and gamma band is important for this 

mechanism. 

Synchronization of these neuronal activity, which are associated with network 

oscillations [4], provides a means for combining the anatomically distributed processes 

in the brain. But neuronal processing is associated with the simultaneous oscillations in 

the frequency bands. Thus, for unified perceptual experience from more than one input 

or multiple input phase synchronization is important. At the level of neural ensembles, 

large number of neurons synchronization activity gives rise to macroscopic activity, and 

these macroscopic activity results in macroscopic oscillations, leading to the 

development of a signal [5]. Such signals are termed as electroencephalogram (EEG). 

The pattern changes related to spatial and temporal in the EEG can be used to know the 

actual movement, imagined movements (thought) or observation of the movements or 

thoughts. 

Phase synchronization is involved in different memory processes, attentive modulation 

and sensory perception, task execution, active planning, etc [6]. Schizophrenia is a 

chronic and severe mental or psychotic disorder that manifests itself by changing the 

patients mental (such as delusions or disturbances in thoughts), perception (which 

includes hallucinations), and functional activity. It is related with the aberrant brain 
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connectivity. Schizophrenia is a task assigned aberrant synchrony in the scalp of the 

EEG associated signals. Hence, the phase synchronization scalp EEG across the 

different regions of brain during the audio–visual integration task performance, in the 

view of individuating subjects with schizophrenia from the list of healthy subjects using 

a different approach of ensemble synchronization-based classification metric. 

Conventionally, the analysis was done by ensembling or average of more than two tasks 

were taken for extracting the important contrariness. But the signal by noise ratio among 

the recalled EEG and the instant EEG is much low. Thus, for increasing the transfer 

rates of information, single-trial recognition is alluring for the brain computer interface 

system. 

For improving the performance against the noise most of the existing 

electroencephalography analysis are based on or developed by using the averaging 

techniques over multiple trials. Classical averaging techniques in most of the case 

allows low ratio of the signal and noise (SNR). But if we average the signal over 

multiple simulation trials then it is possible to remove noise or its induced properties to 

some of the extent. It helps in the removal of trial to trial fluctuation in event related 

potentials (ERPs), thus it also deliberately neglects the transient response of the same 

type of stimuli. Attaining the single trial is much of a significant task. The reason for 

the following can be explained as follows: firstly, the response of the human brain to 

the external incentive is embedded in the EEG signals which have low signal to noise 

ratio (SNR), due to which the same response is very much difficult to achieve. Second 

case for the attainment of the single trial is that for a single trial, the correlation between 

most of the electrodes output is so powerless that the brains absolute response can be 

incompletely understood [6]. So, the different neuronal activity will not be correctly 

broken down such as power or the stimuli response latency, etc. Feature extraction is a 

technique of obtaining the desirable properties from the EEG signals, such that they can 

define or classify the signals into unique remainders. 

1.1 SINGLE TRIAL EEG CLASSIFICATION 

The most important researches in the area of the Brain Computer Interface (BCI) is the 

EEG signal analysis and classification [6]. Newer and more efficient techniques are 

being devised for analysing the EEG signals and extracting the relevant data from it. 
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The process of the EEG signal analysis and classification consists of the following three 

steps: 

• SIGNAL PRE-PROCESSING: In this process the filtering of the specific portion is 

done which is more important from the analysis point of view. For example, the gamma 

band is much important for the long-range coordination of the signals in the brain. In 

this process the artifacts are also removed which creeps due to the blinking of the eye, 

muscular activity, etc. 

• FEATURE EXTRACTION: In this step the extraction of those feature takes place of 

the signal which displays the characteristics properties of the of EEG signal which are 

unique to the signal and thus are suitable for the purpose of classification. Due to this 

extraction feature the total amount of data that is fed to the system is drastically reduced 

and thus it leads to the decrease in the processing time for the BCI system. Most 

commonly used features for the classification includes the FFTs, the PSDs, the auto 

regressive coefficients, the multivariate autoregressive coefficients and the time-

frequency transforms. Spatial filtering of the multi-channel EEG signal is also 

performed for taking out the discriminatory information from the signals. For 

identifying which electrodes provide better discriminatory information different 

techniques used are the neural network feature selector, fuzzy entropy-based feature 

ranking and the signal to noise ratio-based technique 

• THE CLASSIFICATION PROCESS: In this process the demarcation boundary is to 

be identified for the different classes of the signals in the feature space. Different 

approach is used for this classification such as neural networks or the support vector 

machines or the logistic regression-based classifier. 

1.2  LOGISTIC REGRESSION  

The output variable is known that is denoted by Y and further aim is modelling of the 

probabilities that is P (Y=1 | X=x). All the parameters which are not known have to be 

estimated by using the maximum likelihood criteria. This estimation can be performed 

by different ways: 

1. First method is to consider p(x) as a linear function of x. The increase or decrease 

in the value of x causes an increase or decrease in the value of probability. The main  
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thing to be kept in mind is that the value of the probability must be in the range of 

0 and 1. Also the linear functions are bounded functions. In many cases it has been 

seen that the small change in the value of p needs a big change in the value of x. 

Linear model doesn’t have the capability to pursue this. 

2. Second method after method one fails is that, assume log p(x) as a linear function 

which is linear with respect to x. According to this if there is a change in the input 

then the probability gets multiplied by a static value. But the difficulty in this is that 

the log function is inbounded in only one direction but linear functions are 

unbounded in both of the directions. 

3. Third method which is the easiest of all is to consider a log function as log
𝑝

1−𝑝
 which 

is also said as the logistic transformation. 

  

This third case is termed as the logistic regression. It can be more specifically defined 

as 

log
𝑝(𝑥)

1 − 𝑝(𝑥)
=  𝛽0 + 𝑥 ∙  𝛽 

… (1.1) 

Further it can be solved for p as  

 

𝑝(𝑥; 𝑏, 𝑤) =  
𝑒𝛽0+𝑥 ∙ 𝛽

1 +  𝑒𝛽0+𝑥 ∙ 𝛽
=  

1

1 + 𝑒−(𝛽0+𝑥 ∙ 𝛽)
 

… (1.2) 

For the minimization of this error rate, Y=1 must be considered when the value of 𝑝 ≥

0.5 and the value of Y = 0 when the value of 𝑝 < 0.5. According to the above sentence 

we can say that the value of Y=1 when the 𝛽0 + 𝑥 ∙  𝛽 value is non-negative.  Thus, this 

discussed regression that is the logistic regression model gives us the linear classifier. 

The decision boundary is selected by 𝛽0 + 𝑥 ∙  𝛽 = 0  solution, according to which if x 

is 1-D then it is a point, if x is 2-D then the decision boundary is a line. 

 

1.3 PHASE SYNCHRONIZATION 

 

Phase relation among the brain regions is an important criterion for the for determining 

the timing of the action potential in those regions. Phase synchronization is taken into 
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account for the two regions in the oscillation when the phases oscillation in these two 

regions are taken into account and are found to be correlated. 

The synchronization that occurs in the brain’s phase is one of the basic mechanisms of 

the neural mechanism. This is an important criterion for communication between the 

neurons and is important for multiple cognitive processes [7]. As the data has increased 

and the accuracy in most of the biological department has increased but the basics of 

these functions and their underlying fact is missing. Thus, in this topic the main focus 

was on what is the role of phase synchronization in the various memory process. And 

this is the most important task that is to be proceeded with. This can help in 

understanding how the simple phase synchronization can help in the basic 

understanding of the various neurophsycotic diseases. 

Phase synchronization functions with respect to the neural communication and by the 

experiments involved it backs the inference in the frequency range which is associated 

mainly with the gamma band that it makes a transient union among the brain regions 

that reflects a particular property of the stimulus [8]-[9]. For example, when we see the 

Taj Mahal, information about its color (white), its architecture (historical) and its 

location is refined in different blocks or regions of the brain. And these data that has 

been processed must be interlinked to each other such that our brain assigns them to the 

same object or class. Due to this binding phenomenon it assures us that phase 

synchronization plays an important role in the neural connectivity. 

 

1.4 HILBERT TRANSFORM 

Hilbert transform is a particular linear operator which considers a function, u(t) of a real 

variable and it gives alternative signal as output that is H[u(t)]. The Hilbert operator is 

defined as the convolution with the function 1/𝜋𝑡: 

𝐻[𝑢(𝑡)] =  
1

𝜋
 ∫

𝑢(𝜏)

𝑡 − 𝜏
 𝑑𝜏

∞

−∞

 

… (1.3) 

In terms of the frequency domain this Hilbert transform has a simple representation that 

is it imparts the phase shift of 900 to every components of the Fourier transform. We 

can take a function cos (ωt) in which ω > 0, then its Hilbert transform will be cos (ωt-
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900). This Hilbert transform is a much important task in the signal processing as it 

derives the analytical representation of the real valued signal u(t). 

1.5 WAVELET TRANSFORM 

Wavelet transform has the resemblance to the Fourier transform (or much more to the 

windowed Fourier transform) but it has totally different merit function. As the Fourier 

transform decomposes the signal in the cosines and sines that is the function localised 

in the Fourier space, the wavelet transform considers those functions that are localized 

in both the Fourier and the real space. Wavelet transform is given as: 

𝐹(𝑎, 𝑏) =  ∫ 𝑓(𝑥) 𝜓(𝑎,𝑏)
∗ (𝑥) 𝑑𝑥

∞

−∞

 

… (1.4) 

where,  * is referred to as the complex conjugate and the function 𝜓 is some function. 

This  𝜓 is chosen such that it follows certain rules. 

It can be seen that the wavelet transform consists of the infinite set of various 

transforms, which further depends on the merit function which is used for its 

computation. Thus, wavelet transforms can be used in multiple situations and 

applications. Also, there are many ways in which we can consider the type of the 

wavelet transform to be used. Such as orthogonal wavelets can be used for the discrete 

wavelet transform development and the non- orthogonal wavelets for the continuous 

wavelet transform development. These two transforms have the following properties: 

1. The Discrete Wavelet Transform outputs the data vector which have the same length 

as that of the input. Most of the outputs in this vector are almost zeros. This is 

because the decomposition is done into the set of functions that are orthogonal to its 

translations and scaling. Hence, we decompose those signals into lower no. of the 

wavelet coefficients spectrum that is as many as the input data are present. 

Redundancy is removed in this process completely. The construction of the wavelets 

can be done from a scaling function as it describes its scaling properties. The 

restriction that the scaling functions must be orthogonal to its discrete translations 

implies some mathematical conditions on them which are mentioned everywhere, 
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e.g. the dilation equation (1.5). The area between the functions must be normalized 

and the scaling function must be orthogonal to its integer translations (1.6) 

 

𝜑(𝑥) =  ∑ 𝑎𝑘 𝜑 ( 𝑆𝑥 − 𝑘 )

∞

𝑘=−∞

 

… (1.5) 

∫ 𝜑 (𝑥) 𝜑 (𝑥 + 𝑙) 𝑑𝑥
∞

−∞

=  𝛿0,𝑙 

… (1.6) 

2. The Continuous Wavelet Transform given an output of one dimension greater than 

the input data. It is the implementation of the wavelet transform by using arbitrary 

scales and almost arbitrary wavelets. The wavelets used are not orthogonal and the 

data obtained by this transform are highly correlated. The choice of wavelet that is 

to be used is of much importance. Using this wavelet choice, we can influence the 

time and frequency resolution of the result. If we use the Morlet wavelet for example 

(real part – damped cosine function) we can expect high frequency resolution as 

such a wavelet is very well localized in frequencies. In contrary, using Derivative 

of Gaussian (DOG) wavelet will result in good time localization, but poor one in 

frequencies. 

 

1.6 ORGANIZATION OF THE THESIS 

This thesis is organized as follows: 

Chapter 1 presents the introduction to the parameters which are used in the work 

Chapter 2 presents various quantitative methods used in this work such as logistic 

regression, ensemble synchronization, likelihood rating, etc. in brief. 

Chapter 3 presents brief theory of wavelet transform. 

Chapter 4 presents the theory on the logistic regression classifier used in the work. 

Chapter 5 presents problem statement and simulation results. 

Chapter 6 presents conclusion and future work. 
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CHAPTER 2 

QUANTITATIVE METHODS 

 

2.1 DEVELOPMENT OF THE MODEL 

In the development of this model, the main aim was to classify the subjects as either 

healthy or schizophrenic. Single trial was used so that the system developed can be 

applied in the real time scenarios too. Ensemble synchronization was used as a feature 

by combining the data from multiple channels of a subject. Ensemble consisted of all 

the areas of the brain which was involved in the execution of the cognitive tasks such 

as judgement, attention, problem solving, thinking or imagination, so that the difference 

in the subject’s presentation among them is anticipated. As we have studied in chapter 

two that the gamma band is responsible for the extended range of coordination, thus 

intra-hemispheric synchronization was considered. 

2.2 FLOWCHART OF THE PROPOSED MODEL 

 

 

EEG Data Acquisition 

 

 

Wavelet Transform 

 

 

Wavelet Phase 

Estimation 
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Ensemble Synchronization 

 

 

Testing Hypothesis  

 

                                         

                                             Feature Selection window of  

Ensemble Synchronization 

 

                                                    

Classification using 

Logistic Regression 

 

Fig 2.1 Flowchart of the model. 

 

2.3 QUANTITATIVE ANALYSIS 

The steps for the classification of the subjects can be divided to seven parts which are 

named as: 

a) Hilbert Phase synchronization, 

b) Wavelet phase synchronization, 

c) Measurement by ensemble synchronization, 

d) Phase synchronization’s statistical significance, 

e) Logistic Regression, 

f) Classification based on logistic regression, 

g) Performance of the classifier and 

h) Likelihood rating. 
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2.4 CALCULATION OF PHASE VIA WAVELET  

Let g(t) be analytic wavelet function of whose Fourier transform is given by 𝑔̂(𝑤) 

which satisfies the condition for any of the given signal,  

𝑔(𝑡) ∈  𝐿1 (𝑅 , 𝑑𝑡) ∩ 𝐿2 (𝑅 , 𝑑𝑡) 

𝑔̂(𝑤)  ∈  𝐿1( 𝑅\{0}, 𝑑𝑤/|𝑤| )  ∩  𝐿2( 𝑅\{0}, 𝑑𝑤/|𝑤| ) 

Where,  𝑠(𝑡) ∈  𝐿2 (𝑅, 𝑑𝑡). 

For a signal s(t) the wavelet transform that is WT is defined according to the g(t), in 

which t and b ∈ Real number and a > 0, 𝑔̅(t) denotes the conjugate of g(t). 

𝑆(𝑏, 𝑎) =
1

𝑎
 ∫ 𝑠(𝑡)𝑔̅ (

𝑡 − 𝑏

𝑎
)

∞

−∞

𝑑𝑡 

… (2.1) 

 

2.5 THEOREMS  

Theorem 1 [10]: Consider a signal s(t) with finite energy and an analytic equation of 

wavelet as g(t). We define S (b, a) as the wavelet transform of the above given signal in 

accordance to g(t). The wavelet transforms of s(t), that is S (b, a) is a complex function 

in accordance to the real value of the variable “b” and the n the variable “a” is termed 

as the scaling factor. If we keep the variable “a” as constant then the imaginary part of 

the above function is the Hilbert transform of the real part. This statement can be proved 

in [10] and [11]. 

Theorem 2 [10]: Let g(t) be an analytic wavelet function and its real part be 𝑔𝑅(𝑡), and 

it is even. Also, we define as in the paper [10] 

𝐶𝑔 =  ∫ (
𝑔𝑅(𝑤)̂

𝑤
)  𝑑𝑤

∞

0

 

… (2.2) 

 where 0 < 𝐶𝑔 < ∞. It can be written for any random real number, s(t) ∈ 𝐿2(𝑅, 𝑑𝑡), and 
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1

𝐶𝑔
∫ 𝑆(𝑡, 𝑎)

𝑑𝑎

𝑎

∞

0

= 𝑠(𝑡) + 𝑗 𝐻[𝑠(𝑡)] 

… (2.3) 

Where, S (t, a) is defined above as the wavelet transform. H[s(t)] is the Hilbert transform 

of s(t). 

2.6 WAVELETS BASED ON THEOREM 2 

The most basic and the wavelet which satisfies the theorem 2 is Morlet wavelet. It is 

given as [19] 

𝑔(𝑡) =  𝑒𝑗𝑚𝑡𝑒−
𝑡2

2  (𝑚 > 6).  

… (2.4) 

The Morlet function satisfies the theorem 2 and it can easily be proved by [12]. This 

Morlet function can further be modified and is expressed as [10], 

          𝑔𝜏(𝑡) =  𝑒𝑖𝑚𝑡 𝑒−(1/2)[√2𝜎𝑚/(2𝜋𝜏)𝑡]2
  

= 𝑐𝑜𝑠(𝑚𝑡) 𝑒−(1/2)[√2𝜎𝑚/(2𝜋𝜏)𝑡]2
  

            + 𝑗 sin(𝑚𝑡) 𝑒−(1/2)[√2𝜎𝑚/(2𝜋𝜏)𝑡]2
 

where, 

               𝐶 = √2𝜎𝑚/(2𝜋𝜏), 

             m = Angular frequency, 

                𝜏 = Frequency in an envelope,  

                𝜎 = Precision number. 

Now when the value of 𝑚2/(4𝐶2) is much large then it satisfies the Theorem 2. 

Instantaneous Parameter for the signal s(t) thus can be defined as given below [10], 

𝑒(𝑡) =  √𝑠2(𝑡) +  𝐻2[𝑠(𝑡)] 
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                                                 𝜃(𝑡) = arctan (
𝐻[𝑠(𝑡)]

𝑠(𝑡)
) 

                                                 𝑓(𝑡) =  
1

2𝜋
 

𝑑

𝑑𝑡
[ arctan (

𝐻[𝑠(𝑡)]

𝑠(𝑡)
) ] 

Thus, we can formulate for the estimation of instantaneous parameter as, 

                                                𝑓(𝑡) =  
1

2𝜋
 
𝑠(𝑡)

𝑑𝐻[ 𝑠(𝑡) ]
𝑑𝑡

− 𝐻[ 𝑠(𝑡)]
𝑑𝑠(𝑡)

𝑑𝑡
𝑒2(𝑡) + 𝜖2𝑒𝑚𝑎𝑥

2
 

Where, 

                                                𝑒𝑚𝑎𝑥
2 =  max( 𝑒2(𝑡)),   and    0 <  𝜖 < 1 

consider, 𝑐1 =
√2𝜎𝑚1

2𝜋𝜏1
, 𝑐2 =

√2𝜎𝑚2

2𝜋𝜏2
, 𝜎 = 5, 𝜏1 =  𝜏2 = 4, 𝑚1 = 28.28, 𝑚2 =  42.43, 

and using all these parameters we can obtain [10] 

𝐻[𝑠(𝑡)] =  𝑒−(1/2)(𝑐1𝑡)2
sin(𝑚1𝑡) + 𝑒−(1/2)(𝑐2𝑡)2

sin(𝑚2𝑡) 

… (2.5) 

which can further be used in place of the Hilbert transform for getting the analytic 

wavelet signal. 

2.7 HILBERT PHASE SYNCHRONIZATION 

Phase refers to the instantaneous phase determined by the Hilbert transform. It is termed 

as the Hilbert phase synchronization. Hilbert phase synchronization between two ECoG 

(electrocorticoencephalogram) is computed as the phase synchronization between two 

chaotic oscillators. Phase locking between two periodic oscillators is defined as  

|𝜑𝑛,𝑚(𝑡)| < 𝑐,      𝜑𝑛,𝑚(𝑡) = 𝑛𝜑1(𝑡) − 𝑚𝜑2(𝑡) 

… (2.6) 

where, c is a constant, 𝜑1 and 𝜑2 are the phases pf the ECoG from the first and second 

channel respectively. The n:m phase locking between two signals is given by equation 

(2.6). Consider a signal s(t) such that it is in time domain. An analytic signal is defined 

ψ(t) such that the signal can be expressed as: 
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𝜓(𝑡) = 𝑠(𝑡) + 𝑗 𝑠(𝑡)̂  

and, 

𝜓(𝑡) = 𝐼(𝑡) exp  (𝑗 𝜑(𝑡)) 

where, 𝑠(𝑡)̂  is termed as the Hilbert transform of the signal as defined of s(t), j= √−1 , 

I(t) is termed as the instantaneous amplitude or the envelope and 𝜑(𝑡) is termed as the 

phase of the signal which is given by 𝜓(𝑡). 

𝑠(𝑡)̂ =  
1

𝜋
 ∫

𝑠(𝜏)

𝑡 − 𝜏
 𝑑𝜏

∞

−∞

 

… (2.7) 

where only Cauchy principle value is considered in equation (2.7). Physical 

interpretation of I(t) and 𝜑(𝑡) requires the narrow band of signal S(t). So, the lower 

gamma band (30-40 Hz) is used for synchronisation analysis as it is in narrow band.  

Ratio of centre frequency to band width in lower gamma band =35/10=3.5 

Ratio of centre frequency to band width in normal gamma range (30-80 Hz) = 55/50=1.1 

2.8 WAVELET PHASE SYNCHRONIZATION 

Consider a signal s(t) such that it is in time domain. An analytic signal is defined ψ(t) 

such that the signal can be expressed as 

𝜓(𝑡) = 𝑠(𝑡) + 𝑗 𝑊[𝑠(𝑡)] 

and, 

𝜓(𝑡) = 𝐼(𝑡) exp  (𝑗 𝜑(𝑡)) 

where, W{s(t)} is termed as the wavelet transform of the signal as defined of s(t), j=

√−1 , I(t) is termed as the instantaneous amplitude or the envelope and φ(t) is termed 

as the phase of the signal which is given by ψ(t). We have to take the narrowband signal 

as due to it the phase will not depend upon the amplitude that is it will be independent 

of the amplitude. The gamma band within the frequency of 30 to 40 Hz is a narrow band 

and as a substitute of the total gamma band in the 30 to 80 Hz this lower gamma band 
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is used since it is narrow enough for the amplitude to be independent of the phase. The 

approach for the Instantaneous phase difference at any time denoted by “t” is given as  

φ12(𝑡) =  φ1(𝑡) −  φ2(𝑡) 

where φ1(𝑡), φ2(𝑡) are termed as the first phase and second phase of the EEG signal 

pair. For two channels the synchronization parameter that is “s” is defined by the 

formula for a window 𝑊𝑡 as given [1]: 

𝑠12(𝑊𝑡) = | 
1

|𝑊|
 ∑ exp(𝑖 .  φ12(𝑡))

|𝑊|

𝑡=1
 |

2

 

… (2.6) 

where, the dimension of the analysis window “W” is defined by |W|. By the value of 

“s” we can determine whether the signal is synchronized or not. For hundred percent 

phase synchronization the value of “s” must be equal to 1 and for no phase 

synchronization the value of s must be equal to 0. Suppose we have a total of “n” EEG 

channels taken from each of the patient then the matrix of 𝐼𝑛(𝑡) which is symmetric in 

nature with dimension n x n is formed. The value of each of the matrix entries are 

denoted by 𝑎𝑖𝑗(𝑡) and in it the i and j denotes the channels of the EEG signal which has 

been calculated in the above equation. 

At the time of cross modal task, the EEG signals was extracted. It was performed by the 

segmentation of these EEG signals into the trials. Segmentation was done from one 

second pre and 2 second after the stimulus onset. The equ-ripple FIR filter was used for 

the band pass filtering of the collected EEG signals so that it can be attained in the lower 

gamma band within the frequency limit of 30 to 40 Hz. The band pass filter’s 

specification is as follows- 

Passband is at 30 and 40 Hz, 

Stopband is at 26 and 44 Hz, 

Attenuation of pass band = 0.5 dB, 

Attenuation of stop band = 40 dB. 
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The length of the analysis window which was used for the calculation of phase 

synchronization is 400 milliseconds. It was then moved to one time point in a particular 

time. For single hemisphere of the brain the dimension of the matrix is 35 x 35 and it is 

symmetric in nature.  

The centre line consists of a total of eight channels and these 8 channels are contained 

in both of the hemispheres which can be shown as [(62 − 8)/2] + 8 = 35 number of 

channels, contained for single hemisphere of the brain.  

2.9 MEASUREMENT BY ENSEMBLE SYNCHRONIZATION 

The matrices that we have obtained for the synchronization between the two channels 

must be ordered. Frobenius norm is used for this process. Consider that 𝑎𝑖𝑗 is the entry 

in matrix of “i” row and “j” column for the matrix named “I”. Thus, the norm is defined 

for each of the entry by the function ||𝐼|||
𝑝
, where p is a positive number and n is termed 

as total number of channels in the EEG signal. Frobenius norm is selected when we 

consider the value of p to be two [1]. 

||𝐼||𝑝 =  (∑ ∑(𝑎𝑖𝑗)𝑝

𝑛

𝑗=1

𝑛

𝑖=1

)

1/𝑝

 

𝛾 =  √
||𝐼||𝐹

2 − 𝑛

𝑛2 − 𝑛
  

… (2.7) 

where, “n” defines the number of channels in the EEG of each subject. The value of the 

function ensemble synchronization lies on the scale 0 – 1. If we have the highest value 

of synchronization then the value of the ensemble synchronization is exactly equal to 1. 

For the value of this variable to be 0, it means there is no synchronization. If the value 

of ensemble synchronization lies between 0 and 1 the it means it is partially 

synchronized with each other. Using the above values, we can infer which value of the 

ensemble synchronization shows the maximum synchronization. 
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2.10 PHASE SYNCHRONIZATION STATISTICAL SIGNIFICANCE 

Phase synchronization’s statistical significance can be determined by using the null 

hypothesis 𝐻0 property, that is if we consider two channels then the synchronization 

which is calculated above can be given  𝑠1,2 = 0 if the two channels selected above are 

not statistically important. The result which is used for the following hypothesis is to 

reject 𝐻0 if 𝑠1,2 > 𝑠0. 𝑠0 is dependent on a particular value of p and is given by the term 

100 × (1 − 𝑝) percentile based on the distribution. Using the phase synchronization 

that is based upon the wavelet transform in the window of 400 milliseconds, it is 

observed that 𝑠0 = 0.51 in the case of hundred pair of signals. For the value of p to be 

0.05 or 95% significance level. As the window is of a small duration so it is observed 

that the value of 𝑠0 is very high. It is based on out use of selection of the size of the 

window. If our need is to get a good temporal resolution then we should accordingly 

select the window length. Same type of the null hypothesis is done on the measure of 

ensemble synchronization that is γ. The decision rule which is accepted for the testing 

of null hypothesis that is 𝐻0is as follows: 

Reject 𝐻0: If γ > 𝛾0 that is if the observed ensemble synchronization γ is greater 

than the 𝛾0, where 𝛾0 = 100 × (1 −  p) percentile. 

Accept 𝐻0: If γ < 𝛾0 that is if the observed ensemble synchronization γ is less 

than the 𝛾0, where 𝛾0 = 100 × (1 −  p) percentile. 

Thus, by undertaking this ensemble synchronization measure it is observed that the 

value of 𝛾0 = 0.51 which is equal to 𝑠0. By using the above measure, we can say that 

the value of p is equal to 0.05. 

2.11 LOGISTIC REGRESSION 

Consider that the number of training data set be m and the number of features extracted 

to be n. And X is a feature matrix which can be expressed as [1]: 

𝑋 =  [ (𝑥(1))𝑇 (𝑥(2))𝑇  (𝑥(3))𝑇  …  (𝑥(𝑖))
𝑇

 …  (𝑥(𝑚))𝑇]
𝑇

  

𝑥(𝑖) =  [1  𝑥1
(𝑖)

   𝑥2
(𝑖)

 …   𝑥𝑗
(𝑖)

 …   𝑥𝑛
(𝑖)

] 

… (2.8) 
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The order of  𝑥(𝑖) is 1 × (𝑛 + 1) and it is termed as a feature vector for the 𝑖th sample. 

The value denoted by the  𝑥𝑗
(𝑖)

 is 𝑥(𝑖) 𝑗th feature. One line of extra ones is added and is 

set for the intercept term, mathematically it can be expressed as by the term  𝑥0
(𝑖)

= 1. 

The term by the braces (𝑥(𝑖), 𝑦(𝑖)) represents the 𝑖th sample. 𝑦(𝑖) is defined as the output 

class by the vector Y and it has the order 𝑚 × 1  

𝑦(𝑖) =  {
0,      𝐻𝑒𝑎𝑙𝑡ℎ𝑦 𝑆𝑢𝑏𝑗𝑒𝑐𝑡
1,      𝑆𝑐ℎ𝑖𝑧𝑜𝑝ℎ𝑟𝑒𝑛𝑖𝑎.  

 

The hypothesis function here is denoted by h and it maintains the output not to exceed 

out of the [0,1] range. Weight is used for the proper outcome of the output and is shown 

by the variable ℎ𝜃(𝑥(𝑖)) with the order 1 × (𝑛 × 1) and 

ℎ𝜃(𝑥(𝑖)) =  
1

(1 + exp(−𝑥(𝑖) ∙ 𝜃𝑇))
 

… (2.9) 

The classification is done by the single trial as given 

(𝑥(𝑖), 𝑦(𝑖)) =  {  
𝐻𝑒𝑎𝑙𝑡ℎ𝑦 𝑆𝑢𝑏𝑗𝑒𝑐𝑡,     𝑖𝑓 ℎ𝜃(𝑥(𝑖))  < 0.5

𝑆𝑐ℎ𝑖𝑧𝑜𝑝ℎ𝑟𝑒𝑛𝑖𝑎,         𝑖𝑓 ℎ𝜃(𝑥(𝑖))  ≥ 0.5
 

The main aim what we are left with is the minimization of the cost function such as to 

search the minimum value of 𝜃. And for avoiding the overfitting we regularize the data 

which is measured by the variable λ. 

2.12 CLASSIFICATION BASED ON LOGISTIC REGRESSION  

Total of three features were selected that were the ensemble synchronization measure 

denoted by γ. This value of γ was an array and a window of 300 milli-second was 

considered over the three intervals that was from the stimulus onset to 300 milli-second 

(first feature), from the response time that is from 100 milli-second to 400 milli-second 

(second feature), and the last feature from stimulus offset to 300 milli-second before it 

[13]. The trials of who’s the values were at maximum of two standard deviations away 

from mean was considered. The purpose of using this is that if the subject responded 

very quickly or there was enough time difference then it might have been due to the 

confusion or due to hate or any personal reasons. 
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2.13    PERFORMANCE OF THE CLASSIFIER 

For each of the stimulus, the logistic regression model was trained for a total of 20 data 

sets of who’s each subject with four EEG channels were considered. Out of the 20, 

halves were healthy subject and the other half belonged to the schizophrenic patient. 

Training was done for the 20 subjects and using the above data the accuracy was seen. 

Of the 10 healthy subjects using the Hilbert based phase analysis and classification 7 

outcomes were correct and for the 10 schizophrenic subjects using the Hilbert based 

phase analysis and classification 7 outcomes were correct, that is it showed an accuracy 

of 70%. When the wavelet-based method was used for the analysis of the classification 

of the 10 healthy subjects 7 outcomes were correct and for the 10 schizophrenic subjects 

8 outcomes were correct, that is it showed an accuracy of 75%. 

2.14 LIKELIHOOD RATING 

For each subject the likelihood can be assigned where the likelihood is denoted by 

𝑙𝑖𝑘 (𝑠𝑗) and 𝑠𝑗 denotes a particular subject. This shows whether the subject belongs to 

the healthy or the schizophrenic group. The likelihood function is thus given by 

𝑙𝑖𝑘 (𝑠𝑗) =  
1

𝑡𝑟 (𝑠𝑗)
 ∑ 𝑠𝑐𝑜𝑟𝑒 (𝑖, 𝑠𝑗)

𝑡𝑟 (𝑠𝑗)

𝑖=1

 

… (2.10) 

𝑠𝑗  ∈  {
ℎ𝑒𝑎𝑙𝑡ℎ𝑦 𝑠𝑢𝑏𝑗𝑒𝑐𝑡,   𝑙𝑖𝑘 (𝑠𝑗)  < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 

𝑠𝑐ℎ𝑖𝑧𝑜𝑝ℎ𝑟𝑒𝑛𝑖𝑐,       𝑙𝑖𝑘 (𝑠𝑗)  ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
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CHAPTER 3 

WAVELET TRANSFORM 

3.1 INTRODUCTION 

In the middle of 1980’s wavelet transform was introduced as a new kind of 

mathematical tool. For locally analysing the nonstationary and wide band signal with 

fast transition wavelet transform shows efficient results. In wavelet transform time 

signal is mapped to time scale joint representation which is analogous to Wigner 

distribution, ambiguity function and short-time Fourier transform action over the time 

signal. In it the signal’s temporal aspect is conserved. It is also used for multiresolution 

analysis of the signal in terms of dilated windows.  

Narrow windows are used for the analysis at high frequency and for the analysis at lower 

frequency wide windows are used. The wavelet transform can also be called as constant-

Q analysis. With the help of wavelet functions like translation and dilation the base of 

wavelet transform is formed. For reconstructing the original signal by the inverse 

wavelet transform such kind of wavelet functions provide the suitable required 

conditions. The regularity condition is also fulfilled by the wavelets such that decrement 

in wavelet coefficient occur along with the decrement in the scale. Locality is shown in 

both the time and frequency domain by the wavelet transform.  

The discrete wavelet transforms with discrete translation and dilation of continuous 

wavelets [14] can be used for reducing the product of time and bandwidth. Scaling based 

function i.e. orthonormal wavelet transform is used for the multiresolution analysis of 

the signal. At every level of resolution, the discrete translation of scaling function forms 

an orthonormal basis. The scaling function basis forms the wavelet basis. At every  level 

of resolution these two basis function are mutually orthogonal. Average approximation 

is made by projecting function orthogonally over the scaling function. The difference 

between the two approximations at two adjacent resolution level is represented by the 

orthogonal projection onto wavelet basis [15]. Both the regularity condition as well as 

the orthonormality condition is satisfied by the scaling functions and the wavelets. 
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The two discrete high pass and low pass band filters those are Para unitary perfect 

quadrature mirror filters with additional regularity development in sub-band coding 

theory are used in multiresolution analysis framework for the computation of the 

decomposition and reconstruction in discrete orthonormal wavelet. O(L) operations 

where length is L of the data vector is required for discrete wavelet transform in tree 

algorithm. Here the product of bandwidth and time of the output of the wavelet 

transform is increased slightly according to the signal. It is a powerful tool for image 

processing, pattern recognition and multiresolution analysis of local spectrum of 

nonstationary signal like seismic, radar, sound, sonar and ECG signals.  

3.2 CONTINUOUS WAVELET TRANSFORM 

Consider L as the vector space of the measurable, square-integrable functions. The 

continuous wavelet transform of a function f(t) ϵ Z is merely the decomposition of the 

function ℎ𝑠,𝜏(𝑡) called the wavelets: 

𝑊𝑓(𝑠, 𝜏) =  ∫ 𝑓(𝑡) 𝜓𝑠,𝜏
∗ (𝑡) 𝑑𝑡 

… (3.1) 

Here * denotes the conjugate function but most of the wavelets are real valued functions. 

The generation of the wavelets occurs from the single basic wavelet (mother wavelet) 

by the method of scaling and translating that is given as: 

𝜓𝑠,𝜏(𝑡) =  
1

√𝑠
 𝜓 ( 

𝑡 − 𝜏

𝑠
 ) 

… (3.2) 

Here 𝜏 is the translation factor and s is the scaling factor. Usually scaling factor is taken 

as positive i.e. s >0. When s >1 then wavelets are dilated. And when s <1 then wavelets 

are contracted. ℎ𝑠,𝜏(𝑡) is generated from the basic wavelets having different locations 𝜏  

and scales s having identical shapes. √𝑠 is a constant which denotes the energy 

normalisation of the wavelets. 

The normalisation of the wavelet is done as following: 
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∫|𝜓𝑠,𝜏(𝑡)|
2

 𝑑𝑡 =  ∫|𝜓(𝑡)|2𝑑𝑡 = 1 

… (3.3) 

It is normalised such that the wavelets have the same energy scaled by the factor s. The 

normalisation can also be done with respect to the amplitude as following: 

∫|𝜓𝑠,𝜏(𝑡)|𝑑𝑡 = 1 

… (3.4) 

In above case the normalisation constant is 𝑠−1 instead of 𝑠−1/2 and with the help of 

basic wavelets, the wavelets can be generated as: 

𝜓𝑠,𝜏(𝑡) =  
1

𝑠
 𝜓 ( 

𝑡 − 𝜏

𝑠
 ) 

… (3.5) 

On substituting equation (3.2) into equation (3.5) the wavelet transform can be written 

as correlation between the signal and the scaled wavelets h(t/s): 

𝑊𝑓(𝑠, 𝜏) =  
1

√𝑠
 ∫ 𝑓(𝑡) 𝜓∗  ( 

𝑡 − 𝜏

𝑠
 )  𝑑𝑡  

… (3.6) 

 

MORLET WAVELET 

The most commonly used complex wavelet is the Morlet wavelet. The mother wavelet 

is given as, 

𝜓(𝑡) =  𝜋−
1
4  (𝑒𝑗𝜔𝑡 −  𝑒−

𝜔2

2 ) 𝑒−
𝑡2

2  

… (3.7) 
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where,  𝜔 is termed as the central frequency of the mother wavelet. For correcting the 

non-zero mean of the complex sinusoid 𝑒−
𝜔2

2  term is used. This term will be negligible 

when 𝜔 > 5. Hence in most of the work the mother wavelet of the Morlet wavelet is: 

 

𝜓(𝑡) =  𝜋−
1
4 (𝑒𝑗𝜔𝑡) 𝑒−

𝑡2

2  

… (3.8) 

The Morlet wavelet transform provides a bridge between the frequency and time 

information [16] which can further be used in the biomedical signal processes for the 

neurological aspects as well as the head related trauma aspects. 

3.3 DISCRETE WAVELET TRANSFORM 

In continuous wavelet transform one-dimensional time signal is mapped to a two-

dimensional time-scale joint representation. The time bandwidth product of the 

continuous wavelet transform is given as the square of the signal. But the main aim of 

the signal processing is to represent the signal as efficiently as possible with less 

parameters. The use of discrete wavelet transform can thus reduce the time bandwidth 

product of the outputs. 
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CHAPTER 4 

LOGISTIC REGRESSION AS A CLASSIFIER 

 

This chapter deals with the estimation of the probability function that is 𝑃 (𝑦𝑞 | 𝑆𝑝 , 𝑥𝑞) 

or we can say that if the system is 𝑆𝑝 and is fixed then for the input 𝑥𝑞 what is the 

probability of getting the output that is denoted by 𝑦𝑝. If the output is categorically 

defined then we can approximate the value of 𝑃 (𝑦𝑞 | 𝑆𝑝 , 𝑥𝑞) and is termed as the 

weighted logistic regression and its based on the memory. 

Consider a system such that its denoted by 𝑆𝑝, where the input space is taken to be two 

dimensional and the output to be Boolean. Consider we have the data (𝑥𝑞 , 𝑦𝑞) which is 

not depicted in the graph, then to label it we should know what type of the system it is. 

In this proposed weighted logistic regression, it is considered that the information of the 

system comes through the earlier observation of the system. 

4.1 CLASSIFICATION METHODS 

As the approximation of the function which is denoted by  𝑃 (𝑦𝑞 | 𝑆𝑝 , 𝑥𝑞) is a question 

for classification among themselves because the output y is categorically defined. Many 

classification techniques have been defined that includes: 

a) Nearest neighbour, 

b) Kernel regression, 

c) Bayes classifier, 

d) Decision tree classification, 

e) Support vector machine, 

f) Perceptron 

g) Artificial neural networks / Deep learning 

The most basic classifier is the nearest neighbour. k-nearest neighbour is more popular 

and it is the derivative of the nearest classifier. If we consider kernel regression method 

then it is more vital. The methods which is named above are termed as the memory- 
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based methods, and if we consider the non-memory-based method, these are neural 

network, decision-tree, hierarchical mixtures of experts (HME), etc. But as compared 

to each other both of the classifiers take the understanding of the system, which is 

gathered from the training data sets. One of the most important features of the memory-

based classification is that only when a particular query is processed then they comply 

to all the data which has been processed. Thus, the memory-based classifiers are 

necessary for the processing of the real time data as it is desirable for the continuous 

stream of the data. One more advantage of the memory-based classifiers is that they can 

self-tune based on the distribution and the noises of the training data set. In the case of 

the non-memory-based classifiers even when the query is not made it tries to learn the 

systems properties. Brief of some mostly used classifiers are discussed below: 

1. NEAREST NEIGHBOUR: This classifier doesn’t work accurately in most of 

the cases as its much sensitive. The sensitiveness is mostly for the noise in the 

case of single nearest data set. To overcome the following reasons k- nearest 

neighbour is performed and it works well as compared to the single nearest 

neighbour classifier. The disadvantage for the k nearest is that it is not able to 

detect the boundary of changing outlines.  

2. KERNEL REGRESSION: It is a better method as compared to the k-nearest 

neighbour but we cannot extrapolate it. If there is a query away from the centroid 

of another set then this classifier is not sufficient to classify such data sets. 

Rather than classifying, it gives 50% probability to the aforementioned case.    

3. BAYE’S CLASSIFIER: It sets much stronger approximation on how the data 

are distributed. The classifier classifies into two class if the output generated is 

Boolean. Dual clusters formation takes place, that is one when the output is 

generated as zero and the another one when the data produces an output equal 

to one. The formation of the clusters that occur is of the shape of ellipse. This is 

because the distribution in the input space is gaussian in nature. 

4. DECISION TREE: In this classifier the input data set is divided or bifurcated 

into small sections. This small section which are partitioned are labelled as the 

output of each of the categories. The decision tree which has been used mostly 

divides the outcome into two categories only. And if we try to extend this tree 

then it leads to the overfitting problem. 
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Here, the logistic regression is capable of being used as a memory-based classifier and 

it also includes the properties of other memory-based classifiers [17]. 

4.2 SETTING UP CONDITIONAL PROBABILITY 

Until this time our study is mainly involved in the approximation of the conditional 

probability for the continuous variables and estimation of the function or variable 

distribution. But in most of the cases of classification such as in the case of regression 

we are mostly interested for the relationship among the input and the output. It should 

be noted that the output is mainly discrete whether it may be a binary outcome or 

multiple discrete outcome as compared to the continuous input. We also have a case 

where the input can be discrete. The classification of such data can be done by following 

a particular rule according to which we can guess the binary output as compared to the 

input variable. This is termed as classification which is used in most of the cases when 

statistical data is present and the machine learning. Merely, by observing the data and 

guessing the output either as “yes” or “no” is no way for the classification, mainly when 

no rule is followed. Summarizing the above condition, we can say that we need 

probabilities so that the given set of data can be fit for a stochastic model.  

The probability that will be considered is the distribution of the output Y, if we know 

the input data, that is P(Y|X). It would describe how accurate the predictions are and 

will move the system towards more reliable one. If the system estimates that there is a 

53% probability that it will rain and it doesn’t rain then our system will be better than 

as compared to the system according to which there is a 97% probability of rain and this 

97% is also not reliable. The non-parametrical probability can be approximated and it 

can be done by the use of kernels for the discrete variables. Consider two classes and 

assign it with either 0 and 1. The Y is the outcome variable and we can say that P (Y = 

1) = E [Y]. Using the same we can say that P (Y = 1|X = x) = E [Y|X = x]. Now we will 

get the most favourable estimate of the regression function for the output variable, and 

it will serve for the approximation of the conditional probability function. Two 

properties that can defer to the condition discussed above are: 

a. The probability value always should lie in the range of 0 and 1, while the 

smoothers which is defined above will not maintain it. If the value of 𝑦𝑖 we are 
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getting is either 0 or 1 then also the smoothening will not maintain the 

probability in the range of 0 and 1. 

b. The second property that can defer to the idea is that rather than approximating 

the output we can model the system. 

Consider, P ( Y = 1 | X = x ) = p( x ; 𝜃 ), where p is any function parameterized by 𝜃. 

Assume that the outcomes are not dependent to each other. Then the conditional 

likelihood function can be defined as [18]-[19], 

 

∏ 𝑃 ( 𝑌 = 𝑦𝑖| 𝑋 = 𝑥𝑖  ) =  ∏ 𝑝(𝑥𝑖; 𝜃)𝑦𝑖(1 − 𝑝(𝑥𝑖; 𝜃))1−𝑦𝑖

𝑛

𝑖=1

𝑛

𝑖=1

 

… (4.1) 

In the Bernoulli trial, if the success probability is p the likelihood is given by 

∏ 𝑝𝑦𝑖(1 − 𝑝)1−𝑦𝑖

𝑛

𝑖=1

 

… (4.2) 

And, the maximization of this likelihood function is given by p when its value is  𝑝 =

 𝑝̂ =  𝑛−1 ∑ 𝑦𝑖
𝑛
𝑖=1 . Suppose each of the trial has its own success probability that is 𝑝𝑖, 

then this likelihood comes out to be  

∏ 𝑝𝑖
𝑦𝑖(1 − 𝑝𝑖)

1−𝑦𝑖

𝑛

𝑖=1

 

… (4.3) 

Now, we will have to apply some constraints for the estimation of the Bernoulli system 

using the maximum likelihood. Consider that 𝑝𝑖 is not any random number but it is 

related to each other, such type of the approximation provides with the non-trivial 

estimation of parameter. The assumption that  𝑝𝑖 = 𝑝( 𝑥𝑖 ;  𝜃 ) gives us the idea that 𝑝𝑖 

should always be the same if the value of 𝑥𝑖  is same. Also, if the value of 𝑥𝑖  is same 

then p is continuous in nature which tells us that there is similarity between the values 

of 𝑥𝑖 and 𝑝𝑖.  
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4.3 LOGISTIC REGRESSION 

 

The output variable is known that is denoted by Y and further aim is modelling of the 

probabilities that is P (Y=1 | X=x). All the parameters which are not known have to be 

estimated by using the maximum likelihood criteria. This estimation can be performed 

by different ways: 

 

1. First method is to consider p(x) as a linear function of x. If there is an increase 

or decrease in the value of x then it would also lead to an increase or decrease 

in the value of probability. The main thing to be kept in mind is that the value 

of the probability must be in the range of 0 and 1. Also the linear functions are 

bounded functions. In many cases it has been seen that the small change in the 

value of p needs a big change in the value of x. Linear model doesn’t have the 

capability to pursue this. 

2. Second method after method one fails is that, assume log p(x) as a linear 

function which is linear with respect to x. According to this if there is a change 

in the input then the probability gets multiplied by a static value. But the 

difficulty in this is that the log function is inbounded in only one direction but 

linear functions are unbounded in both of the directions. 

3. Third method which is the easiest of all is to consider a log function as log
𝑝

1−𝑝
 

which is also said as the logistic transformation. 

  

This third case is termed as the logistic regression. It can be more specifically defined 

as [13] 

log
𝑝(𝑥)

1 − 𝑝(𝑥)
=  𝛽0 + 𝑥 ∙  𝛽 

… (4.4) 

Further it can be solved for p as  

𝑝(𝑥; 𝑏, 𝑤) =  
𝑒𝛽0+𝑥 ∙ 𝛽

1 +  𝑒𝛽0+𝑥 ∙ 𝛽
=  

1

1 + 𝑒−(𝛽0+𝑥 ∙ 𝛽)
 

… (4.5) 
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For the minimization of this error rate, Y=1 must be considered when the value of 𝑝 ≥

0.5 and the value of Y = 0 when the value of 𝑝 < 0.5. According to the above sentence 

we can say that the value of Y=1 when the 𝛽0 + 𝑥 ∙  𝛽 value is non-negative.  Thus, this 

discussed regression that is the logistic regression model gives us the linear classifier. 

The decision boundary is selected by 𝛽0 + 𝑥 ∙  𝛽 = 0  solution, according to which if x 

is 1-D then it is a point, if x is 2-D then the decision boundary is a line. 

Logistic regression is mostly used and is used in the analysis of the discrete data and 

statistics. Four main reasons are: 

a. Tradition. 

b. For the analysis of the contingency table the term log 
𝑝

1−𝑝
 has an important role. 

Classification can be understood as having a contingency table with binary rows 

and infinite number of rows. So, the logistic regression is termed as the linear 

interpolation of the contingency table. 

c. Logistic regression is distribution based on the exponential function. 

d. It has good accuracy as compared to most of the other classifiers. 
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CHAPTER 5 

SIMULATION RESULT 

Single trial EEG classification which is based on the task by using the patterns generated 

through the impulses of the brain is one of the challenging problems. All the mental 

activity that includes the thought process, senses and perception is extremely fast and 

thus it must be investigated in a defined time window. In the previous works the 

classification of healthy patient and the schizophrenic has been attempted with an 

accuracy of 71%. 

Solution: Logistic regression along with the ensemble synchronization for the 

classification of single trial EEG signal was performed. For the synchronization among 

the different channels in a window chosen, wavelet transform was used. The wavelet 

considered was a Morlet wavelet. Using this synchronization values obtained between 

the different pairs of channels, normalization was done and the average was taken and 

a new measurable quantity that is the ensemble synchronization was obtained. As the 

ensemble synchronization values were normalized in the range of 0-1 so it was 

compared between each channel to understand the synchrony. The features were 

obtained from the ensemble synchronization array. A window of 300 interval was taken 

in three distinct regions of the graph and was used through the logistic regression model 

for the classification. 

The dataset for the EEG signal has been obtained form the Laboratory of 

Neurophysiology and Neuro-Computer Interfaces (formerly the Human Brain Study 

Group - HRCM).  

EEG data archive for two classes that is the healthy and the schizophrenic subjects were 

given. Two classes that is the healthy comprised of total 39 patients out of which only 

the 10 subjects were considered in this work, and the schizophrenic subjects of total 45 

patients out of which only the 10 subjects were considered in this work. The txt file 

contained the column with 16 channels of data. The amplitude of the EEG signal was 

in terms of mkV. The first 7680 samples belonged to the first channel after that the  
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second channel from 7681st sample to 15,360th sample and so on. 

In this EEG data the sampling rate considered was 128 Hz so the 7680 samples referred 

to the 60 seconds of the EEG recording. The location of each of the electrodes where 

the signals were taken are shown in the given figure. A total of 16 channels were 

considered for the extraction of data that is named from channel 1 to channel 16 as F7, 

F3, F4, F8, T3, C3, Cz, C4, T4, T5, P3, Pz, P4, T6, O1, O2 respectively. 

 

 

 

 

 

 

 

 

 

Fig 5.1. Topographical position of the channels. 

 

From each of the .txt file the 7680 samples were extracted in the .mat file and was named 

as norm_1_ch1 that is for the first normal patient’s channel one data similarly 

schzph_1_ch1 for the first schizophrenic patient’s channel one data. 

A total of 20 patients were considered out of which 10 belonged to the healthy group 

and the other 10 belonged to the schizophrenic group. For each of the subject four 

channels of the EEG signals were considered and these four signals were ensembled to 

a single array by the ensemble measure. The synchronization matrix for the four EEG 

channel of each subject were obtained and was used to obtain the ensemble 
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synchronization measure in the range of 0 and 1 by normalization using the Frobenius 

norm. 

The synchronization matrix for the first normal patient is as shown:  

 

 Channel 1 Channel 2 Channel 3 Channel 4 

Channel 1 1 0.4005 0.0039 0.0156 

Channel 2  0.4005 1 0.0103 0.0381 

Channel 3 0.0039 0.0103 1 0.2822 

Channel 4 0.0156 0.0381 0.2822 1 

             Fig 5.2. Phase synchronization matrix for first normal patient. 

 

The ensemble measure calculation from the above phase synchronization matrix was 

done for each of the patient and as a sample for the first normal patient, it plotted for 

7680 samples as shown in the next page. 

 

 

 

 

 

 

 

Fig 5.3. Ensemble synchronization measure for first normal patient (Hilbert based). 
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Serial 
No. 

Stimulus 
Onset 

 

Stimulus 
Offset 

Response 
Time 

Classifier 
Value 

1 0.3742 0.3313 0.3704 0 

2 0.406 0.3699 0.3085 0 

3 0.3705 0.3769 0.4284 0 

4 0.3405 0.301 0.3013 0 

5 0.5432 0.4115 0.4855 0 

6 0.4639 0.4639 0.5177 0 

7 0.3664 0.3678 0.3574 0 

8 0.2028 0.2261 0.2213 0 

9 0.2908 0.2629 0.2991 0 

10 0.4112 0.3528 0.3369 0 

11 0.4699 0.4878 0.4068 1 

12 0.3138 0.3009 0.2940 1 

13 0.2595 0.2204 0.2244 1 

14 0.4219 0.4229 0.4905 1 

15 0.3133 0.2913 0.3235 1 

16 0.3392 0.3372 0.342 1 

17 0.2827 0.2518 0.2829 1 

18 0.3162 0.3020 0.3328 1 

19 0.2784 0.3111 0.2928 1 

20 0.3650 0.4115 0.2828 1 

 Fig 5.4. Features extracted for the Hilbert based classification. 

Using the Hilbert based classification out of the 10 normal subjects it classified 7 as 

correct and out of the 10 schizophrenic subjects it classified 7 as correct. Thus, out of 

overall 20 subjects 14 were correctly classified. Thus, the classification accuracy was 

70%. 

Using the Wavelet based classification out of the 10 normal subjects it classified 7 as 

correct and out of the 10 schizophrenic subjects it classified 8 as correct. Thus, out of 

overall 20 subjects 15 were correctly classified. Thus, the classification accuracy was 

75%. 
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Serial 
No. 

Stimulus 
Onset 

 

Stimulus 
Offset 

Response 
Time 

Classifier 
Value 

1 0.2707 0.2548 0.2779 0 

2 0.299 0.2585 0.2251 0 

3 0.2993 0.2993 0.3510 0 

4 0.2451 0.2176 0.2132 0 

5 0.4368 0.3356 0.3280 0 

6 0.3610 0.3522 0.3977 0 

7 0.2927 0.3020 0.2064 0 

8 0.1775 0.1792 0.1521 0 

9 0.2202 0.2117 0.2395 0 

10 0.3158 0.2671 0.2633 0 

11 0.3322 0.3554 0.2717 1 

12 0.2153 0.2023 0.2113 1 

13 0.1962 0.1428 0.1679 1 

14 0.3334 0.3665 0.3469 1 

15 0.2177 0.2152 0.2031 1 

16 0.2360 0.2397 0.2564 1 

17 0.2080 0.1788 0.2102 1 

18 0.2533 0.2379 0.2518 1 

19 0.2027 0.2263 0.2352 1 

20 0.2834 0.3217 0.2352 1 

Fig 5.5. Features extracted for the Wavelet based classification. 

ROC: A receiver operating characteristics curve or a ROC curve illustrates graphically 

the diagnostic ability of the classification that can be performed by the binary classifier 

by varying the discrimination threshold. It is drawn by taking true positive rate (or 

sensitivity or recall) in the y axis against the false positive rate (or fall-out or 1-

specificity). ROC is a tool which is used for selecting the optimal model and discarding 

the sub-optimal models. 

The ROC Curve of the Classification based on the Hilbert phase and the proposed 

wavelet based is shown in Figure 5.6 and 5.7. 
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Fig 5.6. ROC for the Hilbert based Classification. 

 

Confusion Matrix: A confusion matrix is the most popular table which is used for 

describing the performance of the classification model that is a classifier. It is used on 

the set of the testing data for which we already have the true values. Different 

parameters are named as TP, TN, FP, FN, precision, accuracy, kappa, F1 score, FPR 

and TPR. 

The basic terms involved in the confusion parameters are as follows: 

1. True Positive: It refers to the case where we have predicted YES and they do 

have the disease. 

2. True Negative: The case where the prediction is NO and they do not have that 

disease too. 

3. False Positive: In this case we have predicted YES but they don’t actually have 

the disease. It is termed as the TYPE I error. 

4. False Negative: Here we have predicted NO but they have the disease. It is 

termed as TYPE II error. 
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Fig 5.7. ROC for the Wavelet based Classification. 

 

 

 

 

 

 

 

 

 

      Fig 5.8. Hilbert based Confusion Matrix. 
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       Fig 5.9. Wavelet based Confusion Matrix. 

 

Different list of rates which are often extracted from a confusion matrix for the binary 

classifier are as follows: 

1. Accuracy: It tell us how often is our classifier correct. 

   

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

2. Precision: When the prediction is YES, how often is it correct. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

3. True Positive Rate: When the answer is actually YES, how often does it predict 

YES. It can be also termed as Recall. 

𝑇𝑃𝑅 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

4. False Positive Rate: When the answer is actually NO, how often does it predict 

YES. 

𝐹𝑃𝑅 =  
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
  

 

 PREDICTED: 

NO 

PREDICTED: 

YES 

 

ACTUAL: 

NO 

 

TN = 7 

 

FP = 3 

 

10 

 

ACTUAL: 

YES 

 

FN = 2 

 

TP = 8 

 

10 

  

9 

 

11 

 



38 
 

5. Kappa: It gives us an idea of how well the classifier has performed as compared 

to how well it had performed by chance. It considers the possibility that the 

outcome is classified by chance. 

 

6. F1 Score: It can be defined as the measure of the recall and precision considered 

at a particular threshold. 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

Further different parameters which are often extracted from a confusion matrix 

for the binary classifier can be illustrated by Figure 5.10. 

 

TABLE I 

COMPARISON BETWEEN THE PRESENT HILBERT BASED METHOD 

AND THE PROPOSED WAVELET BASED METHOD. 

 

 

 

S.No 

 

Stimulus 

Parameters 

Hilbert Method 

(HM) 

Wavelet Method 

(WM) 

1 Training Set Accuracy (%) 70 75 

2 True Positive Rate (TPR) 0.70 0.77 

3 False Positive Rate (FPR) 0.30 0.20 

4 Area Under Curve 0.694 0.701 

5 Kappa 0.4 0.5 

6 Standard Error 0.12 0.11 

7 Precision 0.70 0.78 

8 Overall Error (%) 30 25 

9 Sensitivity 0.70 0.70 

10 Specificity 0.70 0.80 

11 F1_Score 0.70 0.74 
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The performance of the logistic classifier for the detection of healthy or the 

schizophrenic subject is trained and the testing is done on the 80 channels of the 20 

subjects. The ROC is shown for the Hilbert-based and the wavelet-based classifier in 

Figure 7.5 and 7.6 respectively. The performance is measured by the area under the 

curve of the ROC which is the most essential parameter. For the reliable performance 

of the classifier the area under the curve must be high. It can be seen that the area under 

curve for the wavelet-based classification is better than as compared to the area under 

the curve for the Hilbert-based classification. 

The single-trial average accuracy of the classifier is observed to be 70% and area under 

curve as 0.69 for Hilbert-based classification but to be 75% and 0.70 for the wavelet-

based classification. 
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CHAPTER 6 

CONCLUSION AND FUTURE WORKS 

Electroencephalography and Magnetoencephalography is one of the best options for 

obtaining high temporal resolution of the brain waves. It gives us a detail as to how the 

cognitive ability works. Most important tool for the measurement of the ensemble action 

is the phase synchronization which it has been performed using the wavelet-based 

method thus, increasing the accuracy of the classification. 

 Since, the single trial EEG classification is one of the most difficult tasks then 

the task-based classification is much more difficult. Here, the classification of the 

subjects based on the EEG data form the patients using the ensemble synchronization 

is performed. The future aim is to increase the number of subjects while limiting the 

channels with the inclusion of other bands. 
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