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ABSTRACT

The advancement in the field of Internet, digital and social media has increased data sets
to larger extent. Sentiment Analysis is the methodology of computationally identifying
and categorizing opinions expressed in a piece of text, in order to determine whether the
opinion writer's attitude towards a particular topic, product etc. is positive, negative, or
neutral.

Real-time sentiment analysis is a challenging machine learning task, due to scarcity of
labeled data and sudden changes in sentiment caused by real-world events that need to be
instantly interpreted. In this project | propose solutions to save user time that they spend
reading all the opinions on a particular topic or going through reviews about a product.
And, help them make a better an instant informed decision. The attempt is to develop a
system which could aggregate the reviews and opinions from various web sources using
machine learning algorithm and provide an unbiased insight of consumer sentiments
towards a product.

| have used R programming techniques to build a generalized solution for data
extraction, data mining, data analysis and data visualization from web sources for
evaluating User Sentiments towards a program or product.

The experiment has been conducted on below two areas:
e Sentiments of people towards Make in India initiative.
e Customer Sentiments towards Baby products in Amazon.

Data used in this study are tweets extracted for Make In India campaign from Twitter and
online customer reviews for baby products collected from Amazon.com. The different
Data Analytics techniques are used to extract or discover knowledge from the tweets
and posted reviews so as to generate interesting insights of user’s attitude towards an
event or a particular product.

My research covers work ranging from real time stream data processing, real time content
search, event detection, link mining, behavior mining, and sentiment analysis. | will also
feature my ongoing system research that aims to support user-friendly real time online
data analytics using publicly available content.
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1
Introduction to Sentiment Analysis

Sentiment is a thought, an attitude, views, judgement or opinions prompted by feeling.
Sentiment analysis studies user’s sentiments towards certain objects. Internet Web is a
resourceful and capable place with respect to sentiment information.

From a user’s perspective, people are able to post their own content through various
social media, such as forums, blogs, E-commerce sites or online social networking sites.

From a researcher’s perspective, many social media sites release their application
programming interfaces (APIs), prompting data collection and analysis by researchers
and developers.

1.1 Sentiment Analysis: A Fascinating Problem

Sentiment Analysis is a process of research and evaluation that analyzes people’s
emotions, opinions, thoughts, viewpoints, sentiments and attitude towards objects or
entities such as products, services, organizations, individuals, issues, events, topics, and
their attributes.

There are also many different names with slight deviations in tasks,
e sentiment analysis
e Opinion extraction
e sentiment mining
e Opinion mining
e appraisal extraction
e subjectivity analysis
e emotion analysis
o affect analysis
e review mining

[1]



However, all of them fall under the umbrella of sentiment analysis or opinion mining.

Although natural language processing has been since years, little research has been done
about people’s viewpoints and sentiments. Post year 2000, the Opinion mining field has
become a very active research area. There are several reasons for this.

> It has a wide arrange of applications in almost every domain. The industry
adjoining sentiment analysis is flourishing due to the explosion of commercial
applications. This provides a strong motivation for research.

» It offers many challenging research problems, which had never been studied
before.

» For the first time in history, we have a huge volume of user opinionated data in
the social media on the Web. A lot of research would not have been possible
without this data. The rapid growth of sensitivity analysis coincides with that of
the social media. In fact, it is now right at the core of the social media research.

“What other people think™ has always been an important piece of information for most
of us during the decision-making process. In the past before awareness of the Internet
became widespread, we all used to ask our knowns (friends, relatives, colleagues) to
recommend a car mechanic or to explain who and why they are planning to vote for in
the public elections, consulted Consumer Reports to decide what product to buy or asked
for reference letters regarding job applicants from colleagues. But the Internet and the
Web have now (among other things) made it possible to find out about the experiences
and opinions of those in the vast pool of users that are neither the personal acquaintances
nor professional critics —that is, people we have never met or heard of. More and more
people are making their views available to strangers via the Internet.

According to two surveys of more than 2000 American adults:
e 80% of Internet users have done online research on a product at least once;
e 20% do so on a typical day;
e among readers of online reviews of hotels, restaurants, and various services (e.g.,

travel or doctors), between 73% and 87% report that reviews had a vital influence
on their purchase;

[2]



e consumers report that they are willing to pay from 20% to 99% more for a better
5-star-rated item than a 4-star-rated item.

e 32% have provided a rating on a service, product, brand or person via an online
ratings medium, and 30% have posted an online comment or review regarding a
brand, product or service.

I would like to point out that consumption and usage of products and services is not the
only inspiration behind people’s looking for or expressing views or opinions online. A
need for political and social information is another important factor.

The hunger and dependency of user upon online recommendations and advice that the

data above discloses is one big reason behind the flood of interest in new systems that
deal directly with opinions as a first-class object.

[3]



1.2 Early History

There has been an increasing interest in the field of Sentiment Analysis for quite a while
now. The year 2001 onwards seems to mark the beginning of widespread awareness of
the research problems and opportunities that sentiment analysis and opinion mining
raise, and subsequently there have been literally hundreds of papers published on the
subject.

The key factors behind this include:

e the rise of machine learning methods in natural language processing and
information retrieval;

e the availability of datasets for machine learning algorithms to be trained on, due
to the blossoming of the World Wide Web and, specifically, the development of

review-aggregation web-sites; and, of course

e Realization of the attractive intellectual challenges and marketable and
intelligence claims that the area deals with.

[4]



1.3 Sentiment Analysis Applications

With the speedy growth of social media that comprises of posting reviews, forum
discussions, writing blogs/microblogs, tweets, comments, likes, ratings and postings in
social network sites on the Web, users (individuals and organizations) have increasingly
started using the content in these media for predictive analysis, forecasting and decision
making. Today if consumer wants to buy a service or product, he or she is no longer
limited to requesting friends, colleagues and family for views and ideas because there
are many customer reviews, thoughts, opinions and discussions in public forums
available on the Internet about the service or product.

However, searching, reviewing and monitoring opinion web pages on the Internet and
cleansing the information contained in them remains a tough task because of the
propagation of varied sites. Each site normally contains a enormous volume of
judgement text that is not always easily decoded in long blogs posts and forum postings.
The average reader will struggle identifying relevant websites and extracting, cleansing
and summarizing the opinions in them. Automated opinion and sensitivity analysis
systems are thus needed.

In recent years, we have witnessed that opinionated postings in social media have helped
reshape businesses, and sway public sentiments and emotions, which have profoundly
impacted on our social and political systems. Hence, it is critical to collect and study
opinions data on the Web.

Due to these applications, industrial activities have flourished in recent years. Sensitivity
analysis applications have spread to almost all possible area, from consumer products,
services, politics, health and welfare, banks and financial services to cultural, social
events and political events and elections. There have been at least 50-70 start-up
companies in the USA alone. Many big corporations have also built their own in-house
capabilities, e.g., Facebook, Amazon, Microsoft, Google, IBM, SAP and HP. These
practical implementations and industrial interests have provided strong inspirations for
research and study in sentiment analysis.

[5]



Sentiment Analysis can be done on all kind of texts, namely

«» Newspaper texts
» Financial News
» Entertainment News
Legal texts
Novels
E-mails
SMS messages
WhatsApp messages
Customer Reviews
Blog Posts
Tweets
Facebook Posts and so on.
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Few of the Applications of Sentiment Analysis are

% Tracking sentiment towards politicians, movies, products.
 Improving Customer Relationship Models.

¢ ldentifying what evokes strong emotions in people.

¢ Detecting happiness and well-being.

¢ Measuring the impact of activist movements through text generated in social
media.

¢ Improving Automatic Dialogue systems.
% Improving Automatic Tutoring systems.

% Detecting how people use emotion-bearing-words and metaphors to persuade and
coerce others.

[6]



1.4 Different Levels of Sentiment Analysis

Overall, Sentiment Analysis has been explored mainly at below levels:

1. Document Level:

The task at this level is to classify whether a whole text opinion document states a
positive or negative sentiment. For e.g. if given a consumer product review, this
process analyzes and determines whether the review comment expresses an overall
opinion in that content about the particular product as neutral, positive or negative.
This task is usually called as document level sentiment classification. This level of
analysis assumes that each document expresses views on a single entity i.e. single
product. Thus, it is not applicable to documents which assess or compare multiple
objects and entities.

2. Sentence Level:

This task goes to the level of sentences and concludes if each of the sentence
expressed a positive, negative or neutral opinion. Neutral typically means no opinion.
This level of analysis is related to subjectivity classification closely which separates
sentences (called objective sentences) that express factual information from
sentences (called subjective sentences) that express subjective views and opinions.
However, it should be noted that subjectivity is not equivalent to sentiment as many
objective sentences can imply opinions, e.g., “l bought the mobile yesterday and the
screen has broken”

3. Entity and Aspect Level:

The sentence level and document level analysis do not determine what exactly people
liked and did not like. Aspect level performs in-depth analysis. Aspect level was
previously called feature level i.e. feature-based opinion mining and summarization.
Instead of looking at language constructs (documents, paragraphs, sentences, clauses
or phrases), aspect level directly looks at the opinion itself. It is based on the idea that
an opinion consists of a sentiment that is either positive or negative and a target. An
opinion without identifying its target being is of partial or no use. We need to realize
the importance of targets of opinions in order to understand the sentiment analysis
problem better. For example, although the sentence “although the manager is rude, |
still love this hotel” clearly has a positive tenor, we cannot say that this sentence is
entirely positive. In fact, the sentence is positive about the hotel (emphasized), but
negative about its manager (not emphasized). In many applications, opinion targets
are described by objects or entities and/or their different aspects. Hence, the goal of
this level of analysis is to discover sentiments on entities and/or their aspects.

[7]



1.5 Business Benefits of Sentiment Analysis

1) Better Customer Service

Sentiment Analysis gives valuable understandings about your present and future
customers’ buying preferences, brand associations, opinions, interests, viewpoints, likes
and dislikes in products/services/brands/events and much more. This vital information
lets organizations to significantly improve their service and engagement activities by
building on the positive viewpoints and formulating methods to combat negative
sentiments.

2) Improve Brand

The organizations can calculate the perceptions about their brand, products and services,
marketing activities, CSR initiatives, online information etc. in a quantitative manner.
This information can be used for devising better and effective branding and marketing
strategies and thus in improvement of brand status.

3) Be Competitive

Organizations can investigate sentiments about their competitors as well. This helps in
benchmarking the performance against that of competitors. Using the sentiment analysis,
the trends can be predicted and the specific strategies can be created to control these
trends.

4) Gain Business Intelligence

Sentiment Analysis allows organizations by providing wide, intuitive information about
their target user’s sentiments. These sentiments are like a gold mine of entry level
entrepreneurs to explore new opportunities. Hence, Sentiment Analysis provides
insightful business intelligence using which impactful decisions can be taken to monitor
and prosper the business.

[8]



1.6 Use Cases of Sentiment Analysis
1. Real-time Political Analysis

» Data-driven media and journalism.

» PR management for political figures and parties
2. Financial Analysis

3. Radicalization Detection

4. Marketing and Advertising

FMCG
Research & Planning
Services
gt? Competitor Analysis
Automotive =
3 Campaign Evaluation
Software .
- s PR Intelligence
Airlines
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2.1

2

Introduction to R Language

What is R?

R provides an open source environment for statistical computing and graphics. It is
the product used actively by statisticians for a robust, programmable, portable, and open
computing environment. It can provide solutions to the most complex and sophisticated
problems,

R has an effective data handling and storage facility.

It contains a suite of operators for calculations of different matrices.

It provides a vast, integrated collection of different tools for data analysis.

It includes graphical and visualization features for data analysis and display on
screen or on hardcopy.

It is an easy and effective coding language which includes loops, arrays,
conditionals, functions and input and output system.

R provides a broad variety of statistical analytical tools for linear and nonlinear
modelling, time-series analysis, classification, statistical tests etc)

The statisticians have studied and implemented many specific statistical procedures
for a diverse variety of applications of different domains and developed packages, that
are also freely available and integrate with R.

2.2

Advantages of R Language

It is completely free and will always be so.

It is freely-available over the internet.

It runs on many operating systems:

It is simple, easy to learn, read and write.

It allows statistical data analysis and visualization.

It can work on objects of unlimited size and complexity with a consistent,
logical expression language.

R has lot of packages and multiple ways of doing same things.

[10]



2.3

It is supported by comprehensive technical documentation and user-contributed
tutorials

It is fully programmable, with its own sophisticated computer language.
Monotonous procedures can easily be automated by user scripts. It is easy to
write your own functions, and not too difficult to write whole packages if you
invent some new analysis;

All source code is published, so you can see the exact algorithms being used.

It can exchange data in MS-Excel, text, fixed and delineated formats (e.g. CSV),
so that existing datasets are easily imported, and results computed in R are easily
exported.

R Console GUI

The default interface for both Windows and Mac OS/X is a simple GUI. It is referred to
as “R console” because they provide a user friendly interface to the R command line, a
script editor, a graphics output, and an online help. It does not consist of any menus
dedicated for data manipulation or statistical analysis.

2.4

R Studio

RStudio is an excellent cross-platform IDE, integrated development environment of R.
This environment includes the command line interface, a code editor, output graphs,
history, help, workspace contents, and package manager all in one attractive interface.

The typical use is:

g wnE

6.

Opening a script or starting a new script.

Alter the working directory to save script’s location.

Write R coding in the script.

Pass lines of code from the script to the command line and evaluate the output.
Examine any plots, graphs, wordclouds and save for later use

It involves editor for syntax highlighting, a console and debugging feature..

RStudio is an open supply software system although business versions are also provided
with some improved features and it supports desktop computers which operate on
windows, mac and Linux as well as on browser connected to RStudio.

[11]



Two versions available are:

a. Rstudio desktop: Software runs in the same way as desktop application.
b. Rstudio server: In this Rstudio is used to access web browser.
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The proposed work was carried out using RStudio Desktop. Features utilized were:

1. IDE was created specifically for R language.
e Syntax is highlighted, completion of code and the smart indention.
e From the source editor R program can be executed directly.
e Rapidly switch to function definitions

2. Workflow is taken together.
e Integrated R support and documentation.
e Using projects multiple working directories can be easily managed.
e Data viewer and workplace browser

3. Influential authoring and fixing.
e Quickly detect and fix errors.
e Tools Extensive package development.
e Authoring with Sweave and R Markdown

[13]



3

Literature Review

Big data encompasses social networking web sites including Twitter, Facebook and
LinkedIn. All these data sources are having many Applications in the real world. It
consists of both structured and unstructured data of text, pictures and videos from which
mining of knowledge regarding the latest workings of governments can be understood. It
has been initially characterized by three V’s but now through five V’s. Recent days this
is one of the most upcoming ones in the headlines; it is also fast-becoming a genuine
force in originating planned insight and business intelligence which leads to strategic
decisions from social media. Two additional dimensions of big data are variability and
complexity i.e. varying data loads and to extract meaningful value from big data, we
need ideal processing power and analytics capabilities.

Microblogging websites such as Twitter have grown to become a great source of
various kinds of information. The typical reason is the nature of these microblogs on
which users post real time tweets (messages) based on their viewpoints on different
topics, discuss current affairs, complaints, and express positive, neutral or negative
sentiment for goods they choose for daily usage.

Also in Today's era the e-commerce is developing rapidly these years, buying products
on-line has become more and more fashionable owing to its variety of options, low cost
value (high discounts) and quick supply systems, so abundant folks intend to do online
shopping.. Users post review comments, ratings, opinions about product and also review
about retailers from Amazon.

As the end users of these microblogging, ecommerce and social networks platforms
grows rapidly, the data from these sources of information can be used in data mining and
sentiment analysis tasks. For example, a manufacturing company may be interested in
the following questions:

e What do people think about our product (service, product, company etc.)?
e How positive or negative are people about our product?
e What would people prefer our product to be like?

The Political parties and social organizations may be interested to know about people
support, opinions and debates. All this information can be obtained from social
networks, as their users post everyday what they like/dislike, and their opinions on many
aspects of their life.

[14]



3.1 Data Analytics

Data analysis is the process of applying organized and systematic statistical
techniques to describe, recap, check and condense data. It is a multistep process that
involves collecting, cleaning, organizing and analyzing.

This extracted data is useful in suggesting modifications and supports decision-making.
Data analysis has multiple aspects, approaches and uses. It has diverse techniques which
can be applied in different businesses, science and social science domains. The process
of data analysis is to obtain the raw data and convert it into information critical for
decision making by users.

W

Raw Data Pre- Clean
> —
Collected processing Data set

\% Models &
\l/ l | Algorithms

Communicat
Data e Make
< Product e Visualize ——>
Report -
Decisions

Initially raw data is collected from a variety of sources through interviews, downloads
from online sources, reading documents, sensors, cameras, videos, satellites, recording
devices, etc. On the available data,

Data preprocessing is to be performed so as to organize the available data into a
structured format. After preprocessing the data into the required format, data cleansing
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must be done so as to further prepare it for data analysis. After data cleaning there are
several methods and algorithms available which can be applied on to the data. R
programming packages can be used for data analysis and visualization

Need of Data Analytics

Cost
reduction

Faster, Better

better DATA marketing
decision |ESILIAgylelly & product
marking analysis

Organization
analysis

Data mining is like applying techniques to mold data to suit our requirement. Data
mining is needed because different sources like social media, transactions, public data,
enterprises data etc. generates data of increasing volume, and it is important to handle
and analyze such a big data. It won’t be wrong to say that social media is something we
live by. In the 21st century social media has been the game changer, be it advertising,
politics or globalization, it has been estimated that data is increasing faster than before
and by the year 2020; about 1.7 megabytes of additional data will be generated each
instant for each person on the earth. It is clear from the fact that the number of internet
users is now grown from millions to billions.

[16]



Business Analytics:

The a process of examining large sets of data and achieving hidden patterns, correlations
and other insights for achieving business goals

Data Analytics Decisions
ol B HTH L i
:

25 i
il

Processing large sets of data, either descriptive analytics to understand the inter
relations or predictive analytics to discover new patterns of the current trends in the
market. These data patterns are converted into actionable knowledge that can be used for
decision making.

Big data analytics can support companies to better understand the knowledge and
information contained within the data and will also help identify the key data that is
most vital to the business and decisions making — both present and future.

In order to review and analyze such a vast volume of data, big data analytics is
performed using dedicated software tools for predictive analytics, data mining and data
optimization. Big Data tools like Clojure, Scala, Python, Hadoop and Java for NLP and
Text Mining and R, MAT can be used data analytics.

[17]



3.2 About Twitter

Twitter is an online social media network site for news and other social networking
service. The users post and interacts in twitter with messages known as "tweets". Tweets
were originally restricted to 140 characters, but in 2017 this limit was doubled for all
languages except Japanese, Korean, and Chinese. Only registered users can post tweets.
Those who are not registered on Twitter can only read the tweets. Users access Twitter
through its mobile app, website interface and also through Short Message Service
(SMS).

Due to the nature of this microblogging service i.e. quick and short messages, people use
acronyms, make spelling mistakes, use emoticons and other characters that express
special meanings. Following is a brief terminology associated with tweets.

Emoticons: These are facial expressions that use punctuation and letters; they are used
to express the user’s emotions and mood concisely.

Target: A username is how you’re identified on Twitter, and is always preceded
iImmediately by the “@” symbol. Referring to other users in this manner automatically
sends an alert to them.

Hashtags: any word or phrase immediately preceded by the # symbol. Users usually use
hashtags to mark topics. This is primarily done to increase the visibility of their tweets.

Retweet (RT): A Tweet that is forwarded to the followers is known as a Retweet. It is
mostly used to pass along news update or other discoveries on Twitter. Retweets always
retain original attribution.

Modified Tweet (MT): Similar to Retweet, an abbreviation for “Modified Tweet.”
Placed before the Retweeted text when users manually retweet a message with
modifications.

Twitter being a very prominent source of data generation leads the way. Twitter data in
particular is very interesting because these tweets have a very important feature not
provided by other networks. They happen at the “speed of thought” and the recent data
Is available to users to download and analyze in near real time. These tweets can be
mined and analyzed and the results are of immense importance to various organizations.
They can predict the outcome of elections, they can tell us the sentiments of people
towards a product or service, they are highly valuable to business who wants to drive
customers and extract profits.

[18]



3.3 About Amazon.com

Amazon.com is an ecommerce and cloud computing company. It is the largest Online
retailer in the world as measured by revenue, and second largest after Alibaba Group
basis on total sales. The amazon.com commenced as an online book store which later
stretched to sell video/MP3 downloads and streaming, software, games, apparels,
electronics, furniture, cosmetics, medicines, food, toys, jewelry etc.

Amazon.com has grown rapidly and been a microcosm for user-supplied reviews.
Amazon.com has opened view access to its reviews to all the consumers, and allowed
the consumers to post their review for any one of the millions of products on their
website.

With this increase in anonymous human-generated content, there have been increasing
trend and efforts to understand the information in the meaningful and accurate context.
Hence, methods are being developed to determine the intent of the author.
Understanding what online users think of its content can help a company market its
product as well as mange its online reputation.

Amazon is one of leading e-commerce companies which possess and analyze these
customers’ data to advance their service and revenue.

[19]
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4
Research Objectives & Methodology

4.1 Motivation

This project research was motivated by my wish to explore the sentiment analysis field
of machine learning since it allows approaching NLP (natural language processing)
which is a very interesting and latest topic at present. Following my previous experience
of learning R language and applying it in marketing analytics field, | applied the same
technology with tweets and Amazon reviews to figure out which tweet or review is
positive, negative or neutral.

4.2 Scope of the Research

The study aims to understand the effectiveness and usage of R programming in
developing Sentiment Analysis applications for analyzing customer reviews, opinions
and ratings about a particular product, service, brand, government or private
organizations etc. and calculate the sentiments of people in order to evaluate whether the
overall opinions are positive, negative or neutral towards that particular object.

For the scope of this project, the user reviews and comments are retrieved from
Twitter and Amazon to calculate the sentiments. However, this application can be
extended for usage across any other social media, ecommerce or microblogging sites to
extract the opinions.

[20]



4.3

Research Problem

This study focuses on following problems —

1.

Consumers want to take an informed decision of buying a certain product or
service.

The Customer Reviews on the Internet has risen exponentially over the last
decade and is an important resource for buying products or attending events. The
user would like to see what others are saying about them.

The Companies want to make decisions about improvements to their products or
services by analyzing customer satisfaction based on their feedback and opinions
towards their products or services

The Political parties are interested to know if people support their programs or
not.

The prediction analysis of events like elections using customers’ positive or
negative opinions on Social Media platforms towards a particular party.

The marketers and purchase departments need to review users’ positive or
negative opinions on its campaigning, advertising or product launching programs.

Understanding what online users think of its content can help a company market
its product as well as mange its online reputation.

Twitter is one of the most useful interfaces to track sensitiveness, opinions,
attitudes, emotions and feelings on the web for sentiment analysis, especially for
tacking products, services, organization, brands or even people. The need is to
develop a robust application to utilize twitter as a resource to measure customer
sentiments.
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4.4 Research Objectives

The Research objectives are as follows:

1. To demonstrate how social media data can be a rich source of information
which, when harnessed by the marketers, can give the organisations an upper
edge over its competitors.

2. To review the effectiveness of R programming for data extraction, data mining
and analysis of social media data to evaluate customers sentiments towards an
object (event, program, product, service, brand, organization etc.)

3. To convert descriptive customer reviews into numeric sentiment scores so
that we can view and compare the customers’ attitudes directly.

4. To use both statistical and linguistic approach to categorize sentiments as
positive and negative.

5. To understand the approach of creating a general sentiment analyzer solution

that allows users to intervene with the system. Hence, the system does not only
analyze opinions at a specific type of product.
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4.5 Research Methodology

The Lexicon based approach using R Programming is used for this research.

Lexicon based approaches are quite popular in the sentiment analysis domain. These
approaches involve tokenization of a particular quantity of text into unigrams, which are
then assigned a polarity score. The aggregated sum of these scores is used to quantify
the total sentiments around that particular text. It is usually categorized as positive,
negative or neutral based on the calculated score.

Opinions/Feedbacks
Product Features

Sentiment Analysis Platform

Text Preprocessing
Feature Classification
Polarity Classfication

Summarising and
decision makin

.
’ »
- -
.
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The different phases involved in this approach are:

1. Data Collection

2. Data Preparation

3. Data Loading

4. Data Analysis and Development of Statistics Dashboard

5. Documentation

dtm
files R text x4 -
tokens tokenlist results

web pages
otc. corpus « —

cleaning, representing,
preprocessing filtering, weighting

importing analyzing
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4.5.1 Data Collection

For analyzing of data or to perform text mining we have to first conduct the construction
for a suitable dataset. The datasets can be retrieved using the existing API of the portal
or by building a custom API.

Twitter API

It is an interface between the twitter application created by the user and the RStudio. The
integration is performed by using R packages and function used for extracting tweets
from twitter and loading them into RStudio.

The Search API allows developers to look up tweets containing a specific word or a
phrase. The Search APl of Twitter has a constraint that it could produce only 1500
tweets at one time. The “twitteR” package in R is used to extract the tweets from
Twitter.

Amazon Scripts (Perl/Python)

Even though Amazon does not have Twitter-like API available to download reviews
with, it has links attached to every review on all posted products, so one can technically
navigate the site via product IDs.

There is couple of Perl scripts created by Andrea Esuli available on the web to obtain
the reviews for the listed products. The primary script downloads the entire HTML page
for the chosen product and the following script searches the file for information about
the review, such as the product-id, product rating, review date and time, and review text.
It can be integrated with RStudio by creating custom packages and function in R which
Is used for loading reviews from dataset file into RStudio.

The first step of any R text analytics project is to retrieve and upload the text in R
console or R studio. The textual data can be stored in a wide variety of file formats such
as CSV and TXT, but advanced packages are required for processing specific formatted
text files such as JSON, HTML, and XML, and also for reading complex formats such
as Word, Excel and PDF. The challenge is to work with these different packages and
their different interfaces when different file formats are used together in one project.

A better and easy solution for this problem is using the readtext package that wraps
various packages together to offer just one function for importing different types of data
in an identical format.
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4.5.2 Data Preparation

The complete texts must be tokenized into smaller text features, such as words or
combination of words for performing text analysis methods. Also, the computational
performance and correctness of multiple text analysis techniques can be improved by
applying normalizing features, by eliminating “stopwords” i.e discarding the words that
are designated as of no interest, and which are therefore discarded prior to analysis.
Taken together, these preparatory steps are commonly referred to as “preprocessing”.

Here we first discuss several of the most common preprocessing techniques, and show
how to perform each technique.

1. Transformation/Cleansing

Data Transformation / Cleansing are an important component of the data mining
process. It involves identification, removal of faults, discrepancies and inconsistency to
enhance the quality of the dataset before initiating the analysis process. The tweets and
comments are cleaned from irrelevant data to improve their quality. The certain elements
that do not provide any information have to be removed before processing. The
examples of such elements in tweets are as follows:

a) Links: People generally have a tendency to attach documents (images, blogs,
videos, web direction etc.) along with their tweets. These links or URLs have to
be eliminated since they are of no use to our analysis.

b) Mentions: Mentions are used in Twitter to reply, acknowledge or start a
conversation. Mentions are always written using “@” sign followed by the
username. These mentions do not contain any relevant information thus, are
removed.

¢) Punctuations and other miscellaneous data: Punctuations marks like quotes

(“”), commas (,) and semicolons (:) do not have any significant role in the
analysis and hence, are removed from all the tweets present in the dataset.
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2. Tokenization

Tokenization is the process of splitting a text into tokens. This is crucial for
computational text analysis, because full texts are too specific to perform any
meaningful computations with. Mostly tokens are words, as these are the most common
semantically significant components of texts.

For many languages, splitting texts by words can mostly be done with string processing
at low level due to clear indicators of word boundaries, such as white spaces, colons,
dots and commas. However, a good tokenizer must also be able to handle certain
exceptions, such as the period in the title “Er”, which can be confused for a sentence
border. Moreover, tokenization is more complex for languages where words are not
clearly parted by white spaces, such as Chinese and Japanese. To deal with these cases,
some tokenizers include dictionaries of patterns for splitting texts. The string package in
R is frequently used for sentence/word disambiguation, for which it controls
dictionaries. The package called tokenizers is used for this purpose.

text <- "An example of preprocessing techniques”
toks <- tokens(text) ## tokenize into unigrams
toks

tokens from 1 document.
textl
[1] "An" ‘"example" "of" ‘"preprocessing" "techniques"

3. Normalization: Lowercasing and stemming

This process mostly refers to the transformation of words into a more constant form.
This can be important if for a specific analysis a computer has to recognize when two
words have approximately the same meaning, even if they are written slightly
differently. Another benefit is that it reduces the size of the vocabulary. A simple but
important normalization technique is to convert all text lower case. If we do not perform
this transformation, then a computer will not recognize that two words are alike if one of
them was capitalized because it occurred at the start of a sentence.

In R, the package is used in many text analysis packages to implement stemming.
Lowercase conversion and character stemming or tokens can be performed with the
* tolower / *_wordstem functions, such as char_tolower to convert char objects to lower
case, or tokens_wordstem to stem tokens.

[27]



toks <- tokens_tolower(toks)
toks <- tokens_wordstem(toks)
toks

[1] "an" "exampl" "of" "preprocess"” "techniqu"

4. Removing Stopwords

Common words such as “an”,”the”,”a” in the English language are seldom informative
about the content of a text. These words needs to be filtered out for the benefit of
reducing the data size, reducing computational load, and also improving accuracy. To
remove these words in advance, they are matched to predefined lists of “stopwords” and
removed. Several R packages of text analysis provide lists of stopword for multiple
languages manually filter out stopwords.

sw <- stopwords("english") ## get character vector of stopwords
head(sw) ## show head (first 6) stopwords

[1] Ilill Ilmell Ilmyll Ilmyselfll Ilwell "DUI“"
tokens_remove(toks, sw)

textl :
[1] "exampl" “preprocess"” “techniqu”

4.5.3 Data Loading

The resultant .csv file is then loaded into R-Studio which is further used for the analysis.
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4.5.4 Data Analysis and Statistics Dashboard

There are different types of statistics that can be used to define, discover and analyze a
text body. An example of a popular technique is to sort the information value of words
inside a corpus and then visualize the most informative words as a word cloud to get a
quick indication of what a text corpus is about. Text statistics such as average word and
sentence length, word and syllable counts are also commonly used as an
operationalization of concepts such as readability.

1 Creating “Bag of Words”

The simplest and most widely used lexicon based approach is the baseline approach
(also called “Bag of Words Approach”). In this method, there are two dictionaries —
that of the positively tagged words and negatively tagged words. After tokenization,
each individual word of the tweet is searched within those dictionaries, and depending
upon the location of the word, it is assigned a polarity score.

a) Scoring: If the individual token is found in the positive words dictionary, it is
assigned a +1 polarity score value, if present in the negative words dictionary, a
score of -1 and lastly, if not present in any of them, a score of 0 is assigned.

b) Aggregation: The total sum of the scores of each word present in the text is
calculated and the on the basis of the final polarity value, the tweet can be
categorized as positive, neutral or negative.

Consider a tweet from our dataset:

“Excellent things can be accomplished with ease when you get the best team in the
world”.

Following the technique explained above, each of the following words- “excellent”,
“accomplished”, “ease” and “best” are given a sentiment score of +1 since they are
present in the positive words dictionary. On aggregation, the total polarity score of +4 is
obtained, indicating that the sentiment behind the tweet is positive.
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2 Creating “Word Cloud”

A wordcloud is a visual representation of frequently occured words in a collection of
text files. The altitude and length of each word in this picture gives an indication of
frequency of word occurrence in the entire text.

The context in which the word was used and the frequency of the occurrence can be
analyzed which will help to analyze the exact sentiment of the people.

Example:

Word Cloud on tweets related on Demonetisation:
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3 Creating Histogram/GGPlot/ Pie-Chart for the Sentiments

Histogram and GGPIlot will help to make the comparative study of the sentiments on day
to day basis. Pie-Chart provides us the exact percentage of people with positive or
negative views.

Examples of Graphical representation in form of Histogram and Pie-Charts are shown

below:
Total number of basets as per day

fjJ 1!]+

Fig. Tha histogram abaws showcases the distnbabion of twests aormss Foskive, Negatis and Maural polarity per day.
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MEGATIVE 10%
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5
Applications developed on Sentiment Analysis

As part of this project research, | have created below two applications to demonstrate the
effectiveness of R programming in analyzing customer sentiments:

1. Sentiment Analysis of text extracted from tweets made on “MAKE IN
INDIA” campaign, a prestigious initiative by the Government of India.

2. Sentiment Analysis of Customers towards Baby products using the reviews
comments posted on Amazon ecommerce portal.

These applications are built for the purpose of analyzing data, although RStudio
performs well with the statistical problems and proceeds with a user friendly interface.

These systems could be applied to compute the sentiment in any field where data

analytics plays important role. The system will use R language to clean, extract, analyze
and show desired results.
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5.1 Make in India Campaign

The Make in India was an initiative launched by Prime Minister Mr. Narendra Modi in
September 2014 in order to encourage the manufacturing sector in India and to
transform India into a global design and manufacturing hub.

The hashtag #MakeinlIndia has been trending over the past 2 years. The government,
organisation and people have been tweeting on various announcement and opinions
related to the #MakelnlIndia campaign.

This initiative is to make India a Global Manufacturing Hub giving a call to business
leaders, potential partners and investors throughout the world. It should be shown as a
credible initiative to its upcoming depositors. There is visible momentum, energy and
optimism. So to observe the moment of Make-In-India, | have targeted the information
from social web sites like Twitter to do sentiment analysis to see that among the world
population, how much positive and negative opinion is there on Make-In-India taking a
sample of 200 current tweets about Make-In-India.

To know more about Make in India campaign, visit:
http://www.makeinindia.com/home
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5.2 Amazon Customer Reviews of Baby Products

Amazon.com has grown tremendously and has been a microcosm for customer provided
reviews. Amazon.com has opened view access to its reviews to all the consumers, and
allowed the consumers to post their review for any one of the millions of products on
their website.

With this increase in anonymous user originated data, manual and automated efforts
must be put to convert that data into meaningful and accurate information and also
develop methods to determine the real intent of the customer adding the review
comments.

| have analyzed the sentiment analysis for Baby Products in Amazon. These products
are critical for Parents and kids and there are around millions of review comments
posted on different categories of baby products in Amazon.

Below is an example of format of a customer review in Amazon.

17 of 17 people found the following review helpful

oot Prefer this over the boppy!, January 7, 2016

By Nuclear Mamma

Verified Purchase (What's this?)

This review is from: Leachco Cuddle-U Basic Nursing Pillow and More, Sage Pin Dot (Baby Product)

I love this pillow! We were gifted a boppy at my baby shower and I was super excited to try it out. Once baby came I found it very awkward to
use. I'm not blessed in the chest area so even with the pillow I still had to prop my baby up. Eventually I stopped using the boppy and started
using a regular pillow. One day while browsing Amazon I came across this and decided to try it. I have leachco' pregnancy pillow and love it so I
figured I would love this too. Sure enough I did. The first thing I noticed was its about twice as thick as my boppy original which is great for me!
The little baby straps (or baby panties as I call them) are wonderful because after the baby would get boob drunk I would strap him in and he
would snooze for a bit. My baby is now 5 months and I just weaned him but we are still using the pillow. It's great for tummy time and just plain of
relaxing. I highly recommend this pillow over the boppy!

Help other customers find the most helpful reviews Beport abuse  Permalink

Was this review helpful to you? | Yes || No |
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6
Implementation

6.1 Twitter Analysis of Make in India

To observe the moment of Make-In-India, | have extracted the information in the form
of tweets from Twitter to perform sentiment analysis to see that among the entire
population, how much positive, neutral or negative opinion is there on Make-In-India
taking a sample of current tweets about Make-In-India.

6.1.1 Twitter Architecture

Application User
Registers on Twitter to o Issues the consumer
access APls token & secret
Directs user to f —
Twitter to verify user o * e |
. credentials
credentials :

Validates credentials &
issues a OAuth verifier

k J

Requests access token

i . Issues access
using the Outh verifier, —e—l- token & secret

consumer token & secret [

|

Requests for content .
q Respaonds with
using access token & . !
requested information
secret
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Twitter Environment

Twitter APl Authentication process is carried out using OAuth package of R. The above
figure displays the steps involved in usage of OAuth to Access Twitter API. A Twitter
application needs to be created to run Twitter API.

e Consumers need to register with Twitter. It continues in providing a key and
secret key to consumer which can be used in the application to be authenticated.

e These keys are to be used to create a Twitter link through which Authentication
process gets initiated. Verification of users identity is done by Twitter and issues
PIN 3 called as verifier. The user needs to offer this pin to the application.

e Next application process uses this PIN to request for an Access Token and Access
Secret, exclusive to the user from Twitter API.

e Token and secret key information are cached for further use. It can be
accomplished through GetUserAccessKeySecret.

R-Studio

R-Studio is the environment developed for statistical analysis and a Graphical view of
the large data sets. R-Studio is rich in packages, nearly 8000 packages are available. |
have used R-Studio Interface in the implementation.

R-Packages

R-packages are a collection of R functions which is a compiled code on sample data.
These functions are stored under the name of R-Library in its environment. During
installation period, by default R installs a set of packages. Remaining packages need to
be installed and loaded separately as and when they are required by the specific
application.
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The below given packages are used in the implementation:

twitteR: The Twitter web API that provides an interface.

ROAuth: It provides an interface to the OAuth 1.0 specification. This package
allows users to connect the server of their choice and authenticate via OAuth
package.

plyr: It is a group of tools that resolves a common group of problems. We need to
break a big problem down into number of manageable pieces, operate on them

and then put all of them back together.

stringr: It is a set of packages that make string functions more easier, simpler and
reliable for usage.

ggplot2: It is an implementation of the grammar of graphics in R. We can build
up a plot step by step from numerous data sources.

RColorBrewer: It provides palettes for coloring nice plots/charts shaded
according to a variable.

tm: it is a framework for text mining applications inside R.

wordcloud: It provides feature to create pretty viewing wordclouds while
performing Text Mining.

sentiment: Used for sentiment analysis that includes classification of positivity,
neutral and negativity classification.
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6.1.2 Methodology

Following steps needs to be followed for performing twitter analysis.

Create a Twitter Application.

Execute Twitter API code through R-Studio.

Collect Twitter data archives.

Standardize the data.

Classify the Data with R Tool commands.

Run R commands for processing the tweets.

Establish R Plotter, Histogram and Wordcloud to view results.
Interpretation

O N O O b WN B

6.1.2.1 Create a Twitter Application

The prerequisite to execute Twitter Analysis is to create a twitter application. This
application will permit you to perform analysis by linking your R console to the twitter
using the Twitter API. The steps for creating your twitter applications are:

By using this link https://dev.twitter.com and login by using your twitter account.

Then go to My Applications - Create a new application.

W Doveloper AFiHealh Blog Discussions Documeniation Q a

Create an application

Application Details

Name

[Chescripaion

Wilebmite:

Calltsachk UIRL:
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https://dev.twitter.com/

Steps to be followed:

1. First give your application a name, description about your application in limited
words not more than i.e. (10).

2. Name your website’s URL or your blog address (in case you don’t have any
website).

3. No need to fill the Callback URL leave blank for now.
4. Complete other regulations and create your twitter application.

Once, all the steps are done, the created application will show as below. Please note the
Consumer key and Consumer Secret number as they will be used in RStudio later.

Consumer Key Example: “RNPXXXXXXXXXXXXXXXWI7s10P”

Consumer Secret Number Example: ** SghXXXXXXXXXXXXXXXXXXXXXXXXXXXXX0ZEE "

W Application Management 8-
Your application has been created. Please take a moment to review and adjust your application's settings
[ ] L ]
SentimentAnalysis1512 Tt O

Details Settings Keys and Access Tokens Permissions

to analyse user sentiments
hitp://www.gogetter in

Organization

Organization None

Organization website None

q b
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Now open the app and notice your app will have following token that are to be used later

step.

Application Settings

cation's

Onsi

Access level

Consumer Key (APl Key)

Callback URL

Callback URL Locked
Sign in with Twitter
App-only authentication
Request token URL
Authorize URL

Access foken URL

4

REey ana secrel are used [o autnenticale requestis o the Twitter -

i}

Read and write (modify app permissions)

d4EJgoZBcQIrQiFjuuXCeSIZZ (manage keys and access
tokens)

None

Mo

Yes

https://api.twitter. com/oauth2/token
https://api.twitter. com/oauth/request_token
https /fapi twitter com/oauth/authorize

https://api twitter. com/oauth/access_token

This step is completed. Now further processes will be performed in RStudio.
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6.1.2.2 Execute Twitter API code through R-Studio

Twitter Search Application Program Interface code has to be executed from R Studio.
To have the interface to Twitter tweets, a connection has to be established to twitter web
site. Then we need to search for our tweets and save them to CSV file.

As part of Twitter API process there are many R packages that have to be installed first
through install command of R. and imported to R through library command.

Step 1: Set up the working directory

set the working directory

setwd("D: /DTU/EMBA Semester-  Project/Project-Dir/sentiment_analysis™)

This will set up the project’s folder in your computer as the working directory. This will
help RStudio to get and set the dependencies without explicitly specifying the folder’s
path all the time.

Step 2: Installing the packages

R Code <...>

Installing the dependencies

install. packages( ' twitter')
install. packages( 'rRCurl”)
install. packages('rRoauth”)
install. packages("stringr”)
install. packages("wordcloud™)
install.packages("tm")
install.packages( 'plyr")
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After executing the script section, console will look like this shown below:

OUTPUT:

= library(twitteRr)

warning message:

package ‘twitter’ was built under R version 3.1.3
= Tibrary({RCurl)

Loading required package: bitops

warning messages:

1: package ‘RCurl’® was built under R wersion 3.1.3
2: package ‘bitops’® was built wunder R version 3.1.3
= Tibrary({ROoauth)

warning message:

package ‘RoAauth’® was built wunder R wversion 2.1.3

= library{stringrl

warmning message:

package ‘stringr’ was built under R version 3.1.3
= library(RISONIO)

warning message:

package ‘RISONIO’ was built under R version 3.1.3
= library{(plyrd

artaching package: ‘plyr’

The following object is masked from ‘package:twitterR’:
id

warning message:

package ‘plyr® was built under R wersion 3.1.3

= library({(bitops)
-

Step 3: Loading the positive and the negative word list

R Code <...>

# Load positive word 1ist

# Location: ‘wordbanks“positive-words. Txt

pos = scan('wordbanks/positive-words.txt', what="character’, comment.char=";"
# load negative word 1ist

# Location: ‘wordbanks'negative-words. txt

neg = scan( wordbanks/negative-words.txt', what="character’, comment.char=";"

We are using scan () method to read the .txt files.

We are reading the positive-words.txt from the specified location and similarly reading
the negative-words.txt.
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Step 4: Creating word list

# Create pos.words Tist
pos.words = c(pos)

# Create neg.words 1ist
neg.words = c(neg)

In this step we are creating the word list using ¢ () method.

Step 5: Setting up the Twitter URLSs

R Code <..>

TWITTER URLS

reguRL =- "https://api.twitter.com/oauth/request_token"

accessURL =- "https://api.twitter.com/ocauth/access_token'
authurL =- "https://api.twitter.com/ocauth/authorize’

In this step we are setting the required URLS to hit while doing authentication.

Step 6: Setting up the Twitter Authentication Keys

R Code <...>

authentication Keys

consumerkey =- "LlwwwvyCHeIEEeFSgulwIZnloH"
consumersecret <- "ShEDCZATYMFC]RwAQNT4hbTCFydcBwkKAHQUAWUYDHO9XKHOZEE"
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Step 7: Setting up the Twitter Authentication Tokens

# Authentication Tokens
access_token =- "B27045622435950594-08HIFkFjyeyjDl1ljfLdzgwUHBhmHL nx"
access_token_secret =- "gBEpT3xXTdgdvkEva?y7pPL3IEPXQ426vNEMPX71CCLZKNDOD"

Step 8: Creating twitCred instance for Authentication handshake

R Code <...>
# Creating twitCred instance for Authentication handshake
twitCred <- OAuthFactoryinew(consumerkKey=consumerKeay,

consumarsecret=Cconsumersecret,
requestuUrRL=requrL,
accessURL=accessURL,
authurL=authurL)

We are using OAuthFactory module to create a new instance named twitCred containing
all the required information for authentication.

Step 9: Twitter Authentication handshaking

# Ccommand twitCred$handshake{cainfo="cacert. pem"”)
# will ask you to go a certain URL and
# entert he PIN you receive on this page

twitCredihandshake(cainfo = system.file( curlssL”,
"cacert.pem’,
package = "RCurl’})
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OUTPUT:

requURL <- "https://api.twitter.com/oauth/request_token"
accessURL <- "https://api.twitter.com/oauth/access_token’
authurL =- "https://api.twitter.com/oauth/authorize’
consumerkey <- "LTwwWvyCHeIEBeFSgulwI2nloH"
consumersecret <- "ShEDCZATYMFCIRwAQNT4hbTCFydcBwkKAHQUEWUYDHO9XKHOZEE "
access_token <- "827045622435950594-08HIFkFjyeyiDlljfLdzgwUHBEhmHA N
access_token_secret <- "qBEpT3XTdgdvkEva77pPL3BPXQ426vNBmPX71CCL2ZKNBO"
twitCred <- cauthFactory$new(consumerKey=Cconsumerkey ,
CONSUmMar Secret=consumerSecret,
requestURL=requURL,
accessURL=accessurL,
authURL=authUrRL)
twitCredfhandshake(cainfo = system.file( 'CurlssL’,
‘cacert.pem’,
package = "RCurl’))
To enable the connection, please direct your web browser to:
https://api.twitter. com/oauth/authorize?oauth_token=6DgROQAAAAAAZESVAAABWE JMYWY
when complete, record the PIN given to you and provide it here: 0594101
-

+ VY YV Y Y Y Y

Twitter Authentication Pages:
https://api.twitter.com/oauth/authorize?oauth_token=GDzZWKAAAAAAAzBSVAAAB
WS8jVE4c

We need to copy the number appearing in the authentication page and enter this number
in RStudio for completing the authentication process.

OUTPUT:

> twitCred$handshake({cainfo = system.f11e('cur15§L',

+ ‘cacert.pem’,

+ package = 'RCurl’'))

To enable the connection, please direct your web browser to:
https://api.twitter.com/oauth/authorize?oauth_token=GDZWKAAAAAAAZESVAAABWE JVELC
when complete, record the PIN given to you and provide it here: 6581079
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Step 10: Register Twitter Oath for communication

R Code <...>

registerTwitteroauth{twitCred)

setup_twitter_oauth("LTwkWwyCHeIESeFS5gulwIZnloH",
"shEDCczATYMFC 1 RwAQNT4hbTCFydcBwKAHQUAWUYDHO9XKHOZEE " ,
access_token="827045622435950594-08HIFkFjyeyjD11jfLdzgwUHEhmE
pccess_secret="q8EpT3xXTdgdvkEva77pPL3BPXQ426VvNEMPX71CCL2KNDO"

OUTPUT:

> setup_twitter_oauth("LlwwvyCHeIES8eF5gulwI2nlon”, "ShEDCzATYMFC1RwAQNT4hbTCFydc8wKAHQU
BwWUyYDHO9XKHOZEE ",
+ access_token="827045622435950594-08HIFkFjyeyjD11jfLdzgwuUHBEhmMHA nx"

, access_secret="qBEpT3xTdgdvkEva77pPL3BFPXQ426vNBmMPx71CCL2ZKNDD")
[1] "using direct authentication”

6.1.2.3 Collect Twitter Data Archives

In this module, we retrieve the tweets associated to any keyword of the area. The Search
Twitter function is used to extend the final phase of downloading tweets from the
timeline. Now this list of tweets is converted into data frame (.df). The .df data frame is
converted into .csv format file.

=

makeinindia.list <- searchTwitter(“#makeinindia”, n=200,lang=""en”)

The above command returns the tweets from source for the last one week data about the
product i.e Make-In- India (#makeinindia) where language is English and expecting 200
tweets in the command.
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Execution of code in R-Studio

Fle Edi Cods Wiew Plots Session  Buld Debug  Tools  Help

RIS XA = = &) project: (Nong) ~
@] Untitled1* @] Untitled2” @ uma (1.R* O Jumai2iR ~ MakelnIndia ~ MakelnIndiascores -] Environment  History -
H Cseurceansave G A - i C#Run | B | BSource - < [ [ ImportDatasete | ¥ | (& List=
82 return(scores.df | % Glabal Enviranment
83
. ; . . . . pat
84 neg = scan(' Gi\husers\inegative-words. txt', what='character', comment.chai ) ata .
85 pos = scan('Giviusers\ipositive-words.txt', what='character', comment.char=';') D data 398 obs. of 20 variables i |
86 hu.liu.neg = scanC’'Gi\usarsiinegative-words. txt’, what='character’, comment. cha ©mMakeInIndia 200 obs. of 16 variables @
87 hu.Tiu.pos = scan('G\usersi\hpositive-words. txt', what="character', comment.chal . . .
88  pos.words cChu. Tiu. pos, 'upgrade’ ) @makeInindiascores 100 obs. of 3 wariahles i}
83  neg.words cChu. Tiu.neg, "wait', "wtf', 'waiting', 'epicfail’, 'mechanical’’ Functions
90 Datasetmakeinindia < read.csv("G:\\users\makeinindia.csv'D F Function O T

91 Datasetmakeinindiattext <- as.factor(Datasetmakeinindiattext)

92 makeinindia.scores - score.sentiment(batasetmakeinindiaf$text,pos.words, neg. words,
93 path <- "Gi\wusersiiymakeinindia. csu”

94 write.csvimakeinindia.scores, filae=paste(path, "makeinindiascores.csv”, sep=""7, row.r
95  dnstall.packages (RColorBrewer’) Files Plots Packages Help  Viewer =0
96 install.packages(ggplat?) =

57 Tikrary(ggplot2) =] & Zoom | FExport- | @] | & & <% Publish
98 hist(makeinindia.scoresiscore, xlah="scoreoftwasts")
9% gplot(makeinindia.scores$score, xlab="scoreof tweets") ~ ~
100 hist(makeinindia.scores$score) Histogram of Makelnindiascores$score
101 plot(makeinindia.scoreséscoral
102
103 MakeInIndia<-read.csv(file.choose(), header=T) o
104 MakeInIndiascores<-read.csv(file.choose(), header=T) [
105
106 hist(MakeInIndiascoresfscore, xlab="scores of Tweets") . ?r
107 gplot(makeinindiascores$score, xlab="score of Tweets") E
108  hist(makeinindiascoresiscore) | @ %
105 plot(makeinindiascaresiscare) v 2
¢ | » |28
9626 (Top Level) + Rsaipt = |
=}
Console -/ =0
B R AL R CY L 2 o
: T T T T T T 1
[workspace loaded from ~/.RDatal
= -1.0 05 00 05 10 15 20

makeInIndia<-read. csv(file. choose(), headel
MakeInindia<-read. csv(file. choose(), headel
wiew(MakeInIndial

makeInindiascores<-read.csv(file.choose(), header=T)

2
bl

>
z Scores of Twieets
-

£

—
15 start [ g Inhox (s o Il PG ]

Imported Make-In-India data set is displayed in R-studio

& RStudio
Fle Edt Code vew Plots Sesson Buld Dsbug Tooks Help
LARIRS &4 = &) project: (Nong) ~
@ Untitled2* * | ] uma (L.R" @7 uma 2.8 i | Makelnind 2 e=[]  Envilonment History =0
&l | 7 Fitter & B | [#mport Dataset» | | (& List=
text favorited - favoriteCount ~ replyTosn created b Global Environment
184 RT @makeinindia: Economists to academics. Think ta... | FALSE 0 2/10/2016 51+ Data
185 RT @makeinindia: Knowledge transfers+Creative ben... FALSE 0 2/10/2016 51 ©data 399 obs. of 20 variables iii}
186 RT @makeinindia: &@GEIndia is making railway coach FALSE il 2/10/2016 51 © MakE_I”I”dia 200 obs. of 16 variables =
187 RT @makeinindia: Rise of the machines at Mil Centre .. | FALSE 0 2isanis | Cuneriens
f function (O =y
188 RT @makeinindia: Find out what @The_Linde_Groupi... FALSE 0 3/10/2016 51
189 RT @makeinincia: Industry leaders &amp; policymake...  FALSE 0 2/10/2016 51
190 RT @FallowClL: Inauguration of @makeinindia week b... | FALSE 0 3/10/2016 51
191 RT @makeinindia: Get up ta speed with these auto gi... | FALSE o 2/10/2016 51 e | Plots | romses | netp || uemer 5
192 RT @makeinindia: 27 of Mumbal's best restaurants. At... | FALSE 0 2/10/2016 51 =T
193 RT @makeinindia: Delegates from B0 nations across t... | FALSE 0 2/10/2016 51
194 RT @makeinindia: Indiais afast growing automobile ... FALSE 0 2/10/2016 51
195 RT @makeinindia: . @NID_India will curate a design ex... | FALSE 0 2/10/2016 51
196 RT @makeinindia: Investing in India's #pharma sector... | FALSE 0 2/10/2016 51
197 RT @makeinindia: #IT &amp, #electronics pavilion at ... | FALSE 0 2/10/2016 51
198 RT @makeinindia: @GEIndia is making railway coach...  FALSE 0 2/10/2016 51
199 RT @makeinindia: Find out what @The_Linde_Groupi... FALSE 0 3/10/2016 51
200 RT @makeinindia: 1000s of participants 100s of com... | FALSE o

2/10]’20155\;
< ] 5

Showing 184 1o 200 of 200 entries

Console -/ =0
[workspace loaded from ~/. RData]

makeInIndia<-read.csv(file.choose(), header=T)

makernindia<-read. csv(file. choose(), header=T)
view(MakeInIndia)

>
S
=
>

2l
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6.1.2.4 Standardize the Data

Once we have the tweets we just need to apply some functions to convert these tweets
into some useful information. This process is called as standardizing the data. Removal
of extra symbols which doesn’t give any meaning to the tweets reduces the burden for

classification.

Before performing data pre-processing we extract data from the twitter. To clean up the
sentences with R we use gsub() function. Easiest way to clean the columns of our data

frame with regular expression And last we get pre-processed data.

The cleaning of tweets requires the following steps:

Remove html links from the tweets
Remove retweet entities

Remove all hashtags

Remove all @people

Remove all punctuation

Remove all numbers

Remove all unnecessary white spaces
Convert all text into lowercase and
Remove duplicates

R Code <...>

=
4]

T Cleanup

Removing

tweet_clean <-

punctuations
tm_map{tweet_corpus, removerPunctuation)

Converting the corpus into Tower case

tweet_clean =-

FFE 3

rRemoving

tweet_clean =-

Removing

tweet_clean =-

#Hi 5

Removing

tweet_clean =-

FHE X

Removing

tweet_clean =-

tm_map (tweet_clean, content_transformer (tolower))

and stopping words - 1like english
tm_map(tweet_clean, removewords, stopwords("english"))

numbers
tm_map (tweet_clean, removeNumbers)

the white spaces
tm_map (tweet_clean, stripwhitespace)

and stopping words — like himalaya
tm_map (tweet_clean, removewords, c('himalaya'))
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6.1.2.5 Classify the Data

The process of sentiment analysis is to calculate the synchronization of the words of the
tweets with respect to Positive word list6 and negative word list. For this negative word
list and positive word list to be downloaded and need to be saved to working directory.

Sentiment analysis requires two additional packages PlyR and StringR to manipulate
strings.

File of Positive words:

positive-words - Notepad - oEEN
File  Fdit Fommat  View Help

accommodative
accomodative
accomplish
acconplished
accomplishment
accomplishments

achisvements
achievible
acumen
adaptable
adaptive
adequate
adjustable
admirable
adnirably
admiration
admire
admirer
admiring
admiringly
adorable
adore
adored
adorer
adoring
adoringly
adroit
adroitly

File of Negative words:

negative-words - Notepad - oIEN
Fle Edit Format View Help

abominable -
abominably
abaminate
abomination
abort
aborted
aborts
abrade
abrasive
abrupt
abruptly
abscond
absence
absent-minded
absentee
absurd
absurdity
absurdly
absurdness
abuse

abused
abuses
abusive
abysmal
sbyemally
abyss
accidental
ccost
accursed
accusation
thththth tions

accuses
sccusing
accusingly

Ln 42, Col 10
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6.1.2.6 Run R commands for processing the tweets

Step 1: Convert the received tweets into vectors

R Code <...>

Covart o st re

tweet_tText «- sapply(tweets, function{x) xSgetText())

A vector is a sequence of data elements of the same basic type. Members in a vector are
officially called components. Nevertheless, we will just call them members in this site.
Here is a vector containing three numeric values 2, 3and 5. > c (2, 3, 5)

sapply () is used for traversing over the data in a vector and calling specified function
for each item.

Step: 2: Convert the vector to corpus

R Code <...>

tweet_corpus <- Corpus(VectorSource(tweet_text))

For checking the structure of the tweet_corpus, use:

str(tweet_corpus)
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OUTPUT:

.- attr(®, "class")= chr "TextDocumentMeta"
.- attr{*, "class")= chr [1:2] "PlainTextDocument"” "TextDocument'
§ 17 :List of 2
§ content: chr "North Sikkim makes up for its small size with its vertical scale. C

louds part and big snow giants appear. Nov 2014. . https://t."| _truncated__
.. % meta List of 7
.5 author : chr (0}
.. % datetimestamp: POSIXIt[1:1], format: "2017-05-02 11:25:55"
.. % description : chr(0)
.. % heading : chr (D)
.. % 4d : chr "17"
.. % language : chr "en"
..% origin : chr{0)
.— attr(®*, "class")= chr "TextDocumentmeta"
attr{®*, "class")= chr [1:2] "plainTextDocument" "TextDocument"

§ 18 :List of 2
.. % content: chr "RT @ercurytravels: Vvisit enchanting Kashmir with #MercuryTravels.

Experience the heritage of #India &amp; grandeur of #Himalay"| _truncated__
.. % meta :List of 7

.5 author : chr {0}

.. % datetimestamp: POSIXIt[1:1], format: "2017-05-02 11:25:55"

.. % description : chr(0)

.. % heading : chr (0}

.. 5 id : chr "18"

.. § Tanguage : chr "en"

.$ origin : chr {0}

The main structure for managing documents in tm (text mining package) is a so-called
Corpus, representing a collection of text documents.
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Step 3: Sentiment Score Logic

e

#

#  SENTIMENT SCORE function

#

e o

#

# Funtion Name: score.sentiment ()

#

# Parameters

# sentences: vector of text to score

= pos.words: vector of words of positive sentiment

= neg.words: vector of words of negative sentiment

#

score.sentiment = function(sentences, pos.words, neg.words)
require(plyrl};
require(stringr);
#
# We got a vector of sentences. plyr will handle a list or
# @& vector as an "1" for us
# We want a simple array of scores back, so we use "1" + "a" + "ply" = laply:
# Objective: Create a simple array of scores with laply
H

scores = laply(sentences, function(sentence, pos.words, neg.words) {

# clean up sentences with R's regex-driven global substitute, gsub():

sentence = gsub( ' [[:punct:]]", '°, sentence)
sentence = gsub('[[:cntrl:]]", '°, sentence)
sentence = gsub("\\d+"', "', sentence)

# and convert to lower case:
sentence = tolower (sentence)

# split into words. str_split is in the stringr package
word. Tist = str_split(sentence, "‘“\s+')

# sometimes a Tist() is one level of hierarchy too much
words = unlist{word.Tist)

# compare our words to the dictionaries of positive & negative terms
neg.matches = match(words, neg.words)
pos.matches = match(words, pos.words)

# match() returns the position of the matched term or NA
# we just want a TRUE/FALSE:

pos.matches = !is.nal(pos.matches)

neg.matches = !is.nal(neg.matches)

# and conveniently enough, TRUE/FALSE will be treated as 1/0 by sum():
score = sum{pos.matches) - sum({neg.matches)

returni{score)
T, pos.words, neg.words )

scores.df = data.frame(score=scores, text=sentences)
return{scores. df)
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OUTPUT:

scores = laply(sentences, function(sentence, pos.words, neg.words) {

# clean up sentences with R's regex-driven global substitute, gsub():

sentence = gsub('[[:punct:]1]", "', sentence)
sentence = gsub({'[[:cntrl1:]1]", "', sentence)
sentence = gsub("‘\,d+", ", sentence)

# and convert to lower case:
sentence = tolower (sentence)

# split into words. str_split is in the stringr package
word. 1ist = str_split{sentence, "“\s5+")

# sometimes a 1ist() 1s one level of hierarchy too much
words = unlist{word. 1ist)

# compare our words to the dictionaries of positive & negative terms
neg.matches = match{words, neqg.words)
pos.matches = match{words, pos.words)

# match() returns the position of the matched term or NA
# we just want a TRUE/FALSE:

pos.matches = !is.na(pos.matches)

neg.matches = !'is.nalneg.matches)

# and conveniently enough, TRUE/FALSE will be treated as 1/0 by sum():
score = sum{pos.matches) - sum(neg.matches)

return{score)
T, pos.words, neg.words )

scores.df = data.frame(score=scores, Text=sentences)
return{scores. df)

h
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Step 4: Sentiment Score Calculation

R Code <...>

Use score.sentiment{) method to

calcul

te the score of the reviews

# Calculating sentiment for the given rewviews

result = score.sentiment(tweet_clean, pos.words, neg.words)

OUTPUT:

> result = score.sentiment (Tweet_tText, pos.words, neg.

= Class{result)
[1] "data.frame"

= Ccolnames (result)
[1] "score™
= rownames (Fresult)
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6.1.2.7 Establish R Plotter, Histogram and Wordcloud

The process of sentiment analysis is to calculate the synchronization of the words of the
tweets with respect.

Make-In-India dataset status in terms of public opinions is visualized here. It is
displayed using visual histograms and other related plots to visualize the sentiments of
the user. It is achieved using hist function. I have used a package RColorBrewer to add
the colors.

All the tweets are considered on to X-axis and the corresponding scores are on the Y-
axis. The bar chart tells us that either score that is highlighted to give a decision on the
Make-In-India schemes into people’s opinions.

Make in India Sentiment Histogram

File Edit Code View Plots Session Buid Debug Tools  Help

Q| - [=1} % Project: (Mang) ~
@] untitled1 @] Untitled? B uma (1R B umaizR | MakelnIndia _ MakelnIndiascores Environmen t  History
7 Filter 4 [ | Import Dataset= | & List-
text favorited - favoriteCount replyTosH created Glabal Environment-
184 RT @makeinindia: Economists to academics. Think ta... | FALSE 0 2/10/2016 514 Data
185 RT @makeinindia: Knowledge transfers+Creative ben... | FALSE 0 zofe0igs | Ddata 399 obs. of 20 variahles =]
186 RT @makeinindia: @GEIndia is making railway coach FALSE 0 2/10/2016 51 OmakernIndia 200 obs. of 16 variahles ]
187  RT @makeinindia: Rise of the machines at Mil Centre FALSE o 2/10/2016 51 OmakeInindiascores 100 obs. of 3 variables Zl
Functions
188 RT @makeinindia: Find out what ®The_Linde_Graupi... FALSE 0 2/10/2016 51 .
f function OO
189 RT @makeinindia: Industry leaders &amp; policymake .. | FALSE 0 2/10/2016 51
190 RT @FollowCll: Inauguration of @makeinindia week b...  FALSE o] 2/10/2016 51
191 RT @makeinindia Get up to speed with these auta gi.. | FALSE 0 2/10/2016 51 . .
Files Plots Packages Help  Viewer
192 RT @makeinindia: 27 of Mumbai's hest restaurants. .. FALSE o] 2/10/2016 5 = . = -
= & zoom  Hexport- | O] ¥ <% Publish
193 RT @makeinindia: Delegates from 60 nations acrosst... | FALSE 0 2/10/2016 51
194 RT @makeinindia: Indiais afast growing automobile ¢... FALSE ] 2/10/2016 51
195 RT @makeinindia: @NID_India will curate a design ex... | FALSE 0 2/10/2016 51 Histogram of Makelnindiascores$score
196 RT @makeinindia Investing in India's #pharma sector... | FALSE o 2/10/2016 51
197 RT @makeinindia #T &amp; #electronics pavilion at .. FALSE 0 2/10/2016 51 =
198 RT @makeinindia: @GEIndia is making railway coach FALSE 0 2/10/2016 51 o
199 RT @makeinindia: Find out what ®The_Linde_Graupi... FALSE 0 2/10/2016 51 s ¥
=
200 RT @makeinindia: 10005 of participants 100s of com... | FALSE 0 2/I0/a168,, O 2
=2
< > g g
Shawing 184 10 200 of 200 entries w
=}
Console
e eEre—e = o
[ T T T T T 1
[workspace loaded from ~/.RData)
10 05 00 05 10 15 20
> MakeInIndia<-read. csv(file.choose(), header=T)
> makeInindia<-read. csv(file. choose(), header=T)
> view(MakeInIndia) Scores of Tweets
> makeInIndiascores<-read.csv(file. choose(), header=T) -

F [ 9 Inbox

+4 Start B Ratudio ets a... g‘);alaw € € 4qzmpm

The histogram displays the frequency of tweets with respect to scores allocated to each
tweet. The x-axis shows the score of each tweet as a negative, neutral and positive
integer. A positive score shows positive or good sentiments related to that particular
tweet whereas a negative score represents negative or bad sentiments related to the same.
A score of zero or close to zero specifies a neutral sentiment. The more positive the
score, better are the sentiments of the person tweeting and vice-versa.
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(E] RStudio - o EE

File Edit Code View Plots Session Build Debug Tools Help

- 2-l 5B B3 &) Project: (None] =
29 umat.R* @ umaR B kum.R | makeinindia _ makeinindia.scores Environment  History
& [Jsourceonsave = Q A =/ : ~#Run | 2% | HSource ~ % [ | 4 Import Dataset~ | Liste

59 _ return(scores.df) ~ Global Environment =

71 neg = scan(’'G:\‘\users\\negative-words.txt’, what="character’, comment.cha ) Omakeinindia 100 obs. of 16 variables i
72 pos = scan('G:\\users ‘character’, comment.char=";") Dmakeinindia.df 100 obs. of 16 variables 3]
7 hu.liu.neg = scan('G: . what="character’, comment.char=";") © makeinindi 100 ob F 3 iabl

7 hu.1iu.pos = scan('c users‘\positive-words.txt’, what="character’, comment.chal Hio) U makeinindia.sco. 0bs. O variables -
75 pos.words = c(hu.liu.pos, 'upgrade’) values

76 neg.words - c(hu.1iu.neg, ‘wait’, 'wif’, 'waiting’, "epicfail’, 'mechanical’) access_token "4877379441-B17zh6ILbz 2y5e2aevbOMOSOKS65GG..
77 Datasermakeinindia <- read.csv('G:\\usersi\makeinindia.csv') access_token_se.. "4C02yvSk3EL2piXsnaxcrfya2qpiiLuunaETmybys..
78 Datasetmakeinindialtext <- as.factor(Datasetmakeinindiattext) " . . "
79 makeinindia.scores - score.sentiment (DatasetmakeinindiaStext,pos.words,neg.words,.progress —" accessURL https://api.twitter. com/oauth/access token
80 path <-'G:\\users\\makeininidia.csv api_key "3dwvm]cuckvsxTmws4HBUOT 5c0”

81 write.csv(makeinindiascores.scores,file-paste(path, “makeinindiascores.csv”,sep=""),row.names=

82 Tlibrary(RColorBrewer) Files Plots Packages Help Viewer

83 1librar lot2) . @ _ ,

84 h'ist(m\;kg?g'ind'ia.scorEsSs:orE, x1ab="scoreof tweers",col. lab="red"”, col = c("green”, "blue"), - £ zoom | Hbport- @ | “% Publish
85 gplot(makeinindia.scoresiscore, xlab="scoreoftweers”)

86 hist(makeinindia.scoresiscore, col.lab="red")

7 plot(makeinindia.scoresiscore) v col= c("b|ue“, "green“)

< >

34:125 | (Top Level) R Script

50

Console

R
= gplot(makeinindia.scores§score, xlab="scoreoftweers") W
“stat_bin()" using “hkins = 30°. Pick berter value with “binwidth’.
= gplot(makeinindia.scores$score, xlab="scoreoftweers”,col.lab="red")
Error: unknown parameters: col.lab
= gplot(makeinindia.scores$score, xlab="scoreoftweers”,col.lab="red")
Error: unknown parameters: col.lab
> hist(makeinindia.scores$score, col.lab="red")
= plot(makeinindia.scores$score) -
i = c("red”, "blue™), main = 'col = c("b1 o
[ T T T T T 1

> hist(makeinindia.scores$score, xlab="scoreoftweetrs"”, col = = =

30

Frequency

10

ua", "green
= hist(makeinindia.scores$score, xlab="scoreoftweets"”,col.lab="green”, col = c("red”, "blue™), mai
n = "col = c("blue”, "green")') -1.0 05 0.0 0.5 1.0 15 20
= hist(makeinindia.scores$score, xlab="scoreoftweets"”,col.lab="red", col = c("green”, "blue™), mai
n = 'col = c("blue”, "green")") scoreoftweets
>
v

1 AM

4/1/2016

Histogram of Makelnindiascores$score
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Make in India - Word Cloud

2 employmentgeneration
S mobiles arunjaitley
S o Madeinindia 'sPrasad
startups 2 .5 sold 3 sureshpprabhu
supply = ¢ take ﬂdel policy facility Profect
crore E Q—http initiatives
35 5’63 mdUStW Swedlsh focus

jsplcorporate

retail gandhmtmEt E pm0|nd|a ;tstartup

h

saysbswn‘?%eé‘e iDW I(plant C Know dippgoi 3 o
; nsitharamanrning &

newindia “’ E

incindia .8‘” I n d I Iaunch
busi es SUCCess
Pu% alfailure a |mpetus

production : defence
I I I worl
e ready CI 'G gsmes o
estimate C afirst E
ﬂmdlndlamstockho Mlocal O'F & o
jobsusd ghmedabad © = e
locally ~ discussed , MPOMs S =g
manufacturing  ra0€rs joymi sector @ &
5]
groundbreaking maklngl pmwdingectrm

digitalindia arf:jcuosrtcgllﬁg goes

marchinbarefoot market

fdistartupindiamakeinindiaeaseofdoingbusinesslogist

After the necessary cleaning, a word cloud was made to understand the most frequently
used terms. The following observations are made:

The most common word that was used in the tweet was ‘India’, followed by ‘cimgoi’ -
the official handle of the Commerce Minister (@CimGOI). The Commerce Minister,
Nirmala Sitharaman was tagged more often in the tweets more frequent than the Prime
Minister Narendra Modi & the PMO Office. The new Commerce Minister Suresh
Prabhu is also gaining popularity in the tweets associated with Make in India.

Some words gain popularity based on an event or a trend and occur in the tweet over a
period of time. The word usage depends upon the popularity, significant and the reach of
the hashtag. E.g. Twitter users tagged #SaveJPWishtown hashtag with the Make in India
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campaign in order to gain attention from the government. Many homebuyers wanted the
government to have a resolution to the issue of not getting their flats delivered as
promised.

Another popular word that was used is #IndiainStockholm. The aim of this campaign by
MakeinlIndia was to attract and create awareness about Swedish investments in India.
Most tweets during the period were focused towards Swedish investments prior to the
two-day workshop that will be held in Stockholm, Sweden in October.

Sentiment Analysis:

A sentiment analysis is performed to determine whether tweets were positive, negative
or neutral. It’s also known as text or opinion mining deriving the views, emotions or
attitude of the user about Make in India Campaign.

H

## negative neutral positive
# 199 10057 4967

Emotions:
Twitter sentiments

3000 -

sentiment
. anger
2000~ . anticipation
1=
=0
<]
] .
. sadness
1000 - . surprise
. . I . trUSt
0 ..
anger anticipation disgust fear joy sadness  surprise trust
sentiment
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We can observe the anticipation and trust level score the highest. People believe that the
Make in India campaign will help transform the nation. They believe in the government
to deliver the promises laid out by them. There is also a sense of joy and surprise when a
new announcement is made.

6.1.2.8 Interpretation

Make in India campaign overall has a good brand perception. Most of the feedback that
is associated with #MakeinIndia is neutral or positive. However, the reach of the
campaign is yet to reach the non-followers of the campaign. Currently, most promoters
are somehow related with the government or BJP. To be effective, the government
should try to get corporates also promote the #Makeinindia hashtag on their pages.
There is a huge level of trust associated with the government. People anticipated that the
initiative will help transform the nation.

[59]



6.2 Customer Reviews Analysis of Amazon Baby Products

Amazon is also one of leading e-commerce companies which possess and analyze these
customers’ data to advance their service and revenue. The data set we used in our project
is Amazon product data.

We have analyzed the sentiment analysis for Baby Products in Amazon. Since Amazon
has huge resources of customer reviews with their rates. Therefore, my major area of
interest in this research is to convert descriptive data in the form of customer reviews
into quantified format (numeric sentiment scores) so that we can view the customers’
attitudes directly.

6.2.1 Architecture

Review Extraction

Reviews

.

Tokenization, Stopwords > Preprocessing

Elimination, Stemming, POS Tagging

v

Extraction of opinion bearing words

l AFINN

Dictionary

Sentiment Polarity calculation = —
Polarity categorization

- N v v

TP FP FN TN

TP -True Positive ~ TN- True Negative
FP -False Positive ~ FN-False Negative
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Tools and Packages used in R:

In this application | have used following packages:

ROAuth: It provides an interface to the OAuth 1.0 specification. This package
allows users to connect the server of their choice and authenticate via OAuth
package.

plyr: It is a group of tools that resolves a common group of problems. We need to
break a big problem down into number of manageable pieces, operate on them
and then put all of them back together.

stringr: It is a set of packages that make string functions more easier, simpler and
reliable for usage.

ggplot2: It is an implementation of the grammar of graphics in R. We can build
up a plot step by step from numerous data sources.

RColorBrewer: It provides palettes for coloring nice plots/charts shaded
according to a variable.

tm: it is a framework for text mining applications inside R.

wordcloud: This package supports in creating pretty viewing word clouds in
Text Mining.

sentiment: Used for sentiment analysis that includes Bayesian classifiers for
positivity and negativity classification.

tm: it is a framework for text mining applications inside R.

wordcloud: It supports in creating pretty viewing word clouds in Text
Mining.

sentiment: It is a R package with tools for sentiment analysis including
Bayesian classifiers for positivity/negativity and emotion classification.
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6.2.2 Methodology

Following steps needs to be followed for performing sentiment analysis of Amazon
reviews.

Collect Customer Reviews data

Execute Installation code in RStudio

Standardize the data

Classify the Data with R Tool commands

Run R commands for processing the Data file

Establish R Plotter, Histogram and Wordcloud to view results
Interpretation

~N o ok~ W NP

6.2.2.1 Collect Customer Reviews Data
Data used is a set of product reviews collected from amazon.com on baby products.

The dataset was downloaded from http://imcauley.ucsd.edu/data/amazon/ and the
text file downloaded was having more than 1.5 million reviews for different
product category.

Books S-core (8,898,041 reviews) ratings only (22 507,155 ratings)
Electronics S—core (1,689,188 reviews) ratings onhy (7,824 432 ratings)
Movies and TV S-core (1,697,533 reviews) ratings onhy (4,607,047 ratings)
CD= and Winyl S-core (1,097 552 reviews) ratings only (3,749 004 ratings)
Clothing, Shoes and Jewelry S—core (278,677 reviews) ratings onhy (5,748,920 ratings)
Home and Kitchen S-core (551,682 reviews) ratings only (4,253,925 ratings)
Kindle Store S-core (982,619 reviews) ratings onhy (3,205 457 ratings)
Sports and Qutdoors S-core (206,337 reviews) ratings only (3,268 695 ratings)
Cell Phones and Accessories S—core (194,439 reviews) ratings onhy (3,447 249 ratings )
Health and Personal Care S-core (346,355 reviews) ratings only (2,582,326 ratings)
Tows and Games S-core (167,597 reviews) ratings only (2,252 771 ratings)
Video Games S—core (231,780 reviews) ratings onhy (1,324,753 ratings)
Tools and Home Improwvement S-core (134,478 reviews) ratings only (1,526 047 ratings)
Beauty S-core (198,502 reviews) ratings onhy (2,023,070 ratings)
Apps for Android S-core (752,937 reviews) ratings only (2,638,172 ratings)
Office Products S—core (53,258 reviews) ratings onhy (1,243,186 ratings)
Pet Supplies S-core (157,836 reviews) ratings onhy (1,235,316 ratings)
Automotive S-core (20 473 reviews) ratings only (1,373,763 ratings)
Grocery and Gourmet Food S—core (151,254 reviews) ratings onhy {1,257 155 ratings)
Patio, Lawn and Garden S-core (13,272 reviews) ratings only (993,490 ratings)
Baby S-core (160,792 reviews) ratings onhy (915,446 ratings)
Digital Music S-core (64,706 reviews) ratings onhy (838,006 ratings)
Mu=ical Instruments S—core (10,261 reviews) ratings onhy (500,176 ratings)
Amazon Instant Video S-core (37,126 reviews) ratings only (533,933 ratings)
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http://jmcauley.ucsd.edu/data/amazon/

The dataset was downloaded in the csv format as below.

A B C D E F G H | ] K L N [

{"reviewerlD": "AIHK2FQV "asin": "097293751X" "reviewerName': "Amand: "helpful” 0]  "reviewText": "Perfect foi sleep and diz "overall": "summar "unixRevi "reviewTi 2013"}
{"reviewerlD": "A19K65VY: "asin": "097293751X" "reviewerName": "angela” "helpful” 0]  "reviewText": "This book answer pediz or commt then mov and will f "overall™: "summar "unixRevi "reviewT|
{"reviewerlD": "A2LLITGGE "asin": "097293751X" "reviewerName": "Carter” "helpful” 0]  "reviewText": "Helps me | "overall": 5.0 "summar "unixRevi "reviewTi 2014"}
{"reviewerlD": "ASG19RYX: "asin": "097293751X" "reviewerName": "cfpurple "helpful” 0] "reviewText": "I bought tf it helped me it help me etc.Excell "overall: "summar "unixRevi "reviewTi 2013"}
{"reviewerlD": "A2496A4E\ "asin": "097293751X" "reviewerName": "C. Jeter' "helpful” 0]  "reviewText": "| wanted a and this has\ but it's he "overall: "summan "unixRevi "reviewT| 2014"}
{"reviewerlD": "A30QEVD: "asin": "097293751X" "reviewerName™: "CMB"  "helpful” 0]  "reviewText": "This is gre; but | wish the "overall": "summar but not di "unixRevi "reviewTi 2014"}
{"reviewerlD": "ATZDT4B1( "asin": "097293751X" "reviewerName™: "HYM"  "helpful” 0]  "reviewText": "My 3 moni "overall": 5.0 "summar "unixRevi "reviewTi 2013"}
{"reviewerlD": "A3NMPME "asin": "097293751X" "reviewerName": "lakell" "helpful" 3]  "reviewText": "This book and this boot diaper ch sleep. De "overall": "summan "unixRevi "reviewTi 2013"}
{"reviewerlD": "A1ZSTUGRI "asin": "097293751X" "reviewerName'™: "Jen"  "helpful" 0]  "reviewText": "Iwanted t butitwas pre thenalso justnotw "overall": "summar but I likec "unixRevi "reviewTi
{"reviewerlD": "AITFHS8BI "asin": "097293751X" "reviewerName": "killerbe "helpful” 0]  "reviewText": "The Baby 1 feedings  diaper ch activities and notes which tra 1 boughtt which tra it's nice t¢
{"reviewerlD": "AKNT3ZH2 "asin": "097293751X" "reviewerName": "LW"  "helpful" 0]  "reviewText": "During you urination anc when you could not the baby' so | starte who came ect to kee "overall":
{"reviewerlD": "A304ATUQ "asin": "097293751X" "reviewerName'": "MAPN" "helpful" 1]  "reviewText": "l use this s but we justw we have : "overall": "summar "unixRevi "reviewTi 2013"}
{"reviewerlD": "AXBWU2I2 "asin": "097293751X" "reviewerName": "Mommy "helpful” 0] "reviewText": "This book "overall":4.0 "summar "unixRevi "reviewTi 2013"}
{"reviewerlD": "AOWBZDN "asin": "097293751X" "reviewerName": "onlygre "helpful" 0]  "reviewText": "Has colum "overall":5.0 "summar "unixRevi "reviewTi 2014"}
{"reviewerlD": "A2SYNLAY) "asin": "097293751X" "reviewerName': "R. Davic "helpful” 2] "reviewText": "l like this | but think it w "overall": "summar "unixRevi "reviewTi 2013"}
{"reviewerlD": "A2Q2A6JK’ "asin": "097293751X" "reviewerName": "R. Garre "helpful” 2]  "reviewText": "My wife ar nap-time  diaper ch play-time did baby| how mucl etc.There however some frus
{"reviewerlD": "A30L1DR5 "asin": "097293751X" "reviewerName": "sfnewr "helpful" 0]  "reviewText": "I thought b and here's wl it's often orwhatsi butatlea it cantell "overall": "summar "unixRevi
{"reviewerID": "AF98RWEL "asin": "9729375011" "reviewerName": "Angel" "helpful” 0]  "reviewText": "Easy to us¢ simple! | got etc. Butl' "overall: "summar "unixRevi "reviewTi 2011"}
{"reviewerlD": "A2VVPVI9I "asin": "9729375011" "reviewerName": "AS" "helpful" 0]  "reviewText": "We usedt "overall": 5.0 "summar "unixRevi "reviewTi 2013"}
{"reviewerID": "AIPGZTWE "asin: "9729375011" "reviewerName": "Casey T. "helpful" 0]  "reviewText": "This item especially wi and even "overall": "summar "unixRevi "reviewTi 2014"}
{"reviewerlD": "A2EAJL3HE "asin": "9729375011" "reviewerName": "C. Mark: "helpful” 0] ~ "reviewText": "I've beent but even bet &#34;0h she hasn® then stari "overall”: "summar "unixRevi "reviewT|
{"reviewerlD": "A16WTILL "asin": "9729375011" "reviewerName': "coach” "helpful” 0]  "reviewText": "Of course  though is that itv and becar "overall"; "summar "unixRevi "reviewTi 2013"}
{"reviewerID": "A2VUKGR1 "asin": "9729375011" "reviewerName": "Coopler "helpful" 0]  "reviewText": "I've beent what breast t how long etc. Plus slept  or pottiec "overall": "summar "unixRevi
{"reviewerlD": "A10GMDGI "asin": "9729375011" "reviewerName": "Cori Puc "helpful” 0]  "reviewText": "I didn't thi &#34;when d you coulc but I likec "overall": "summar "unixRevi "reviewTi 2013"}
» ¥ Baby Reviews /%J [l4] i ] )
Review structure

e reviewerlID :- ID of the reviewer, e.g. AIHK2FQW6KXQB2

e asin :- ID of the product, e.g. 097293751X

e reviewerName :- name of the reviewer

e helpful :- helpfulness rating of the review, e.g. 0,2,3

e reviewText :- text of the review

e overall :- rating of the product

e Summary - summary of the review

e unixReviewTime — unix time of the review

e reviewTime — date and time of the review
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6.2.2.2 Execute Installation code in R-Studio

Step 1: Set up the working directory

Set the working directory

setwd("D: /DTU/EMBA Semester-2/Project/Project-pir/sentiment_analysis")

For setting up the project’s folder in the computer as the working directory. This will
help RStudio to get and set the dependencies without explicitly specifying the folder’s
path all the time.

Step 2: Installing the packages

R Code <..>

# Installing the dependencies

install.packages( 'rRcurl”)
install. packages (" ROAuth")
install. packages{ "stringr”)
install. packages("wordcloud™)
install.packages("tm")
install.packages( 'plyr")
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After executing the script section, console will look like this shown below:

OUTPUT:

= library{twitter)

warning message:

package ‘twitter’ was built under R wversion 3.1.32
= library(RCurl)

Loading required package: bitops

warning messages:

1: package °‘RCurl’® was built wunder R wersion 3.1.3
Z2: package ‘bitops’ was built wunder R wersion 3.1.3
= library(RoAauth)

warning message:

package ‘roauth’® was built wunder R version 2.1.3

= Tibrary{stringrl

warning message:

package ‘stringr’ was built under R wversion 3.1.3
= library{(RISONIO)

warning message:

package ‘RISONIO’ was built under R version 3I.1.3
= library{plyrl

Attaching package: ‘plyr’

The following object is masked from ‘package:twitterR’:
id

warning message:

package ‘plyr’ was built wunder R wersion 2.1.3

= library({bitops)
=

6.2.2.3 Standardize the data (Pre-processing)

As the dataset is from Amazon.com, the data is in the form of text. The text data is
highly prone to inconsistencies. This step is very important as it extract out unwanted
words from tweets. To make the data more relevant for analysis, text preprocessing is
performed.

e Tokenization

e Stopword Elimination
e Stemming

e Part-Of-Speech tagging
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6.2.2.4 Classify the Data

In order to analyze the sentiment in nature sentence, we need to build a sentiment word
base, which contains a list of bad words and a list of good words. For this purpose the
AFINN wordlist is used, which has 2477 words and phrases rated from -5, which present
very negative viewpoint, to +5, which imply very positive attitudes. Due to the
uncertainty and simplicity, the author of the word base did not consider any words as
neutral because it is hard to define a word as neutral attitudes.

words scores  word
1 abandon -2 abandon
2  abandoned -2 abandoned
3  abandons -2 abandons
4  abducted -2 abducted
5  abduction -2 abduction
&  abductions -2 abductions
7  abhor -3 abhor
8  abhorred -3 abhorred
9  abhorrent -3 abhorrent
10 abhors -3 abhors
1 abilities 2 abilities
12 ability rl ability
13  aboard 1 aboard
14  absentee -1 absentee

Step 1: Loading the positive and the negative word list

R Code <...>

oad positive word 1ist

L
Location: ‘“wordbankshpositive-words., Txt

= scan( 'wordbanks,/positive-words.txt', what="character’, comment.char=";")

=
=]
1]

load negative word 1ist
Location: ‘wordbanks'negative-words. txt

= scan('wordbanks,/negative-words.txt', what="character’, comment.char=";")

3
[11]
w3

We are using scan () method to read the .txt files.

We are reading the positive-words.txt from the specified location and similarly reading
the negative-words.txt.
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Step 2: Creating word list

# Create pos.words Tist
pos.words = c(pos)

# Create neg.words 1ist
neg.words = c(neg)

In this step we are creating the word list using ¢ () method.

Step 3: Reading Amazon Reviews of Baby products csv file

R Code <..>

FOMN: AMAZON REVIEWS SENTIMENT ANALYSIS

1
1
o

amazon: Baby Product Reviews

review_Txt = read.csv("reviews/Baby_Reviewsl.csv")

Step 4: Extracting Amazon Reviews from csv file

R Code <...>

Extracting the reviews from the C5v

reviews =- review_Txt[[11]]
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6.2.2.5 Run R commands for processing the Data file

Step 1: Sentiment Score Logic

e o

&

#  SENTIMENT SCORE function

=

e o

Funtion Name: score.sentiment()

Parameters
sentences: vector of Text to score
pos.words: vector of words of positive sentiment
neg.words: vector of words of negative sentiment

core.sentiment = function(sentences, pos.words, neg.words)

e U0 dk e dk g3k dk dk 3k R

require(plyrl};
require(stringr);

We got a vector of sentences. plyr will handle a 1ist or

a vector as an "1" for us

We want a simple array of scores back, so we use "1" + "a" + "ply"” = laply:
Objective: Create a simple array of scores with laply

3 oAk Mt e e R

scores = laply(sentences, function(sentence, pos.words, neg.words) {

# clean up sentences with R's regex-driven global substitute, gsub():
sentence = gsub( ' [[:punct:]]", ", sentence)

sentence gsub('[[:cntrl1:1]", ", sentence)

sentence gsub('%h\d+", "', sentence)

# and convert to lower case:
sentence = tolower (sentence)

# split into words. str_split is in the stringr package
word. Tist = str_split(sentence, "‘“\s+')

# sometimes a Tist() is one level of hierarchy too much
words = unlist{word.Tist)

# compare our words to the dictionaries of positive & negative terms
neg.matches = match(words, neg.words)
pos.matches = match(words, pos.words)

# match() returns the position of the matched term or Na
# we just want a TRUE/FALSE:

pos.matches = !is.nal(pos.matches)

neg.matches = !is.nal(neg.matches)

# and conveniently enough, TRUE/FALSE will be treated as 1/0 by sum():
score = sum{pos.matches) - sum({neg.matches)

return{score)
T, pos.words, neg.words )

scores.df = data.frame(score=scores, text=sentences)
return{scores. df)

[
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OUTPUT:

scores = laply(sentences, function{sentence, pos.words, neg.words) {

# Cclean up sentences with R's regex-driven global substitute, gsub():

sentence = gsub({'[[:punct:]]", "', sentence)
sentence = gsub({'[[:cntr1:]1]", "', sentence)
sentence = gsub("\\\d+", ", sentence)

# and convert to lower case:
sentence = tolower (sentence)

# split into words. str_split is in the stringr package
word. 1ist = str_split(sentence, "‘‘s+')

# sometimes a 1ist() is one level of hierarchy too much
words = unlist{word. 1ist)

# compare our words to the dictionaries of positive & negative terms
neg.matches = match{words, neg.words)
pos.matches = match({words, pos.words)

# match() returns the position of the matched term or MA
# we just want a TRUE/FALSE:

pos.matches = !is.na(pos.matches)

neg.matches = !is.na(neg.matches)

# and conveniently enough, TRUE/FALSE will be treated as 1/0 by sum():
score = sum(pos.matches) - sum(neg.matches)

return{score)
T, pos.words, neg.words )

scores.df = data.frame(score=scores, text=sentences)
returni{scores. df)

¥

Step 2: Sentiment Score Calculation

Use score.sentiment() method to calculate the score of the reviews

4

# Calculating sentiment for the given reviews

result = score.sentiment(reviews, pos.words, neg.words)
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OUTPUT:

> rownames(result)
[l] lllll Il2ll

[13] "13"

[25] "25"

[37]"37"

[49] "49"

[61] "61"

[73] "73"

[85] "85"

[97] "97"

[109] "109"
[121] "121"
[133] "133"
[145] "145"
[157] "157"
[169] "169"
[181] "181"
[193] "193"
[205] "205"
[217] "217"
[229] "229"
[241] "241"
[253] "253"
[265] "265"
[277] 277"
[289] "289"
[301] "301"
[313] 313"
[325] "325"
[337] "337"
[349] "349"
[361] "361"
[373] 373"
[385] "385"
[397] "397"

e
.
vage
.
.
g
g
.

"110"
"122"
"134"
"146"
"158"
"170"
"182"
"194"
"'206"
"218"
"230"
242"
"'254"
"'266"
"278"
"290"
"302"
"314"
"326"
338"
"350"
"362"
"374"
"386"
398"

||3|| ||4|| ||5||

g
-
-
g
-
-
-
-

"111"
"123"
"135"
"147"
"159"
"7t
"183"
"195"
"207"
"219"
"231"
"243"
"'255"
"267"
"279"
"291"
"303"
"315"
"327"
"339"
"351"
"363"
"375"
"387"
"399"

.
o
40"
-
s
.
g

.
wqpe
g
e
-
.
-
go"

-
g
.
.
g
.
g
.

g
vqgr
wape
.
-
-
e
o1

gy
-
.
e
-
.
wg0"
g

10"
g
-
.
-
-
g1
-

g
-
g
.
o
70r
.
voq"

.
-
a5
g
vgge
e
g3
.

g
3
4
60"
.
vagr
.

"100" "101" "102" "103" "104" "105" "106" "107" "108"

"112"
"124"
"136"
"148"
"160"
"172"
"184"
"196"
208"
"220"
"232"
244"
"'256"
"268"
"280"
"292"
"304"
"316"
328"
"'340"
"352"
"364"
"376"
388"
"400"

"113"
"125"
"137"
"'149"
"161"
"173"
"185"
"197"
"'209"
"221"
"233"
"'245"
"257"
"269"
"281"
293"
"305"
"317"
"329"
"341"
"353"
"365"
37T
389"
"401"

"114"
"126"
"138"
"150"
"162"
"174"
"186"
"198"
"210"
222"
"234"
"246"
"'258"
"270"
"282"
"294"
"306"
"318"
330"
"342"
"354"
"366"
"378"
""390"
"402"

"115" "116"
"127"
"139"
"151"
"163"
"175"
"187"
"199"
"211"
223"
"'235"
247"
"'259"
"271
"'283"
"295"
"307"
"319"
"331"
"343"
"355"
"367"
"379"
"391"
"403"

"128"
"140"
"152"
"164"
"176"
"188"
"'200"
"212"
224"
"236"
"'248"
"'260"
"272"
"284"
"296"
"308"
"320"
"332"
"344"
356"
"368"
"'380"
"392"
"404"
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"1
"129"
"141"
"153"
"165"
T
"189"
"201"
"213"
"225"
237"
"'249"
"261"
"273"
"285"
"297"
"309"
"321"
"333"
"'345"
"357"
"369"
"381"
393"
"405"

"118"
"130"
142"
"154"
"166"
"178"
"190"
"202"
"214"
"'226"
"'238"
"'250"
"'262"
274"
"'286"
"298"
"310"
"322"
"334"
"346"
358"
"370"
"382"
394"
"406"

"119"
"131"
"143"
"155"
"167"
"179"
"191"
"203"
"215"
22T
"'239"
"251"
"263"
"275"
287"
"299"
"311"
"323"
"335"
"347"
359"
"371"
383"
"395"
"407"

"120"
"132"
"144"
"156"
"168"
180"
"192"
"204"
"216"
"'228"
240"
"252"
"'264"
"276"
"288"
"300"
"312"
"324"
336"
"'348"
"360"
"372"
"384"
"396"
"408"



[409] "409"
[421] 421"
[433] "433"
[445] "445"
[457] "457"
[469] "469"
[481] "481"
[493] "493"
[505] "505"
[517] "517"
[529] "529"
[541] "541"
[553] "553"
[565] "565"
[577] "577"
[589] "589"
[601] "601"
[613] "613"
[625] "625"
[637] "637"
[649] "649"
[661] "661"
[673] "673"
[685] "685"
[697] "697"
[709] "709"
[721] 721"
[733] "733"
[745] "745"
[757] “757"
[769] "769"
[781] “781"
[793] "793"
[805] "805"
[817] "817"
[829] "829"
[841] "841"

"410"
422"
"434"
"446"
"458"
"470"
"482"
"494"
"506"
"518"
"530"
"542"
"554"
"566"
"578"
"590"
"602"
"614"
"626"
"638"
"650"
"662"
"674"
"686"
"698"
"710"
722"
"734"
"746"
"758"
"r70"
"782"
"794"
"806"
"818"
"830"
"842"

"411"
"423"
"435"
"447"
"459"
"471"
"483"
"495"
"507"
"519"
"531"
"543"
"555"
"567"
"579"
"591"
"603"
"615"
"e27"
"639"
"651"
"663"
"675"
"687"
"699"
"711"
"723"
"735"
747"
"759"
"7
"783"
"795"
"8o7"
"819"
"831"
"843"

"412"
"424"
"436"
"448"
"460"
"472"
"484"
"496"
"508"
"520"
"532"
"544"
"556"
"568"
"580"
"592"
"604"
"616"
"628"
"640"
"652"
"664"
"676"
688"
700"
"712"
724"
"736"
"748"
"760"
"2t
"784"
"796"
808"
"820"
"832"
"844"

"413"
"425"
"437"
"449"
"461"
"473"
"485"
"497"
"509"
"521"
"533"
"545"
"557"
"569"
"581"
"593"
"605"
"617"
"629"
"641"
"653"
"665"
"67T7"
"689"
"701"
"713"
"725"
AT
"749"
"761"
"3
"785"
WETA
809"
"821"
"833"
"845"

"414"
"426"
"438"
"450"
"462"
"474"
"486"
"498"
"510"
"522"
"534"
"546"
"558"
"570"
"582"
"594"
"606"
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6.2.2.6 Establish R Plotter, Histogram and Wordcloud

The process of sentiment analysis is to calculate the synchronization of the words of the
tweets with respect

Word Cloud for Amazon Baby product Reviews
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Sentiment score information for word tokens Positive word tokens
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Calculating Emotions

# classify emotion

class_emo -~ classify_emotion(some_txt, algorithm-"bayes", prior«1.0)
# get emotion best fit

emotion - class_emo[,7]

# substitute NA's by "unknown"

emotion(is.nalemotion)] = "unknown"

OUTPUT:

Emotions:

|

B o ey

o

sokor. cabagora
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Histogram for the Sentiment Result

Histogram of result$score
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6.2.2.7 Interpretation

The Baby Products sold over Amazon has overall average brand perception. Most of the
feedback that is associated with Baby Products is neutral.
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2
Conclusion

With the rapidly expanding social networks, it is challenging to analyze its large data
using existing data mining tools. We have shown that our Architecture to access
Twitter, Amazon and R-Studio Environment analyzes large data for decision making.

We have shown through our experiments to do Sentiment Analysis on retrieved “Make-
In-India” data from Twitter that the numbers of people have given positive, neutral
and negative opinions on the scheme “MII”. And mostly the opinion is neutral or
positive towards this program.

We have also shown through our experiments to do Sentiment Analysis on retrieved
Online Customer Reviews on Baby Products data from Amazon that the numbers of
people have given positive, neutral and negative reviews for the baby products available
to buy on Amazon. Most of the customer’s opinion is neutral towards all the categories
of baby products. This can also be further extended to segregate the sentiments based on
different sellers and categories of a product.

These experiments can also be extended to extract information from other social web
media or blogging portals like Facebook, LinkedIn, TripAdvisor, Zomato, Glassdoor
and many more.

This study can be concluded by stating that the social media data can be a rich source
of information which, when harnessed by the marketers, can give the organisations an
upper edge over its competitors. Analysis of this huge chunk of unstructured data can
lead to actionable items and help marketers to better understanding the customer’s
behaviour, perceptions and feelings. Aso, it can help organisations in improving their
products and services by listening to their customers in real time. Organisations should
build suitable team and should be willing to invest in social media mining to reap the
benefits of this data.

With the experiments, it is also advisable to conclude R Statistical Tool is sufficiently
used for the analysis of large sets of data. This can be further extended to use
PYTHON for more analysis of big data.
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