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ABSTRACT 

 

 

 

 

As social media is a fertile ground for origin and spread of rumours, it is imperative to 

detect and deter rumours. Various computational models that encompass elements of 

learning have been studied on benchmark datasets for rumour resolution with four 

individual tasks, namely rumour detection, tracking, stance and veracity classification. 

Quick rumour detection during initial propagation phase is desirable for subsequent 

veracity and stance assessment. This research presents the use of adaptive and heuristic 

optimization to select a near-optimal set of input variables that would minimize variance 

and maximize generalizability of the learning model, which is highly desirable to achieve 

high rumour prediction accuracy. An empirical evaluation of hybrid filter-wrapper on 

PHEME rumour dataset is done. The features are extracted initially using the 

conventional term frequency-inverse document frequency (TF-IDF) statistical measure 

and to select an optimal feature subset two filter methods, namely, information gain and 

chi-square are separately combined with three swarm intelligence-based wrapper 

methods, cuckoo search, bat algorithm and ant colony optimization algorithm. The 

performance results for the combinations have been evaluated by training three classifiers 

(Naïve Bayes, Random Forest and J48 decision tree) and an average accuracy gain of 

approximately 7% is observed using hybrid filter-wrapper feature selection approaches. 

Chi-square filter with Cuckoo and ACO give the same maximum accuracy of 61.19% 

whereas Chi-square with bat gives the maximum feature reduction selecting only 17.6% 
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features. The model clearly maximizes the relevance and minimizes the redundancy in 

feature set to build an efficient rumour detection model for social data. 

 

Due to the ever increasing use and dependence of netizens on social media, it has become 

a fertile ground for breeding Rumours. This work aims to propose a model for Potential 

Rumour Origin Detection (PROD) to enable detection of users who can be likely rumour 

originators. It can not only help to find the original culprit who started a rumour but can 

aid in veracity classification task of the rumour pipeline as well. This work uses features 

of the user’s account and tweet to extract meta-data. This meta-data is encoded in an 8-

tuple feature vector. A credibility quotient for each user is calculated by assigning weights 

to each parameter. The higher the credibility of a user, less likely it is to be a rumour 

originator. Based on the credibility, a label is assigned to each user indicating whether it 

can be a potential rumour source or not. Three supervised machine learning algorithms 

have been used for training and evaluation and compared to a baseline zeroR classifier. 

The results have been evaluated on benchmark PHEME dataset and it is observed that the 

multi-layer perceptron classifier achieves the highest performance accuracy, that is, an 

average 97.26% for all five events of PHEME to detect potential rumour source. 
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CHAPTER 1 

 

INTRODUCTION AND OVERVIEW 

 

 

 

 

This chapter presents a concise and comprehensive introduction to the research problem addressed 

in the thesis work followed by a brief overview of the techniques used. The chapter ends with an 

outline of the rest of the thesis. 

 

 

 

1.1 Introduction 

 

 

Social media is an indispensable and ubiquitous part of life today. It has enabled mobilization 

of information eliminating communication and demographical barriers. With the advent of 

smartphones, social media has become all the more easily accessible to people from all walks 

of life. Not only is it a subtle way to stay in touch with people we know, it is a platform to 

share anything and everything from our photos and visits to our moods. Be it political issues 

like elections, natural disasters like floods and earthquakes, terrorist attacks, epidemics, issues 

relating to celebrities, the public in general, or any socio-cultural issue, social media users do 

not shy away from expressing their opinions and posting updates.  

 

 

 

For example, when hurricane Sandy hit USA’s East coast, power went out thus cutting off 

most traditional forms of communication like television and radio, people took to social media 

to stay updated. A hospital in New York used took to social media to inform people about how 

they can stay safe. An instance is shown in fig 1.1.  
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Fig 1.1. Use of Social Media during Emergency Situations 

 

 

 

A more recent example is that of Kerala Floods in India’s southern region where not just the 

government and disaster relief organizations but also ordinary citizens took to social media for 

both rescue and relief operations. People used twitter, WhatsApp and whatever they could to 

provide people with information about helpline numbers, free medical and other services. 

Social media has thus become an important source for not only gathering opinions but also for 

disseminating information. Governments, companies and others look to social media for 

feedback on new schemes and products. Undoubtedly this pervasive web has enriched our lives 

but there is a flip side to the phenomenon as well. Cyber bullying [1] [2], psychological distress 

[3] [4], echo chambers [5], viral misinformation [6] and cascading rumours [7] are key social 

problems associated with the evolving web. Social media is equally easily accessible to those 

who want to help as to those who want to create trouble. Given how easy it is for anyone to 

create a fake account, rumor mongers can take great advantage of the increasing reliance on 

social media for staying updated about current events. A recent study by researchers at MIT 

[8] show that fake and rumorous posts spread much faster than authentic ones. People keep on 

repeatedly posting and sharing a piece of information which thus proliferates across entire 

networks and affects millions. Though the updates can help government, disaster relief 

organizations and the general public during critical situations but the falsification or fabrication 

of information may harm the status, privacy and lives of people.  
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1.2 Defining Rumours 

 

 

Simply put, a rumor is an assertion whose truth value is unverified. Rumours have been studied 

and analysed from a range of perspectives, and within and across different disciplines [9]. Most 

of the definitions given in the literature agree with that of major dictionaries such as the Oxford 

English Dictionary, which defines a rumour as “a currently circulating story or report of 

uncertain or doubtful truth”, as well as the Merriam-Webster dictionary defining it as 

“information or a story that is passed from person to person but has not been proven to be 

true”. Irrespective of the underlying story being ultimately proven true or false, or remaining 

unsubstantiated, a rumour circulates while it is yet to be verified. A number of researchers have 

extended the definition of rumour. For instance, DiFonzo and Bordia, 2007 [10] define 

rumours as “unverified and instrumentally relevant information statements in circulation that 

arise in contexts of ambiguity, danger or potential threat, and that function to help people make 

sense and manage risk”. Moreover, Allport and Postman, 1946 [11] posit that one of the main 

reasons why rumours circulate is that “the topic has importance for the individual who hears 

and spreads the story”. The authors also emphasise that “newsworthy events are likely to breed 

rumors” and that “the amount of rumor in circulation will vary with the importance of the 

subject to the individuals involved times the ambiguity of the evidence pertaining to the topic 

at issue” [12]. 

 

 

 

Consistent with these definitions, Zubiaga et al., 2016 [13] have adapted a definition to the 

context of breaking news: a rumour is a “circulating story of questionable veracity, which is 

apparently credible but hard to verify, and produces sufficient skepticism and/or anxiety so as 

to motivate finding out the actual truth”. In the context of journalism, spreading rumours can 

have harmful consequences for the reputation of a news organisation if they are used in 

reporting and later proven false, and hence being able with confidence to quickly assess 

whether information has not yet been verified as breaking news unfolds is crucial. 
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1.3 Motivation and Scope 

 

Given how easy it is for anyone to create a fake account, rumor mongers can take great 

advantage of the increasing reliance on social media for staying updated about current events. 

It is not easy for the general public to identify a rumor from non-rumor as they have neither 

the means nor the will to verify the credibility of each post they come across. Rumors spread 

like wild fire and have in the past created much trouble. Not only are they misleading but are 

potentially harmful to the status, privacy and even the lives of people. The increasing over-

reliance on social media as a source of information, has also given rise to the trend of posting 

fake news and posts thus sparking rumors. There is usually no means to check the authenticity 

of social media posts and even when there is people are so hasty and eager to share it, most of 

them do not bother to verify what they are posting. This makes social media websites a fertile 

ground for breeding rumors. 

 

 

All kinds of information are posted on social media. Some are good, some bad, some useful 

while some useless. Not all information is rumorous. The following figure 1.2 depicts the 

example use of social media to broadcast information with positive and wrongful intent. 

 

 

 

Fig 1.2. Social Media and its use with positive and wrongful intent. 
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Thus, given the tremendous power that social media has to influence people, it is imperative that 

posts on social media be monitored, potential rumors be identified and further be tracked and 

mitigated before the post becomes viral and affects millions of people. 

 

 

1.4 The Rumour Analytics Pipeline 

 

 

The rumor analytics process consists of four phases or subtasks as follows: 

 

• Rumor Detection: In this step, a binary classifier is given as input a stream of posts and it 

outputs each post labelled as being a rumor or non-rumor. It is very important when working 

with emerging rumors. 

 

• Rumor Tracking: Given a rumor as input, either in the form of a descriptive sentence or 

in the form of keywords, the social media is monitored for relevant posts describing the rumor. 

These related posts are then given as output.  

 

• Stance Classification: This component determines the orientation of each related post, 

output by the rumor tracking component and outputs posts labelled by a stance like supporting, 

denying or querying a rumor. 

 

• Veracity Classification: This component outputs the veracity of a rumorous post by using 

the outputs of the previous two components as inputs as well as other online sources like news 

websites optionally. The output can be either only a truth value or additionally some context 

like links to online data sources. 

 

 

The detection of rumour origin is also a subtask that tracks the original or the first user who 

posted that content. Fig 1.3 depicts a graphical representation of the rumour analytics pipeline. 
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Fig 1.3.The Rumour Analytics Pipeline 

 

 

1.5 Soft Computing 

 

 

Soft computing is a computing approach that is modeled on the characteristics of the human 

intelligence. Unlike hard computing, it has tolerance for and works well with inexact, 

imprecise, uncertain and partial results. It can use approximation to achieve robust, tractable 

solutions to computationally hard and NP-complete problems. It encompasses machine 

learning, neural networks, fuzzy logic, evolutionary computing and probabilistic reasoning. 

Fig 1.4 illustrates a broad classification of various soft computing techniques. 
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Fig 1.4. Soft Computing Techniques 

 

 

 

1.5.1 Machine Learning and Optimization 

 

 

Machine Learning is a branch of Artificial Intelligence. It provides the ability to computers to 

automatically learn from experience without being explicitly programmed. The input can be 

data samples, instructions or direct experience. The output can be decision based like in 

classification tasks, certain patterns inferred by the computer like in pattern recognition tasks, 

etc. The aim is to let the system adjust itself by tuning the learning parameters based on its 

performance.  
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Fig 1.5. Machine Learning Approaches 

 

 

The classification of machine learning algorithms is illustrated in fig 1.5 and these are 

explained below. 

 

 

 Supervised Machine Learning: It is a class of machine learning algorithms that learn 

by comparing their output response with the actual response provided to them. Thus, 

they use labelled data as input and try to adjust their parameters to get their response 

as close to the target response as possible. Once trained, these algorithms are presented 

with an unlabeled data set which they have to label. Supervised ML algorithms can be 

used for both classification which predicts a discrete value or category that the data 

belongs to, as well as for regression tasks which predicts a numerical or real, continuous 

value. Sentiment analysis and spam filtering are examples of classification tasks while 

stock price prediction and time-series forecasting are examples of a regression task. 

While some algorithms like Support Vector Machines and Decision trees can be used 

for either of the two tasks, others like Naïve Bayes and Logistic Regression are suitable 

for only classification and regression respectively.  
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 Unsupervised Machine Learning: These are a class of machine learning algorithms 

that learn from an unlabeled data set, i.e., the algorithm has no target output to compare 

its response with. They group data together based on recognition of certain patterns and 

commonalities. Data are grouped together based on the absence or presence of these 

commonalities amongst them. Unsupervised ML algorithms are classified as clustering 

or associating algorithms. Clustering algorithms like the k-means group data together 

based on insights and inherent patterns among groups. Practical applications of 

clustering include pattern recognition, statistical data analysis and information 

retrieval. Association rule learning algorithms like the Apriori algorithm, on the other 

hand, discover relations among variables in the data set that associate variables in one 

set to the other. Practical applications include web usage mining and market based 

analysis. 

 

 

 Semi-supervised Machine Learning: This class of machine learning algorithms takes 

as input semi-labeled data with majority of the data being unlabeled. The goal being to 

classify the unlabeled data deducing patterns and learning from the labeled data. Semi-

supervised has a lot of practical applications where a lot of data is available and it is 

cumbersome and time intensive to label each set of features. Examples include speech 

analysis, protein sequence classification and web content classification. Self-training, 

generative models, semi-supervised support vector machines (S3VMs) are examples 

of semi-supervised learning algorithms. 

 

 

 Reinforcement Machine Learning: It is a reward based machine learning approach, 

wherein the closer the output is to the output higher is the reward. Unlike supervised 

learning, the algorithm is not provided the actual target outputs, instead it learns from 

experience according to the reward which can be either positive or negative. Industrial 

automation is an application are of reinforcement learning. Q-learning and Sate-
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Action-Reward-State-Action (SARSA) are examples of some reinforcement learning 

algorithms. 

 

 

 

Given the huge amounts of datasets, a large number of features need to be extracted and analyzed 

resulting in large feature matrices. Not all of these features are relevant to the classification task. 

Moreover, the larger the feature set, more will be the time required for training the model. It is 

desirable to use only the most important features for learning. This selection of best or optimal 

features is done using optimization algorithms.  

 

 

The term optimization refers to making the best and most efficient use of a given situation. An 

optimization problem, thus, is one where we have to find the best solution among many feasible 

ones. A feasible solution is one that satisfies all the constraints of the given problem. The best 

solution, on the other hand, is one that maximizes or minimizes certain problem parameters. 

Although the terms best and efficient can refer to various parameters depending on the problem at 

hand, in most real word applications we either need to minimize the cost, time or some other 

limited resource, or maximize the efficiency of the system. 

 

 

Optimization algorithms can broadly be classified into deterministic and stochastic algorithms. In 

deterministic models, the output is completely determined from the initial conditions and 

parameters. Stochastic models, on the other hand have an inherent randomness such that the same 

initial conditions and parameters will lead to an ensemble of different outputs.Heuristic algorithms 

are the class of stochastic optimization algorithms that aim to find close to optimal solutions to 

NP-Hard optimization problems. The solutions may not be the best but they are reasonably 

acceptable. Meta-heuristics go beyond heuristics and are a level up and generally give better results 
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than simple heuristics. Almost all meta-heuristics use a trade-off of randomization and local 

search. Fig 1.6 presents a classification of optimization algorithms. 

 

 

 

Fig 1.6. Classification of Optimization Algorithms 

 

 

 

1.5.2 Swarm Intelligence 

 

 

Swarm intelligence algorithms are a class of population-based nature inspired metaheuristics that 

take inspiration from birds, animals and other natural phenomenon. Swarm algorithms usually 

work over a population of agents, also called as hosts. Swarm techniques make use of collection, 

decentralization, distribution and self-organization of agents to arrive at an optimal solution. The 

most popular among the swarm-based algorithms are those inspired by the behaviour of species in 
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nature like birds, ants, insects, etc. Some examples of popular swarm algorithms are particle swarm 

optimization, ant colony optimization, cuckoo search, etc. 

 

 

1.6 Research Objectives 

 

 

This research proffers a hybrid filter-wrapper rumour detection model to identify new rumours in 

a timely manner. The objective to use a hybrid is to maximize the relevance and minimize the 

redundancy in feature set which is used to train the learning model. The hybrid takes the advantage 

of both the efficiency of filters and the accuracy of wrappers [14]. The hybrid filter-wrapper 

generates an optimal feature matrix to train the learning model. To create the initial feature matrix, 

term frequency-inverse document frequency (TF-IDF) [15] is used. While most researchers 

working in this research domain focus on the social, temporal, propagation and network-based 

features [16] [17] [18] [19] [20], this research focuses exclusively on the textual content of the 

tweet. Linguistic features are abundant and are significant in the early phase of propagation. 

Moreover, given the restriction of microblogging sites regarding the length of tweets, users try to 

be concise, use abbreviations and keywords. All these can assist in identifying rumours. 

 

 

The subtask of rumour origin of the rumour analytics pipeline has been explored the least and this 

work aims to detect a user who can be a potential rumour origin based on certain user account and 

tweet content based features. The work proposes a PROD (Potential Rumour Origin Detection) 

Model which labels each user based on whether he can be a potential rumour source or not defining 

a credibility quotient derived from the values of 8-tuple feature vector extracted based on user data 

and tweet content. Finally, 3 supervised ML algorithms Naïve Bayes (NB), Support Vector 

Machines (SVM) and Multilayer Perceptron (MLP) are used to evaluate the performance of the 

model. Thus, the key questions addressed in the work include: 
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 How to detect rumours on social media? 

 Can feature selection techniques like filter and wrapper methods be used to detect rumours? 

 Which features can be used to identify a user as being a potential rumour source? 

 

 

Thus, the primary research objectives of the work can be stated as follows: 

 

 

Research Objective I: To build a rumour detection model with hybrid filter-wrapper 

method 

 

Research Objective II: To evaluate the performance of various feature selection methods 

for rumour detection on benchmark PHEME dataset. 

 

Research Objective III: To identify the features which are indicative of a user being a 

potential rumour source. 

 

 

1.7 Organization of the Thesis 

 

 

The rest of the thesis is organized as follows: chapter 2 presents a literature survey in the field 

of rumour analytics focusing on the subtasks of rumour detection and rumour origin. Chapters 

3 and 4 elucidate the models proposed for rumour detection and rumour origin respectively. 

Chapter 5 presents and discusses the results obtained from training using the models proposed. 

Chapter 6 concludes the thesis and presents future research directions. 
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CHAPTER 2 

 

LITERATURE REVIEW 

 

 

 

 

This chapter briefly reviews the work done in various subtasks of the rumour analytics field and 

extensively reviews the most notable research in the field of rumour detection and origin. 

 

 

2.1. Social Media and Rumours 

 

 

Social media has been explored by researchers for sentiment analysis [21] [22] [23] [24], sarcasm 

detection [25], cyberbullying detection [1] [2], expert mining [26] and rumour analytics [7] [27] 

[6].  

 

 

Rumor analytics is an active area of interest and research [28] [29] [30] [31] [32] [13] [33]. A 

number of tools have been built to analyse previously identified rumors [30] [34]. Some prominent 

work has been done in detecting known rumors  by [35] [36] [37]. This is useful for long standing 

rumors and can be helpful in tracking a rumor once it has been identified. There has also been 

work on related tasks like stance classification [38] [39] [35] [40] which classifies posts discussing 

a rumor as in support, denial or questioning a rumor. A supervised classifier is trained given a 

labelled dataset consisting of tweets and the stance for the tweets is predicted. However, only 
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rumors are dealt with, non-rumors are not handled in their work. It is assumed that the input is 

already processed and cleaned and thus consists of only rumors. 

 

 

Work has also been done on veracity classification [38] [41] [42] [43] [44] [45] [46] [47]. The 

tasks of stance and veracity classification are complementary to the task of detection; as rumours 

detected by the rumour detection sub-system system can be provided as input to a classifier 

determining stance in the input rumours and/or their veracity. 

 

 

However, this previous step of distinguishing between out rumours and non-rumours is largely 

unexplored, and most work deals directly with subsequent steps. Researchers have explored 

various types of features of the tweets broadly categorized as content based (like POS, NER etc.), 

pragmatic features (like emoticons, event etc) and network specific features (like hashtags, urls, 

retweet etc.), user features (like friends count, followers count, etc.), client based and propagation-

based features. Swarm algorithms have not been explored much in the context of rumor analytics. 

To the best of our knowledge, only a few works have used swarm intelligence for rumor analytics 

[48] [49]. 

 

 

2.2 Related Work in Rumour Detection 

 

 

The majority of research in rumour analytics has been carried out in the area of rumour veracity 

classification. The work presented in this paper, however, is based on the primary task of rumour 

detection. Table 2.1 summarizes the most notable work. Most researchers have worked on 

microblogging sites, namely, Twitter or Sina Weibo. 
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Table 2.1. Related Work in Rumour Detection 

Authors Microbloggin

g site used 

Features used ML algorithms used 

Yang et al. [16]  Sina Weibo Content based 

Account based 

Propagation based 

Client based 

Location based 

SVM with RBF 

kernel 

Zhang et al. [17] Sina Weibo Shallow features 

Content based features 

User based implicit features 

SVM 

Jin et al. [18] Sina Weibo User, content, social, semantic, 

structure and propagation 

based features 

SVM 

Wang and 

Terano[19] 

Twitter Textual features, temporal 

features,  propagation 

structures and behaviour of 

users 

Proposed a pattern 

matching algorithm 

for rumour pattern 

detection 

Yang et al. [20] Sina Weibo Content based features, micro-

blogging features, account 

based features, topological 

features of the network 

NB 

Sahana et al. [50] Twitter Tweet content features 

User account features 

J48 
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Wu et al. [41] Sina Weibo Propagation structures 

Semantic features 

Hybrid SVM using 

graph kernel and 

radial basis function. 

Hamidian and 

Diab [36] 

Twitter  Network and Twitter specific 

features 

Meta linguistic features 

Pragmatic features 

J48 

Zhao et al. [51] Twitter Statistical tweet features Clustering, SVM, DT 

Castillo et al. [52] Twitter Message, User, Topic and 

Propagation features 

J48 

Kwon et al. [53]  Temporal, structural, and 

linguistic features 

DT, Random Forest, 

SVM 

Ma et al. [54] Sina Weibo Textual features NB, Logic, SMO, 

MLP, K-NN, Random 

Forest, Random Tree 

Liu at al. [38] Twitter Language, network 

propagation, account, user and 

meta features 

SVM, DT, Random 

Forest 

Gupta et al. [55] Twitter User, Network, event, Content 

based features 

SVM, NB, K-NN, J48 

Jin et al. [46] Sina Weibo Content, user and social 

relations based features 

SVM 

Ma et al. [44] Twitter, Sina 

Weibo 

Content based, user based and 

propagation based features 

DT, Random Forest, 

SVM 
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Giasemidis et al. 

[56] 

Twitter Message based, user based, 

network based, time series 

based, propagation based 

features 

Logistic Regression, 

Linear SVM, RBF 

based SVM, DT, 

Random Forests, NB, 

Neural Networks 

Kwon et al. [57] Twitter User, structural, linguistic, and 

temporal 

features 

Random Forest 

Jin et al. [58] Sina Weibo Image based features, textual, 

user, propagation based 

features 

SVM, Logistic 

Regression, KStar, 

Random Forest 

Zhang et al. [59] http://www.liu

yanbaike.com/ 

- preeminent 

online resource 

for verifying 

and debunking 

rumours in 

China 

Textual, content based, 

multimedia related features 

Logistic Regression 

Ma et al. [43] Twitter, Sina 

Weibo 

Temporal, content, user and 

propagation based features 

SVM, DT, Random 

Forest, RNN, LSTM, 

GRU 

Chen et al. [60] Twitter, Sina 

Weibo 

Textual, temporal features DT, SVM, LK-RBF, 

ML-GRU, LSTM, 

RNN 

Ruchansky et al. 

[61] 

Twitter, Sina 

Weibo 

Temporal, textual, user 

features 

DT, SVM, GRU, 

LSTM 
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Jin et al. [62] Twitter, Sina 

Weibo 

Textual, visual, social 

contextual features 

Logistic classifier, 

RNN, LSTM 

Yu et al. [63] Twitter, Sina 

Weibo 

Ensemble features SVM, DT, GRU, 

CNN, Random Forest 

Nguyen et al. [64] Twitter Ensemble, Twitter and 

Epidemiological features 

1-layer GRU-RNN, 1-

layer LSTM, 

CNN+LSTM, 2-layer 

GRU-RNN, Tanh 

RNN 

 

DT: Decision Tree; SVM: Support Vector Machine; NB: Naïve Bayes; RBF: Radial Basis 

Function; SMO: Sequential minimal optimization; MLP: Multilayer Perceptron; K-NN: K nearest 

neighbours; RNN: Recurrent Neural Networks; LSTM: Long short-term memory; GRU: Gated 

Recurrent Units; CNN: Convolutional Neural Networks. 

 

 

Rumour detection is commonly referred to as a binary classification task with features extracted 

from textual comments, user profiles and information propagation patterns.  Among these feature 

types, the text-based rumour detection techniques have been prominently studied because of the 

content stability and efficiency of textual feature extraction is higher as compared to modelling a 

user profile to detect a candidate rumour post. For analysing textual features, researchers have 

used TF-IDF, entropy ratio and LDA (Latent Dirichlet Allocation) [52] [58] [51] [60]. But none 

of the studies, to the best of our knowledge, have discussed a filter-wrapper method to train a 

model of rumour detection using textual features of the tweet. The next section expounds the 

details of the proposed hybrid filter-wrapper model. 
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2.3 Rumour Origin and Related Work 

 

 

As important it is to detect and debunk a rumour, equally important is finding the origin of the 

rumour post. Doing so, will not only help catch the culprit, but can hint screening agencies to pro-

actively keep a check on users activities. This subtask of rumour analytics has been explored the 

least and this work aims to detect a user who can be a potential rumour origin based on certain 

user account and tweet content based features. The work proposes a PROD (Potential Rumour 

Origin Detection) Model which labels each user based on whether he can be a potential rumour 

source or not defining a credibility quotient derived from the values of 8-tuple feature vector 

extracted based on user data and tweet content. Finally, 3 ML algorithms based on the supervised 

approach namely NB, SVM and MLP are used to evaluate the performance of the model. 

 

 

The rest of the paper is ordered as follows: the second section summarizes the existing work, the 

third section expounds the proposed potential rumour origin detection (PROD) model, the fourth 

section presents the results. The last section concludes the work and presents some future 

directions. 

 

 

The area of rumour origin detection has been explored little. We summarize some of the most 

notable works. The first systematic study of finding rumour sources used the SIR model where the 

authors built an estimator for rumour source in trees and gen-eral graphs [65]. They use the 

approach of maximum likelihood. The problem of rooting out a single rumour source from a set 

of suspect nodes under an SI model has also been studied [66]. They build a maximum a posteriori 

(MAP) to identify the rumour source. Some authors introduce monitors in the network and build 

algorithms based on the approach that which receive information from the network [34] [67]. 

Rumour sources are detected based on which nodes receive more information. In another work, 
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researcherscompare time of tweet posting to find the origin [50]. A track of rumour propagation 

trails and empirical investigation of the rumour teller’s position using statistics has also been done 

[68]. The problem of single rumour source detection with multiple observations has also been 

addressed [69]. The authors pro-pose a unified inference framework using the concept of union 

rumour centrality. 
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CHAPTER 3 

 

PROPOSED MODEL FOR RUMOUR DETECTION 

 

 

 

This chapter describes in detail the proposed model for the subtask of rumour detection based on 

hybrid filter and wrapper techniques.  

 

 

3.1 Introduction 

 

 

Rumour detection is a quintessential text classification task which intends to categorize the 

incoming social media post as rumourous or not. Feature engineering is a non-trivial sub-task in 

text classification, which includes feature extraction, feature transformation and/or feature 

selection.  Feature extraction takes care of the generation of features from data that are in a format 

that is difficult to analyze directly or are not directly comparable (e.g. images, time-series, etc.). 

Feature transformation transforms the existing features in order to create new ones based on the 

old ones. On the other hand, feature selection, selects the features having maximum influence on 

the targeted variable. If the only intent is to achieve dimensionality reduction in an existing dataset, 

we can either use feature transformation or feature selection methods. But if the intent is to 

understand the physical interpretation of the features identified as "important" or if we are trying 

to limit the amount of data that needs to be collected for analytics, then only feature selection can 

work. Feature selection methods can further be classified into filters, wrappers, embedded and 

hybrid methods [70]. This research proffers a hybrid filter-wrapper rumour detection model to 

identify new rumours in a timely manner. The objective to use a hybrid is to maximize the 

relevance and minimize the redundancy in feature set which is used to train the learning model. 
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The hybrid takes the advantage of both the efficiency of filters and the accuracy of wrappers [14]. 

The hybrid filter-wrapper generates an optimal feature matrix to train the learning model. To create 

the initial feature matrix TF-IDF [15] is used. While most researchers working in this research 

domain focus on the social, temporal, propagation and network-based features [50] [51] [52] [53] 

[54], this research focuses exclusively on the textual content of the tweet. Moreover, given the 

restriction of microblogging sites regarding the length of tweets, users try to be concise, use 

abbreviations and keywords. All these can assist in identifying rumours. 

 

3.2 The Proposed Filter-Wrapper Rumour Detection Model 

 

 

The rumour detection model uses a hybrid filter-wrapper method for rumour detection on 

benchmark PHEME dataset. It evaluates the importance of textual content of the source tweet by 

using TF-IDF as a feature extraction method. Combinations of 2 filters (information gain, chi-

square) and 3 swarm intelligence-based wrapper methods (cuckoo search, bat algorithm, ant 

colony optimization) are assessed for feature selection. Three classifiers, namely, Naïve Bayes, 

Random Forest and J48 decision tree are trained using the optimal feature set generated by filter-

wrapper to determine the performance of the proposed model in terms of accuracy, precision, recall 

and F-measure. The structural flow of the proposed model is shown in fig.3.1. 
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Fig 3.1. Systematic workflow of the proposed system 

 

 

The following sub-sections expound the details. 
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3.2.1. Data Acquisition 

 

 

The dataset used in this work is the PHEME dataset of rumours. It consists of labelled tweets for 

5 breaking news events as follows: 

 

 

• #charliehebdo - Around noon on 7th January 2015, two gunmen forced themselves into 

the offices of the French satirical weekly newspaper Charlie Hebdo in Paris and killed 12 people 

and wounded 11. The dataset contains 458 rumours and 1621 non-rumours. 

 

• #ferguson - On 9th August, 2014, a white police officer, 28-year-old Darren Wilson  fatally 

shot an African-American 18 year old named Michael Brown Jr, in Ferguson, Missouri. The 

officer reports an altercation between him and Brown when Brown attacked him. He later fed and 

was chased by Wilson. A total of twelve bullets were fired by Wilson, six of which hit Brown from 

the front. Several protests followed. The dataset contains 284 rumours and 859 non-rumours. 

 

• #germanwingscrash– On 24th March, 2015, an Airbus A320-211 crashed 100 kilometres 

(62 mi) north-west of Nice in the French Alps . It was scheduled for the international Germanwings 

Flight 9525 from Barcelona–El Prat Airport in Spain to Düsseldorf Airport in Germany and killed 

all 144 passengers and six crew members. The crash was a deliberate one caused by the co-pilot 

diagnosed with suicidal tendencies and declared unfit for work by his doctor. The dataset contains 

238 rumours and 231 non-rumours. 

 

• #ottawashooting - October 22nd, 2014, a series of shooting took place Ottawa’s Parliament 

Hill. At the Canadian National War Memorial, Corporal Nathan Cirillo, a Canadian soldier on 

ceremonial sentry duty was fatally shot by Michael Zehaf-Bibeau. Zehaf-Bibeau then entered the 
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nearby Centre Block parliament building, where members of the Parliament of Canada were 

attending caucuses. After wrestling with a constable at the entrance, Zehaf-Bibeau ran inside and 

had a shootout with parliament security personnel. He was shot 31 times by six officers and died 

at the scene. The dataset contains 470 rumours and 420 non-rumours. 

 

• #sydneysiege - on 15-16th December, 2014 an armed gunman, Man Haron Monis held 

hostage ten customers and eight employees of a Lindt chocolate café in Sydney, Australia. There 

was a 16-hour standoff, two people were killed and a few injured. 

 

3.2.2. Tweet Pre-processing 

 

 

A piece of text includes a number of words some of which might be important while others may 

be unimportant. Text also includes punctuation marks, whitespaces and social media generated 

text might also include some special symbols, urls, emoticons and the like. Text must be pre-

processed to remove useless words, whitespaces and other data that might act like noise. Pre-

processing is an important step in text classification [71] [24] [72]. It includes a number of steps 

which are described below. 

 

 Removal of emojis and replacing urls and hashtags with keywords 

The first sub-task performed in the pre-processing step, was the removal of emojis. Then, the next 

sub task was to remove the urls. Since, the actual url was of little importance for our task, we 

replaced the actual links with the keyword ‘url’ to signify the presence of a link in a tweet. 

Similarly, the various hashtags in the tweets were replaced by the keyword ‘hashtag’, to 

acknowledge the presence of a hashtag in the source tweet. We used Python’s tweet pre-processor 

for this step. 
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 Tokenization 

Tokenization or segmentation or lexical analysis involves splitting a longer piece of string into 

smaller chunks. The smallest meaningful chink is called a token and can refer to a word, a 

character, or even a sentence.  We use word tokenization here and use NLTK library’s 

word_tokenize() function. 

 

 Stop Words Removal 

Conjunctions, articles, determinants, propositions are examples of words that occur frequently but 

are essentially meaningless. These are referred to as stop words and are removed using NLTK’s 

nltkcorpus’ stopwordsas they do not contribute in discriminating a text. 

 

 Lowercasing   

Capitalization is removed from the sentence by converting all letters to lowercase. 

 

 Stemming 

It is the process of reducing words in a text to their root form by considering only prefixes and 

suffixes. For example, words like talking, talked, talkative are all reduced to their root word 

‘talk’.TheNLTK’sstem’s PorterStemmer is used. 

 

 Lemmatization 

It is related to stemming but is used to recognize canonical forms based on a word’s lemma using 

NLTK’sWordNetLemmatizer. Lemmatization considers the morphology of the words using 

detailed corpus that links a word to its original lemma. 
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We illustrate the pre-processing step in detail for a sample source tweet from the PHEME dataset 

in fig.3.2. 

 

 

Fig 3.2. Pre-processing sample tweet 

 

 

3.2.3. Feature Engineering  

 

A generic text classification process involves pre-processing, feature extraction and selection 

followed by training of model and evaluation of the actual and predicted results [72]. The data 

extracted from social media is unstructured text. To extract relevant features, it must first be pre-

processed. After the data is pre-processed, a number of feature extraction techniques can be applied 

like BOW, TF-IDF and n-grams. It is followed by the feature selection task. Feature selection is a 

computationally intensive task wherein a subset of the most relevant features is selected from the 

entire feature set. In order to reduce the processing time and increase the efficiency of the training 

and evaluation process, only the most relevant features are selected. Thus, feature engineering 

involves the tasks of feature extraction, feature transformation and feature selection as shown in 

fig.3.3.The filters and wrappers used in this research are shown in boldface in the figure. 
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Fig 3.3. Feature Engineering 

 

The following sub-sections elaborate the details of the feature extraction and feature selection 

approaches used in this work: 
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3.2.3.1. Feature Extraction 

 

 

Feature extraction is a crucial step in any text classification task. It is a part of text pre-processing 

and determines the dimensionality of our dataset. Bag of words, n-grams, and TF-IDF are some of 

the most widely used feature extraction methods. In this work, we use TF-IDF. 

 

 Term frequency-inverse document frequency (TF-IDF) 

TF-IDF is a weighting scheme, widely used in text mining tasks [15] [72]. It is a combination of 

two scores: term frequency and inverse document frequency. The former measures the frequency 

of occurrence of a particular term in a single document, normalized by dividing with the total 

number of terms present in that document i.e. the document length to enable comparisons between 

documents of different lengths. It is denoted by:  

tft,d = ft,d/ ∑ 𝑡𝑡∈𝑑          (3.1) 

 

where tft,d denotes the term frequency of term t in document d, 

ft,d denotes the frequency of term t in document d and  

∑ 𝑡𝑡∈𝑑  denotes the total number of terms present in document d 

 

 

Document frequency, on the other hand, measures the number of documents containing a 

particular term t. Term-frequency gives equal importance to each term in a document, which can 

be misleading as certain terms like articles and prepositions occur very frequently in documents 

but are hardly of any relevance. This shortcoming is overcome by using the inverse document 



31 
 

frequency which scales down the weights of frequent terms and gives more importance to not so 

frequent terms. It is calculated as follows: 

idft = log 
𝑁

dft  
                  (3.2) 

 

where idft refers to the inverse document frequency of term t 

N is the total number of documents in the corpus 

dft is the document frequency of a term t across the corpus 

The TF-IDF value is then computed for each term as follows: 

 

TF-IDF = tft,d x idft         (3.3) 

 

 

Thus, TF-IDF is the measure of how important a word is to a document. Moreover, it checks how 

relevant the keyword is throughout the corpus [15]. The TF-IDF score is lowest for terms that 

occur frequently in almost all documents, highest for terms that occur frequently in a small number 

of documents and in between for terms that occur a few times in some documents or occur in many 

documents. 

 

3.2.3.2. Feature Selection 

 

 

Feature selection is an imperative step in any machine learning task, wherein a subset of most 

relevant features is selected from the entire feature set [73]. It selects an optimal subset of features 

with the aim of maximizing or minimizing an objective function. Selecting the best subset with 

the most relevant and minimum number of features is NP-hard and computationally extensive. In 

this work, we explore five feature selection methods broadly classified into two categories – filter 

and wrapper as explained below: 
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 Filter Methods 

Filter methods are used for selecting a subset of features from the given feature set. This feature 

subset is selected by assigning a numerical value to each feature in the original feature set. Based 

on the value, the features can be ranked in order of relevancy and the most relevant ones can be 

selected for training the classifier. That is, the filter methods pick up the intrinsic properties of the 

features (i.e., the “relevance” of the features) measured via univariate statistics. A number of filter 

methods are available out of which two have been used in this work, namely, information gain 

[74] and chi-square [75]. The two have been briefly described below: 

 

 Information Gain (IG): It is a method for calculating the relevancy of a particular 

feature for the determination of the class label. It measures the information gained 

in predicting a class value when a particular feature is present or absent. It is based 

on the concept of entropy and can be defined as a measure of the reduction in 

entropy of the class variable after the value for the feature is observed. It can be 

calculated as: 

 

               IG(t) = -∑ 𝑝(𝑐𝑖) log 𝑝(𝑐𝑖)𝑚
𝑖=1 + 𝑝(𝑡) ∑ 𝑝(𝑐𝑖|𝑡) log 𝑝(𝑐𝑖|𝑡) +𝑚

𝑖=1

                                   𝑝(𝑡′) ∑ 𝑝(𝑐𝑖|𝑡′) log 𝑝(𝑐𝑖|𝑡′)𝑚
𝑖=1                                                         (3.4) 

 

where ci indicates the ith class 

p(ci) indicates the probability of the ith class 

p(t) and p(t’) are respectively the probabilities of presence and absence of the feature t. 

p(ci|t) and p(ci|t’) are the respectively the conditional probabilities given the presence and 

absence of the feature t. 

 

 

 Chi-square (CS): The Chi-square test is a statistical test that tests the independence 

between two events namely the presence of a feature and the value of the class 



33 
 

variable in the case of feature selection. The Chi square value is calculated between 

each feature and the target class variable and the desired numbers of features with 

the top scores are selected. The basic idea being that if a feature is independent of 

the target variable, it is relatively uninformative and does not contribute much 

towards class prediction. It is calculated as follows : 

𝜒2 = ∑
(Oi− Ei )2

Ei 

𝑛
𝑖=1                        (3.5) 

  

 where Oi = Observed value 

 Ei= Expected value 

 

 Wrapper methods 

In contrast to the filter methods, wrapper methods measure the “usefulness” of features based on 

the classifier performance. Given the large number of attributes, it is imperative to select the 

relevant few to shorten training time, enhance generalizability of the model by avoiding 

overfitting, get simplified models and to avoid the curse of dimensionality. Swarm algorithms are 

a class of population based meta-heuristics which arrive at an optimum solution using a set of 

collective, decentralized, distributed and self-organizing agents. The most prominent among the 

swarm-based algorithms are those inspired by the behaviour of species in nature like birds, ants, 

insects, etc. In this paper, we use three swarm intelligence based wrapper algorithms as the search 

methods for finding an optimal feature subset namely cuckoo search, bat, and ant colony 

optimization. 

 

 Cuckoo Search: Proposed by Yang et al. [76] in 2009, the algorithm is inspired by 

the artificial brood parasitic behaviour of some cuckoo birds wherein the cuckoo 

birds leave their eggs in the nest of another bird having similar looking eggs to be 

raised by them. They carefully choose a nest and the cuckoo’s eggs if they hatch 

first; they often kick out the eggs of the host bird to avoid competition for food. On 

the other hand, if the host bird identifies the egg not to be hers, it either throws the 
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egg away or abandons the nest. The cuckoo search algorithm is based on this brood 

parasitism and the Lévy flight behaviour of some birds found in nature. The pseudo-

code for cuckoo search is given in fig.3.4. 

 

 

Fig 3.4 Cuckoo Search Pseudo Code 

 

 Bat Algorithm: Yang [77] proposed the bat algorithm in 2010 is based on the 

echolocation behaviour of bats. Echo location, is used by microbats for hunting and 

avoiding obstacles who emit an ultrasonic sound pulse ranging from 25kHz to 150 

kHz and lasting between 5 to 20 ms which bounces back from surrounding objects. 

The distance between the bat and the object can be estimated by the time taken by 

the echo to reach the bat. The pseudo-code for bat search is given in fig.3.5. 
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Fig 3.5. Bat Algorithm Pseudo Code 

 

 Ant Colony Optimization: Given by Morco [78] in 1992, it is inspired by the 

communication process used by ants. Ants, when searching for food start off 

randomly in a direction. On finding food, the ant returns to its colony leaving 

pheromone (a chemical) trails on the way back. The pheromone is made stronger if 

other ants follow the path and find food as well. On the other hand, the trail becomes 

fainter as it evaporates over time if the path is not travelled by other ants. The 

pseudo-code for ACO is given in the following fig.3.6. 
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Fig 3.6. Ant Colony Optimization Pseudo Code 

 

We examine various permutations and combinations of these filters and wrappers to build an 

optimal rumour detection model and empirically analyze the performance of various feature 

selection models based on source tweet’s textual features. 

 

3.2.4. Classification 

 

 

Classification in machine learning (ML) is the task of segregating instances of input into various 

classes based on previous training input. It is a supervised task, wherein a number of labelled 

training instances are given to the ML classifier as input. The classifier learns from the training 

sample. Then the performance is tested on a sample of test instances. The data with reduced feature 

subset is run through three ML classifiers namely Naïve Bayes (NB), Random Forest (RF) and 

J48 decision tree (DT) [75], [79]. 10-fold cross validation method is used for evaluating the 

performance of the various algorithms.  

 

The ML algorithms used are briefly explained below: 
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 Naïve Bayes: It is a classification technique based on Bayes’ Theorem with the “naive” 

assumption of independence among predictors, i.e. the various features are considered to 

be independent and unrelated to each other. Naïve Bayes is fast to build and works well 

with large datasets. Bayes theorem provides a way of calculating posterior probability 

P(c|x) from P(c), P(x) and P(x|c).  

 

 

Fig 3.7. Calculating Probability using Naïve Bayes 

 

 

 Random Forest: Random Forest, grows a number of trees. Each tree provides the 

classification for every single instance and other trees vote for that class. The class with 

the highest votes is assigned to that instance. A sample of the N input instances is taken 

randomly with replacement. For M input variables, m<M is selected so that at each node, 

m variables are selected at random out of the M. The best split on these m is used to split 

the node. 

 

 Decision Tree: It is a supervised learning algorithm that can be used for both discrete and 

non-discrete variables. The population is split into two or more or sub-populations based 

on most significant splitter / differentiator in input variables. The data set is broken into 

subsets having smaller size with decision and leaf nodes. 
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CHAPTER 4 

 

PROPOSED MODEL FOR RUMOUR ORIGIN 

 

 

 

This chapter describes in detail the proposed model for the subtask of rumour origin based on 

certain meta-features derived from user account and tweet based features. 

 

4.1 Introduction 

 

 

Identifying potential rumour mongers is imperative to prevent further rumour spread. Moreover, 

this step can be very helpful in calculating the veracity of a rumour which is the final step in rumour 

analytics pipeline.  

 

 

4.2 The proposed PROD: Potential Rumour Origin Detection Model 

 

 

Fig.4.1 depicts the system architecture of the work undertaken. It consists of four primary modules: 

Data acquisition, feature extraction, classification and evaluation. These module are expounded in 

detail in the subsequent sections. 
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4.2.1 Data Acquistion 

 

The dataset used in this work is the PHEME dataset of rumours. It consists of labelled tweets for 

5 breaking news events, namely,  #charliehebdo (458 rumours and 1621 non-rumours), 

#ferguson (284 rumours and 859 non-rumours), #germanwingscrash (238 rumours and 231 non-

rumours), #ottawashooting (470 rumours and 420 non-rumours) and  #syd-neysiege (522 

rumours and 699 non-rumours). As the primary aim of this work is to identify potential rumour 

source, we only considered rumourous tweets from the dataset for all the five events.  

 

Fig 4.1. Systematic flow of the model 
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4.2.2 Feature Extraction 

 

 

In this work we use meta-features derived from user account and tweet based features to detect if 

a particular user is a rumour source or not.  The features extracted are: Date of tweet posting; Date 

of account creation; Retweet status of post; Retweet count of post; Followers count of user; Status 

count of user; Favourite count of user; User account verification status; url presence; media 

presence. Thus, the resulting feature tuple is given as <naiv, orig, resp, activ, sr, av, tv, media>, 

where, each term is assigned a weight, indicating how negatively or positively each value affects 

the credibility quotient of the user. Each of these features used to build the PROD model are 

described in the following table 4.1. 

Table 4.1.  Features to build the PROD model 

Feature Description 

<naiv> It is indicative of user naivety, and depends on the account age 

of the user. The younger the user account age, more naïve he is 

and hence more prone to spread rumours. Naivety has been 

assigned a score of -2. 

<orig> It indicates whether a particular post is actually composed by the 

user or not. If the post is retweeted, orig is assigned a value of 0 

as this user cannot be a rumour source. It has been assigned a 

score of 1. 

<resp> It is short for responsibility, and is set to 1 if the user has posted 

a url in his tweet. Posting url is considered to be indicative of 

genuine news and hence the user cannot be a potential rumour 

source. It has been assigned a score of 4. 

<activ> It indicates how active a user is and is measured as the ratio of 

number of status updates to the no. of days since account 
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creation. A study [80] shows that active users are more likely to 

spread rumours. Hence, this parameter has been assigned a score 

of -2. 

<sr> sr or social reputation is calculated as the ratio of 

#favourite_count of a user to the #followers of that user and 

represents how popular a user is. 

<av> It signifies the account verification status of a person. A verified 

account, usually of public figures, is less likely to be a rumour 

source. This factor is thus assigned a positive weight of 5. <av> 

in combination with <sr> has been assigned a negative score of 

2 considering that an account which is not verified but has high 

popularity can be rumour source.  

<tv> It is short for tweet virality. A viral tweet from an unverified and 

popular account has very high chances of being a rumour source. 

Hence this feature in combination with <av> and <sr> has been 

assigned a score of (-2) 

<media> Many rumours are spread, when people use images from a 

different context in situations where they would seemingly fit, 

hence misleading people. This factor, thus has also been assigned 

a negative score of 2. 

 

 

All these feature values are summed up to calculate the credibility quotient (cq) of a user which 

would range from [-10, 10]. The higher the credibility, less likely is he to be a rumour source. 

Hence, the source quotient (sq) is calculated to be the inverse of the credibility quotient.  
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4.2.3 The Proposed Algorithm 

 

The pseudo-code for the model is given in fig 4.2. 

 

 

Fig 4.2. Pseudo Code of the proposed PROD model 

 

The final value of the source quotient is used to calculate the prs (potential rumour source) binary 

value, which is also the class label for our dataset. A negative value of source quotient indicates 

high chances of being a rumour source. Credibility points anywhere between the values 5 to 10 

are considered to indicate that concerned user cannot be a potential rumour source. While a 
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credibility score from 1 to 4 is considered to be a rumour origin suspect. Accordingly, the final prs 

value is labelled as 1 or 0. 

 

4.2.4 Classification 

 

 

The model is trained using supervised learning wherein a number of labelled train-ing instances 

are given to the ML classifier Naïve Bayes (NB), Support Vector Machine (SVM) and Multilayer 

Perceptron (MLP) as input. 10-fold cross validation method is used for evaluating the performance 

of the various algorithms. ZeroR has been used as the baseline classifier which simply predicts the 

majority class for all instances. These algorithms are briefly explained below: 

 

 ZeroR: The simplest classification method, ZeroR simply relies on the target, ignoring all 

predictors. It simply predicts the majority class as output. It is a useful baseline classifier. 

The baseline classification can be used as a benchmark for other algorithms. 

 

 Naïve Bayes: It is a classification technique based on Bayes’ Theorem with the “naive” 

assumption of independence among predictors, i.e. the various features are considered to 

be independent and unrelated to each other. Naïve Bayes is fast to build and works well 

with large datasets. Bayes theorem provides a way of calculating posterior probability 

P(c|x) from P(c), P(x) and P(x|c) as already explained in chapter 3. 

 

 

 Support Vector Machines: Support Vector Machine” (SVM) is a supervised machine 

learning algorithm that finds a separating decision surface, called a hyperplane, to 

segregate instances of the classes in the dataset. It aims to maximize the distance between 

the hyperplane and the closest data points of the two classes. This distance is called the 

margin. Greater the margin lower the classification error. 
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 Multilayer Perceptron: MLP is a feedforward deep artificial neural network with a 

minimum of three layers – a layer for input, one or more hidden layers and a layer for 

output. It is the hidden layer neurons that provide the computational capability to the 

network. It uses backpropagation to adjust weights based on the error, calculated as the 

difference between the target and the actual output values.  
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CHAPTER 5 

 

EXPERIMENTAL RESULTS AND DISCUSSION 

 

 

 

This chapter presents the comprehensive results based on the models presented in the previous two 

chapters followed by a discussion of the same. 

 

5.1 Results for the Hybrid Filter Wrapper Model  

 

This section discusses the results of various combinations of the filter and wrapper methods with 

TF-IDF. The results are broadly divided into four subparts on the basis of: (i) performance; (ii) 

population size of the various swarm algorithms; (iii) magnitude of feature reduction (iv) time 

taken to build the model. 

 

5.1.1 Basis of Performance 

 

Accuracy, precision, recall and F-measure [15] are the common performance measures used to 

evaluate the performance of ML classifiers. The results are presented in the form of graphs for the 

#germanwingscrash event. The results for the remaining events are presented in the form of tables. 

The average accuracy achieved by individual feature selection methods (2 filters and 3 wrappers) 

with TF-IDF feature extraction is shown in fig.5.1. Swarm-based wrapper method, cuckoo search 

shows the highest average accuracy of 60.2% as compared to all the others. 



46 
 

 

Fig 5.1. Average Accuracy with individual feature selection methods with TF-IDF 

 

For the hybrid of filter and wrappers, the highest accuracy of 61.19% was observed for the 

combination of chi-square filter with both cuckoo search and ACO wrappers (Fig.5.2). 

 

 

Fig 5.2. Average Accuracy using hybrid filter-wrapper with TF-IDF 

 

The results of using hybrid filter-wrapper for all five events of PHEME dataset are given in tables 

5.1 and 5.2. 
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Table 5.1: Performance with TF-IDF + IG filter+ All Wrappers 

GERMAN 

WINGS 

CRASH 

CUCKOO SEARCH BAT ALGORITHM ANT COLONY 

OPTIMIZATION 

Classifier Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

NB 62.

90 

0.6

5 

0.6

3 

0.62 52.24 0.75

4       

0.5

2 

0.37 66.5

2 

0.6

7 

0.6

7 

0.67 

RF 57.

36 

0.7

3 

0.5

8 

0.50 62.046

9 

0.67 0.6

2 

0.60 58.2

1 

0.6

4 

0.5

8 

0.54 

DT 57.

36 

0.6

0 

0.5

7 

0.55 57.356

1 

0.60 0.5

7 

0.55 57.3

6 

0.6

0 

0.5

7 

0.55 

CHARLIE 

HEBDO 

CUCKOO SEARCH BAT ALGORITHM ANT COLONY 

OPTIMIZATION 

Classifier Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

NB 78.

11 

0.7

5 

0.7

8 

0.69 78.36 0.77 0.7

8 

0.70 78.1

1 

0.7

9 

0.7

8 

0.69 

RF 78.

50 

0.7

9 

0.7

9 

0.70 78.50 0.79 0.7

9 

0.70 78.5

0 

0.7

9 

0.7

9 

0.70 

DT 77.

97 

0.7

8 

0.7

8 

0.72 77.97 0.78 0.7

8 

0.70 77.9

7 

0.7

9 

0.7

8 

0.72 

FERGUSON 

UNREST 

CUCKOO SEARCH BAT ALGORITHM ANT COLONY 

OPTIMIZATION 
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Classifier Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

NB 75.

24 

0.7

1 

0.7

5 

0.65 75.07 0.67 0.7

5 

0.65 75.7

7 

0.7

6 

0.7

6 

0.66 

RF 75.

85 

0.7

9 

0.7

6 

0.66 75.85 0.79 0.7

6 

0.66 75.8

5 

0.7

9 

0.7

6 

0.66 

DT 75.

77 

0.8

2 

0.7

6 

0.66 75.59 0.82 0.7

6 

0.66 75.5

9 

0.8

2 

0.7

6 

0.66 

OTTAWA 

SHOOTING 

CUCKOO SEARCH BAT ALGORITHM ANT COLONY 

OPTIMIZATION 

Classifier Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

NB 68.

31 

0.7

0 

0.6

9 

0.68 62.02 0.70 0.6

2 

0.59 61.9

1 

0.6

7 

0.6

2 

0.60 

RF 60.

11 

0.7

6 

0.6

0 

0.54 67.19 0.68 0.6

7 

0.67 67.4

2 

0.6

8 

0.6

7 

0.67 

DT 54.

05 

0.7

5 

0.5

4 

0.39 53.82 0.75 0.5

4 

0.39 54.0

4 

0.7

5 

0.5

4 

0.39 

SYDNEY 

SEIGE 

CUCKOO SEARCH BAT ALGORITHM ANT COLONY 

OPTIMIZATION 

Classifier Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

NB 58.

07 

0.5

8 

0.5

8 

0.47 58.56 0.64 0.5

9 

0.46 58.9

7 

0.6

4 

0.5

9 

0.47 
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Table 5.2:  Performance with TF-IDF + Chi-Square filter+ All Wrappers 

GERMAN 

WINGS 

CRASH 

CUCKOO SEARCH BAT ALGORITHM ANT COLONY 

OPTIMIZATION 

Classifier Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

NB 65.4

6 

0.67 0.6

5 

0.64 59.7

0 

0.6

1 

0.60 0.59 66.1

0 

0.6

9 

0.66 0.65 

RF 60.7

7 

0.61 0.6

1 

0.61 59.4

9 

0.7

1 

0.60 0.54 60.1

3 

0.6

6 

0.60 0.57 

DT 57.3

6 

0.59 0.5

7 

0.55 57.3

6 

0.5

9 

0.57

4     

0.55 57.3

6 

0.5

9 

0.57 0.55 

CHARLIE 

HEBDO 

CUCKOO SEARCH BAT ALGORITHM ANT COLONY 

OPTIMIZATION 

Classifier Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

NB 78.1

6 

0.79 0.7

8 

0.69 78.0

2 

0.7

4 

0.78 0.69 78.2

1 

0.8

3 

0.78 0.69 

RF 58.

72 

0.7

2 

0.5

9 

0.45 58.72 0.72 0.5

9 

0.45 58.7

2 

0.7

2 

0.5

9 

0.45 

DT 57.

58 

0.6

9 

0.5

8 

0.43 57.58 0.69 0.5

8 

0.43 57.6

6 

0.7

0 

0.5

8 

0.43 
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RF 78.5

0 

0.79 0.7

9 

0.70 78.5

0 

0.7

9 

0.79 0.70 78.5

0 

0.7

9 

0.79 0.70 

DT 78.1

1 

0.83 0.7

8 

0.69 77.9

7 

0.7

7 

0.78 0.72 77.9

7 

0.8

0 

0.78 0.69 

FERGUSO

N 

UNREST 

CUCKOO SEARCH BAT ALGORITHM ANT COLONY 

OPTIMIZATION 

Classifier Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

NB 75.4

2 

0.77 0.7

5 

0.65 75.6

8 

0.7

3 

0.76 0.67 76.0

3 

0.7

8 

0.76

0 

0.67 

RF 75.8

5 

0.79 0.7

6 

0.66 75.8

5 

0.7

9 

0.76 0.66 75.8

5 

0.7

9 

0.76 0. 

DT 75.5

9 

0.82 0.7

6 

0.66 75.5

0 

0.8

2 

0.76 0.65 75.5

0 

0.8

2 

0.76 0.65 

OTTAWA 

SHOOTIN

G 

CUCKOO SEARCH BAT ALGORITHM ANT COLONY 

OPTIMIZATION 

Classifier Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

NB 59.3

3 

0.68 0.6

0 

0.55 59.6

6 

0.6

5 

0.60 0.57 49.5

5 

0.7

1 

0.50 0.36 

RF 52.7

0 

0.74

4 

0.5

3 

0.42 61.8

0 

0.7

1 

0.62 0.59 51.3

5 

0.7

6 

0.51 0.39 
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DT 54.0

5 

0.75 0.5

4 

0.39 54.0

5 

0.7

5 

0.54 0.39 54.0

5 

0.7

5 

0.54 0.39 

SYDNEY 

SEIGE 

CUCKOO SEARCH BAT ALGORITHM ANT COLONY 

OPTIMIZATION 

Classifier Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

Ac Pr Re Fmea

s 

NB 59.1

3 

0.67 0.5

9 

0.47 59.2

1 

0.7

1 

0.59 0.47 59.4

6 

0.6

3 

0.60 59.4

6 

RF 58.7

2 

0.72 0.5

9 

0.45 58.7

2 

0.7

2 

0.59 0.45 58.7

2 

0.7

2 

0.59 58.7

2 

DT 57.8

2 

0.71 0.5

8 

0.43 57.7

4 

0.6

7 

0.58 0.43 57.8

2 

0.7

1 

0.58 57.8

2 

 

 

5.1.2 Population size 

 

Population in swarm-based algorithms refers to the number of agents looking for solutions. We 

compared the performance (accuracy) for three population sizes – 10, 15 and 20 for all the three 

swarm algorithms. ACO gives the best results at population size 15 when used with the chi-square 

filter, whereas cuckoo search gives best results at population size 20 when used with the same chi-

square filter, as shown in fig. 5.3 and fig 5.4 respectively. 
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Fig 5.3. Population size comparison of all wrappers with information gain 

 

 

Fig 5.4. Population size comparison of all wrappers with Chi-Square 
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5.1.3. Feature reduction 

 

In this section, we compare the performance of the optimization algorithms based on the number 

of features they return in the optimal subset. To maintain consistency, the algorithms are all 

compared for population size 15. These results are depicted in figures 5.5 and 5.6. Bat algorithm 

when used with information gain and chi-square, gives best feature reduction at 81% and 82% 

respectively. 

 

 

Fig 5.5. Feature Reduction using IG and all wrappers 
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Fig 5.6. Feature Reduction using CS and all wrappers 

 

 

5.1.4. Time taken to build model 

 

For all combinations, Naïve Bayes takes the least amount of time for model building and random 

forest takes the maximum time (10 times more than Naïve Bayes).For the hybrid filter-wrapper, 

chi-square filter used with the bat swarm-based wrapper algorithm takes the least amount of time. 

The results are depicted in fig. 5.7. 
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Fig 5.7. Time taken to build model using hybrid filter-wrapper 

 

5.1.5. Discussion 

 

 

Both cuckoo search and ACO give the highest accuracy when used with CS. Bat Algorithm in 

combination with CS outperforms cuckoo search and ACO in terms of both feature reduction and 

time taken to build model. The results of hybrid filter-wrapper are summarized as follows: 

 

Accuracy: CS + Cuckoo = CS + ACO > IG + ACO > IG + Cuckoo > CS + Bat > IG + Bat 

Magnitude of feature reduction: CS + Bat > IG + Bat > IG + Cuckoo > CS + Cuckoo > IG + 

ACO > CS + ACO 

Time taken to build model: CS + ACO > CS + Cuckoo > IG + Bat > IG + Cuckoo = IG + ACO 

> CS + Bat   
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5.2. Results for the PROD Model 

 

 

WEKA tool has been used for evaluation purposes. It is an open source software tool with a 

collection of machine learning algorithms and tools for classification, visualization, etc. The 

results for all five events in PHEME dataset have been evaluated for 4 performance measures: 

accuracy, precision, recall and F-measure [15] and are summarized in table 5.3. The highest 

accuracy for each even is obtained by MLP for all events followed by SVM and NB. The accuracy 

result for MLP classifier for all events is shown as a graph in fig 5.8. 

 

Table 5.3: Performance Results for PROD 

CHARLIE HEBDO 

Classifier Accuracy Precision Recall F-

measure 

ZeroR 65.2838 0.653 0.653 0.784 

NB 93.2314 0.937 0.932 0.933 

SVM 97.5983 0.976 0.976 0.976 

MLP 97.5 0.987 0.987 0.987 

FERGUSON 

Classifier Accuracy Precision Recall F-

measure 

ZeroR 82.3944 0.824 0.824 0.903 

NB 87.6761 0.872       0.877     0.857 

SVM 95.0704 0.951 0.951 0.951 
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MLP 97.9 0.97 0.97 0.97 

GERMAN WINGS CRASH 

Classifier Accuracy Precision Recall F-

measure 

ZeroR 65.9664 0.660 0.660 0.795 

NB 88.2353 0.890 0.882 0.884 

SVM 92.437 0.924 0.924 0.924 

MLP 95.7983 0.958 0.958 0.958 

OTTAWA SHOOTING 

Classifier Accuracy Precision Recall F-

measure 

ZeroR 70.6383 0.706 0.706 0.828 

NB 95.5319 0.955 0.955 0.955 

SVM 96.383 0.964 0.964 0.964 

MLP 97.234 0.972 0.972 0.972 

SYDNEY SEIGE 

Classifier Accuracy Precision Recall F-

measure 

ZeroR 68.3301 0.683 0.683 0.812 

NB 93.666 0.937 0.937 0.937 

SVM 95.0096 0.952 0.950 0.951 

MLP 97.8887 0.979 0.979 0.979 
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Fig 5.8 Accuracy of MLP for all events 
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CHAPTER 6 

 

CONCLUSION AND FUTURE SCOPE 

 

 

 

This work empirically analysed various combinations of filter and wrapper methods for text-based 

rumour detection for five events of benchmark PHEME Twitter dataset. TF-IDF was used for 

feature extraction and feature selection was done using hybrid filter-wrappers. Two filters, chi-

square and information gain were combined with three swarm-based wrappers, namely, cuckoo, 

bat and ACO algorithms. The optimal feature set generated using chi-square with cuckoo and chi-

square with ACO yielded the same classifier performance accuracy. Bat algorithm along with the 

chi-square filter gave the maximum feature reduction of 18% and also took least amount of 0.25 

secs to build the model. The results are convincing to affirm that using hybrid filter-wrapper 

methods facilitates and speeds up the entire pipeline of rumour resolution as the subsequent stages 

would only look at the most probable candidate rumorous posts. As a future direction, next stages 

of the rumour resolution pipeline can be explored using the hybrid filter-wrapper model. Also, as 

this work presents text-based rumour detection, context modelling can be done to improve the 

detection and debunking of rumourous stories. Moreover, as the social networks are an informal 

way of communication, a lot of uncertainty in expressiveness exists. The capabilities of neural 

networks with the abilities of fuzzy logic can be studied to build a model which includes filtering 

textual comments, user profiles and information propagation patterns to detect rumours. Moreover, 

location-based [81] and cyber-physical systems [82] [83] [84] at the edge of the Internet can be 

used as contextual cues for enhanced rumour analytics. 
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This work also proposed a PROD model for detecting users that can be probable rumour sources. 

An 8 tuple feature vector has been used to evaluate the credibility of each user. The likelihood of 

the user being a potential rumour source is the inverse of the obtained credibility quotient. The 

resulting value is used to label each user as a potential or non-potential rumour source. The multi-

layer perceptron classifier out performs the Naïve Bayes and support vector machine classifiers in 

terms of performance accuracy, for all five events of PHEME, thus demonstrating the superior use 

supervised learning for potential rumour source detection model. A limitation of the proposed 

model is that only few features have been used to detect a potential rumour origin. The model 

currently does not also detect rumour source for end-to-end encrypted social media such as 

WhatsApp. This work can be extended to include more meta- features and using fuzzy values 

instead of binary values. Also, an optimization on the feature set can be carried out to determine 

the most relevant features for rumour origin prediction. 
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APPENDIX A 

 

 

 

List of Publications: 

 

 Kumar, A. and Sharma, H., “PROD: A Potential Rumour Origin Detection Model using 

Supervised Machine Learning,” Proceedings of Conference on Intelligent Computing and 

Smart Computation, April. 19-21, PAPERID-360. Springer (2019) (Accepted) 

 Kumar, A. and Sharma H., “Hybrid Filter-Wrapper Feature Selection for Rumour 

Detection on PHEME dataset,” Internet of Things: Engineering Cyber Physical Human 

Systems. Elsevier (Communicated) 
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