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ABSTRACT 

 

Twitter is a ubiquitous, socially engaging and rapid communication medium. To filter 

the relevant information (news/hashtags/links/follow/tweet) for better user experience 

recommender systems have been extensively used on Twitter. Uncertainty in user 

preference, fuzziness in the rating process and the imprecision associated with the 

voluminous and varied twitter data are some of the difficulties associated which impede 

enhanced recommendations. This research put forwards an adaptive neuro-fuzzy 

inference system based tweet recommender model to handle the uncertainty, 

impreciseness and vagueness in item features and user‟s behaviour. The proposed 

hybrid (content-based and collaborative filtering based) model learns the interests of 

users (source tweet user and target tweet user) to categorize tweets. The users are 

characterized as source user (the user who posted the original tweet) and target user (to 

whom the tweet is to be recommended). The interests of the source and target user are 

extracted and the correlation between user interests is established which along with the 

category of the target tweet are then used to build the neuro-fuzzy model. The results 

show that the proposed model predicts the recommendation score correctly most of the 

time with the root mean square error of 0.93. -parameters. 
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Chapter 1 

Introduction 

The mounting global interest of users in social media portals has reinforced research in 

analytics and sensing-based domains to discover knowledge from the publicly available 

user-generated big data [1-3]. Recommender systems are one of the most proverbial and 

easily understandable applications of big data. As a specialized information filtering 

system, a recommender system tries to make predictions on the basis of user preferences 

and interests [4, 5]. Their use has been pervasive with interesting use-cases within variety 

of application domains that range from recommending products, movies, music, books, 

research articles, search queries, social tags, experts, persons, jokes, restaurants, financial 

services and even twitter followers. 

1.1  Overview 

Concurrently, twitter has been the top choice communication and socially engaging media 

owing to its escalating global presence and accessibility [6]. Its ease of use, socializing and 

activism paradigm, easy and fast follower generation and quick condensed news, further 

stimulates the popularity. A typical tweet configuration on twitter includes various 

components. The following fig.1.1 depicts the structural elements associated with a generic 

tweet.  

 

Fig.1.1. Structural elements of Tweet 
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As per the twitter usage statistics available
1
 every second, on an average, around 6,000 

tweets are tweeted on Twitter, which corresponds to over 350,000 tweets sent per 

minute, 500 million tweets per day. Apparently, in 2019, the social network's audience size 

is projected to reach 275 million monthly active users worldwide
2
. As a prominent source 

of user-generated big data, twitter data is representative of all the characteristic V's, 

namely, velocity, volume, value, variety, and veracity in data. Having this access to 

information is significant, and so more recently the point of focus has shifted from the 

problem of „information overload‟ to the hitches of „filter failure‟. Thus, it has now become 

crucial to build clever, intelligent and semantic filters which can guide users, personalize 

preferences and give interest-based options. Recommendation on twitter can be used to 

suggest social interactions (followers, followees), tweet content (mentions, URLs, tweets, 

hashtags) and retweets. 

 When the user is following many active users, there are chances that the user might 

miss out reading some interesting tweets [7]. Motivated by the need to build superior filters 

which can handle the massive amount of information available, this research proffers an 

adaptive neuro-fuzzy inference system based tweet recommender model.  

 As compared to conventional logic which has absolute truth values characterized as 

true or false, fuzzy logic demonstrates degrees of truth. For example, while sensing cold 

weather, conventional logic will link values to either no (0) or yes (1) whereas fuzzy logic 

will define a scale that is, very much (0.9), little (0.25) or negligible (0.1). Fuzzy logic is 

capable of representations similar to generalized human cognitive abilities for handling 

problems with imprecise, incomplete data and modeling nonlinear functions of arbitrary 

complexity. It is readily customizable to model the natural language semantics capturing 

the intricacy and vagueness associated with linguistic use. However, it lacks a delineated 

method that can transform these representations into a rule based fuzzy inference system 

(FIS). Adjustment of membership functions (MFs) further add to the time complexity [8]. 

Recently, deep learning neural architectures have been popularly used in natural 

language processing tasks owing to their hierarchical learning and generalization 

                                                           
1
internetlivestats.com 

2
https://www.statista.com  
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capabilities. More specifically, artificial neural networks (ANN) work on the basis of the 

structure and functions of a human brain and can be employed for automatically adjusting 

the membership functions and diminish the rate of errors in the rule determination of fuzzy 

logic[9]. The benefits that this unification of neural network and fuzzy logic provides 

encouraged us to use an adaptive neuro-fuzzy inference system (ANFIS)to model a tweet 

recommender system. The ANFIS combines the learning capabilities of neural networks 

with the abilities of fuzzy logic to model uncertainty in expressiveness. It incorporates the 

benefits of adaptive control technique, artificial neural network, and the fuzzy inference 

system. 

1.2  Research Objective 

The primary objectives of this thesis are: 

 To develop an adaptive neuro-fuzzy inference system (ANFIS) based tweet 

recommender model which provides an efficient and personalized tweet 

recommendation to users.  

 To build a hybrid recommender model(content filtering and collaborative filtering 

based), where the content history of users is analyzed to uncover their interests 

implicitly using supervised learning, and the information from similar interest users is 

used to predict affinity to a given tweet. 

1.3 Proposed Model 

The problem statement can be defined as, "What are the chances (recommendation score) 

that a tweet,„t‟ that has been tweeted/retweeted by a user, „y‟, will be of interest to a user, 

„x‟?" To solve this problem, the proposed system firstly learns users‟ interests by analyzing 

tweets, retweets and likes. An input tweet is classified into six pre-defined categories, 

namely, politics, business, technology, entertainment, health and sports. The users are 

characterized as source user (the user who posted the original tweet) and target user (to 

whom the tweet is to be recommended). The users‟ interests are implicitly derived by 

selecting the top three categories. Next the inference rule base is built to find the 
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correlation between the category of target tweet, interest of target user and the interest of 

source user. Thus, it is the recommendation score calculated using this fuzzy inference rule 

base which tells about the probability that a tweet, t tweeted/retweeted by a user, y, 

belonging to category tc will be of user x‟s interest. The following fig.1.2 abstracts the 

model graphically. 

 

Fig.1.2. Graphical abstract of the proposed model 

1.4 Organization of Thesis 

The thesis is reported as follows: Chapter 2 presents a review of related literature work and 

a brief description of the concepts used in the proposed model. This helps in building a 

better understanding of the proposed model. Chapter 3 presents the architecture and 

working details of proposed ANFIS based tweet recommender model followed by its 

empirical analysis in chapter 4. Finally, the conclusion and future scope for the research is 

presented in chapter 5. 
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Chapter 2 

Literature Review 

Twitter has become a key social media for rapidly disseminating news and opinions. 

Many primary as well as secondary studies have been done within the domain of Twitter 

data related recommendation. These broadly include: news recommendation, followee 

recommendation, tweet recommendation, link recommendation and hashtag 

recommendation, amongst others. 

 

2.1 Related Work 

This section presents a summary of the work done in the field of recommender models 

especially on Twitter. Broadly, the recommender models on Twitter can be classified in the 

following categories: 

a) News recommendation 

b) Followee recommendation 

c) URL recommendation 

d) Hashtags recommendation 

e) Tweet recommendation 

 

News recommendation 

Many studies have reported news recommendation models. In [7] authors suggest that 

user based attributes are the features which indicate the social relation that exists among the 

users. It helps in predicting similarities among users. In [10], authors studied and observed 

how user‟s profiles change with time. Also, they analyzed the methods for news 

recommendation to the users based on their interests. A hybrid recommendation model 

based on the similarity between a user‟s profile and news articles has also been developed 

[11]. Here, authors ranked the news articles on the basis of similarity to user profile. In 

[12], authors use tweets to develop user profiles and recommend the news articles which 

they are most likely to find interesting. Supervised learning method has been used in this 
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study. Spectrum entity extraction system has been used in the paper [13]. Entity concept 

has been used for finding the similarity among tweets and news articles. 

Followee recommendation 

Much work has also been done in the field of followee recommendation. 

Armentano et al. proposed various topology-based models for recommending followees 

[14-16]. In [17], authors listed features which could be useful for followee 

recommendation. Location, popularity, tweet content, common friends and activity were 

said to be relevant but they evaluated only two of them i.e., activity and popularity. 

Basically, this study suggested that if a user has many active and popular followees then 

while recommending followees to him, activity and popularity will play the most important 

role. Golder et al. introduced a structural approach for followee recommendation [18]. This 

approach is based on filtered people, shared interests and reciprocity in order to 

recommend followees. The basic assumption behind reciprocity is that many a times users 

follow back his/her followers just to reciprocate. Homophily is the assumption behind 

shared audience and shared interests. Homophily means people tend to make relations with 

like-minded people. Based on the followers and followees, the similarity among users is 

computed. 

 

URL recommendation 

 Another important aspect of recommender systems on Twitter is URL 

recommendation. Work based on URL recommendation has been done [19-21]. In [19] 

authors demonstrated the importance of social graph information for recommendation. 

They also used the tweet content. Galubaet al. proposed an architecture which predicts the 

users who are most likely to tweet about a URL on the basis of past user behavior [22]. 

URL has proved to be a key unit of information in Twitter. The most common methods for 

URL ranking in order to recommend to a user include 1) similarity among tweets which 

contain the current URL, and 2) the voting peer of the user who tweeted a tweet containing 

the current URL. 
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Hashtag recommendation 

Due to the growing use of hashtags and trends, recommender systems based on 

hashtags are becoming popular among researchers nowadays. The authors in [23] proposed 

a recommendation system based on tag correlation. Some of the researches focused on the 

growth and decay of the trending subjects [22, 24]. Asuret al. analized the trends on 

Twitter and came up with the factors affecting the setup, continuance and decay of trends 

[22]. Significant amount of work has also been done in the field of hashtag 

recommendation. „#‟ followed by a word is known as a hashtag. Chances are high that this 

word tells the label of a tweet. A hashtag is capable of spreading a tweet all over the world 

within seconds. [25] Although, it is not necessary that users are interested in all the 

information which appears on their timeline. Hashtags can contribute in filtering out the 

relevant information [1]. In [26], authors introduced an algorithm, 5WTAG for determining 

topic hashtags in microblogs. This algorithm is also capable of clustering the hashtags and 

measure the similarity between pair of hashtags. Jun et al. proposed a LSTM based method 

which incorporated the temporal information into the sentence-level attention model to 

enhance hashtag recommendation [27]. Hashtag recommendation has been modeled as a 

multi-class classification problem by deep neural network [28] and attention mechanism 

has also been used in some works for the same[29-32] to enhance the performance. In [33], 

authors introduced a semantic based method for finding similarities among short texts.  

 

Tweet recommendation 

On Twitter, it is the content that a tweet carries which attracts users. Therefore, the 

recommender systems based on tweets can prove to be the most efficient ones. Many 

studies have come reported for the same. Chen et al. [34] proposed an architecture based on 

collaborative ranking model to recommend tweets to users. They used content of tweet and 

user relations to detect the user interests. Due to the presence of humungous amount of 

content present on Twitter, it becomes extremely important to extract the relevant 

information for better user experience. Here, relevant information refers to the tweets in 

which a user is most likely to be interested in. A limited work has been done on 

recommender systems to extract and recommend relevant tweets to users. In [35], authors 

proposed an unsupervised learning method for extracting information out of voluminous 
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text collection. The authors in [36] proposed a dynamic personalized recommender system 

for recommending tweets to users. In this work, authors considered the trends that are 

popular locally and using this information they developed a recommender system. 

 

2.2 Background Concepts 

In this section a discussion on the basic concepts, namely, the taxonomy of twitter, 

recommender systems, fuzzy inference system, artificial neural networks and ANFIS is 

presented. The related work follows the background concepts. 

 

2.2.1 Taxonomy of Twitter 

Twitter is an online social networking service on which people post short texts 

known as tweets. It is all about rapid communication and is aptly termed as microblog. The 

tweets are by default public but a user can restrict the visibility to his/her followers. The 

twitter taxonomy is presented in table 2.1. 

Table 2.1: Taxonomy of Twitter 

Element Description 

Tweet A 280 character twitter post by a user with a choice to select from 40 

languages. The tweet can be retweeted and/or liked and/or commented 

on. 

Retweet RT Re-posting of a tweet to share it with all of your followers. It is 

sharing the same exact tweet with your followers as it was published 

by the other person/business handle. Retweets generally intend to 

spread content virally. 

Quote tweet Sharing someone's tweet with your comment/mention/thought about 

the tweet, here you still have 280 characters to share besides the tweet 

content of the other person/business.  

Reply/Comment Replying to a tweet by mentioning the person who‟s tweeted it and not 

reposting. Subsequently, a threaded conversation is the observed 

phenomenon.  
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#hashtag # is used to reference a quote/topic/subject from any discussion thread 

where the hashtag acts as a directory to the quoted text. Basically, 

hashtags organize content around keywords.  

Username/ 

Twitter Handle 

Twitter handle or username are your identity on Twitter. These terms 

are used interchangeably. It's unique to the account and comes after 

the “@” sign and creates a link to your profile.  

Follower Follower is someone who has clicked the „Follow‟ button your profile. 

It simply refers to the act of subscribing to the feed of another 

account. Followers can: 

 Read tweets from the accounts they follow. 

 Interact with tweets – like, comment and share. 

 If the account allows, followers can send direct messages 

too. 

Following These are people you choose to follow. Every time a user tweets, their 

content will show up in your personal feed. 

Mention @ @ is used when you want to mention or tag a specific user and the 

person usually gets notified for the same.  

Like Like button is a way of giving someone thumbs up. It is represented 

using a red heart icon. 

Media A media object represents a photo, video or animated GIF. Twitter 

currently supports 4 photos, 1 animated GIF or 1 video in a Tweet. 

URL/Link Every Tweet has its own URL that you can bookmark or share with 

friends.  

Direct Message It facilitates a private communication system on Twitter. These private 

messages don‟t show up on anyone's Twitter home page or public 

feed. 

Feed  Ongoing stream of tweets in reverse chronological order listed on your 

homepage.  

Twitter Moment Moments are curated stories stitching together multiple tweets 

showcasing the very best of what's happening on Twitter.  
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Timestamp The date and time of posting 

 

2.2.2 Recommender Systems 

Recommender systems provide personalization of information and facilitates 

decision making. Improved user experience and increased conversions (content consumed, 

product bought, engagement, etc.) characterize the application of recommender systems 

which are services that track and analyze individual persons' (e.g. website or app users) 

behavior to make inferences and predictions for better decisions. The following figure 2.1 

depicts the types of recommender systems described across pertinent literature. 

 

 

Fig.2.1. Types of Recommender systems 

 

The following Table 2.2 briefly describes these recommender system (RS) types. 

 

Table 2.2: Prominent Recommender system types 

Type of RS Definition Pros Cons 

Content based 

filtering 

It depends on similarity among 

items for prediction. 

Recommendations are based on 

the basis of features of the items 

that a user has used in the past 

[37][4]. It uses various kinds of 

 Able to 

recommend 

new items 

(no existing 

rating) 

 Quickly 

 Require in-

depth 

description of 

items 

 Only those 

items are 
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models for finding similarity 

among items for making 

recommendations such as 

Vector Space model (eg. 

TF/IDF) or probabilistic models 

(eg. Naïve Bayes classifier, 

neural networks). Further, these 

techniques learn the model 

witheither statistical analysis or 

ML techniques. 

Examples: News Dude [38], 

LIBRA [39] 

adjust 

recommendat

ions if user 

preference 

changes 

recommended 

which are 

similar to the 

ones which 

are in their 

profiles 

Collaborative 

filtering 

It relies upon how different 

users responded to same 

products and not on the object 

itself. It matches similar users 

for making recommendations  

Examples: [40].GroupLens  

[43], Ringo [44]. 

 A good 

performer in 

fields where 

there is not 

much 

information 

associated 

with items 

 It can 

recommend 

relevant 

content 

which might 

not be similar 

to the one 

present in 

user‟s profile 

 Data sparsity 

[37][42] 

 Cold start [41] 

 Scalability[42] 

Neighbourhood 

based 

It is a type of collaborative 

filtering based RS. It searches 

Same as 

collaborative 

Same as 

collaborative 
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for a similar neighbor of the user 

on the basis of already rated 

items by him [45]. Based on 

such neighbours, 

recommendations are made 

using various algorithms. It can 

either be item based or user 

based. 

filtering filtering 

Model based It is a type of collaborative 

filtering based RS. It involves 

learning through previous 

ratings for increasing the 

efficiency of collaborative 

filtering based RS. Model based 

collaborative filtering technique 

can use machine learning or 

matrix factorization techniques 

[46]. 

 Quick 

recommendat

ion 

 Solve the 

data sparsity 

problem of 

collaborative 

filtering 

 Same as 

collaborative 

filtering 

Same as 

collaborative 

filtering except 

the data sparsity 

problem 

Hybrid 

filtering 

It is a combination of traditional 

recommendation techniques 

used for overcoming the 

limitations of these systems 

when used individually [47]. 

Example: P-tango [48], 

DailyLearner  [49] 

 

 More 

accurate 

recommendat

ions 

 Limitations 

of one 

technique are 

overcome by 

another 

 Overall 

weaknesses 
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suppressed 

 

 

2.2.3 Artificial Neural Network (ANN) 

ANNs imitates the human nervous system where number of nodes in ANN represents 

the neurons in brain. The nodes are connected to each other by links which have weights 

associated with them. The nodes take data as input to perform basic operations on it and 

then pass the output to other nodes through connecting links. This output is known as 

activation value. The learning in ANNs takes place by updating weights of links whenever 

needed. Whether to alter the weight or not depends on the output predictions. In order to 

get accurate outputs, activation functions are applied on inputs. The most commonly used 

activation function in ANN is sigmoid function. The way of modification of connection 

weights can be categorized as follows: 

 Supervised Learning: The ANN is given a dataset. The output of ANN is compared 

with the desired output present in the dataset. Based on the difference between 

predicted and actual values, the weights are updated. This process repeats until 

ANN gives the desired output. 

 Unsupervised Learning: This way of training is independent. During training, ANN 

clusters the same kind of input data into clusters. For a new input data, ANN 

categorizes it into one of the clusters. No feedback on results is provided in this 

case. 

 

 

      

 

 

 

Fig. 2.2. Types of ANN 
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 Reinforcement Learning: It is similar to supervised learning as in this case ANN 

gets feedback for its outputs. The difference is that here the feedback is evaluative 

instead of instructive. The weights are adjusted on the basis of these feedbacks. 

There are two types of ANN topologies: Feedback (feedback loops present) and Feed-

forward (unidirectional information flow, no feedback loops). Further classification is 

shown in Fig. 2.2. Many practical applications of ANN have been reported in the areas of 

speech recognition, signature application, face recognition and pattern recognition. 

 

2.2.4 Fuzzy Inference System (FIS) 

While dealing with real life problems, most of the times, one doesn‟t have solutions in 

terms of either yes or no. One has a vague idea which also changes continuously. Instead of 

customary true and false, fuzzy logic describes the outcomes in a range from true to false 

or 0 to 1. The most important unit of fuzzy logic vital for decision making is FIS. For 

drawing decision rules, it uses if-then and AND-OR operators. Input to FIS can either be 

fuzzy or crisp but the output is always fuzzy.  

The following fig. 2.3 depicts the working of a FIS. 

 

 

 

 

 

 

 

 

 

 

Fig.2.3. Fuzzy Inference System 
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 Fuzzy logic provides an intended effect when used for defining weights in neural 

networks. 

 For parallel processing because when fuzzy logic is used in neural networks then 

the values mist be fuzzy. 

 When it is not possible to have crisp values, fuzzy values solve the problem. 

 In unexpected situations, neural networks should perform better. Fuzzy values are 

better than crisp values to do the same. 

Vice versa, neural networks are used to train fuzzy systems because of the following 

advantages: 

 Preprocessing can be made better because it becomes very easy to learn new data 

patterns when neural networks are used. 

 Fuzzy rules can be refined when neural network is used because neural networks 

are very efficient in learning relationships with new data. 

 

2.2.5 Adaptive Neuro-Fuzzy Inference System (ANFIS) 

ANFIS combines the best features of neural network (ANN) and fuzzy inference 

system (FIS)[50]. It is defined as a multilayer feed-forward architecture where each neuron 

executes its function for arriving signals.  

 

 

 

 

 

 

 

 

 

 

Fig. 2.4.ANFIS Architecture [8] 
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It maps input features to input membership functions (MF). Input membership functions 

are then mapped to the set of if-then rules and then the rules are mapped to a set of output 

features. Finally, the output features are mapped to output membership functions and the 

output membership functions to the decision which is associated with the output. ANFIS is 

an effective soft computing technique with easy implementation and easy incorporation of 

both numeric and linguistic knowledge for solving a problem. Fig. 2.4 shows the 

architecture of an ANFIS. Each layer in ANFIS contributes in calculating the parameters 

with the help of the respective functions present in them. The working of each layer is 

briefly described as follows: 

 Layer 1: Every node in layer 1 is an adaptive node. In this layer, the output of each 

node is fuzzy membership grade of the inputs. Here, the parameters are known as 

premise parameters. During the process of learning, different parameters are used 

for the specification and tuning of membership functions. The membership function 

can be represented in equation 1: 

                                                                      ( )   
 

  |
    
  
|
    (1)     

  where,    ( ) lies between 0 and 1; 

  ai, b, ci are parameter set 

 

 Layer 2: Each node is a fixed node in this layer. Product of input signals is the 

output of the nodes in this layer which can be written as given in equation 2: 

O2,i = w = µAi(x).µBi(x)(2) 

 Layer 3: All nodes in this layer are fixed nodes. They calculate the ratio of the i
th

 

rule‟s firing strength relative to the sum of all rule‟s firing strengths. The 

normalized firing strength is the output which can be written as given in equation 3: 
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Fig. 2.5. ANFIS Training Process 
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 Layer 4: Each node in layer 4 is an adaptive node. The output of these nodes can be 

defined as given in equation 4: 

               ̅̅ ̅      ̅̅ ̅(            )(4) 

where, {pi, qi, ri} is the parameter referred to as consequent parameters 

 Layer 5: In this layer, all nodes are fixed nodes. Their job is to sum all arriving 

signals and output that as total output. The total output can be defined as given in 

equation 5: 

 

                                              ∑  ̅̅ ̅   (5) 

ANFIS identifies the rules on its own and tunes the membership function parameters 

accordingly. In order to develop an efficient model, some choices should be made 

carefully. For example, setting the number and type of membership functions, optimization 

methods, types of output MFs and the number of epochs.  Fig.2.5 depicts the ANFIS 

training process. 

 

 

 

 

 

 

 

 

 

 

 

 



19 
 

 

 

Chapter 3  

Proposed Method 

The proposed ANFIS based tweet recommender model provides efficient and 

personalized tweet recommendation to users using content filtering and collaborative 

filtering techniques. The content history of users is analyzed to uncover their interests 

implicitly into pre-defined interest categories using a multinomial Naïve Bayes classifier, 

and the information from similar interest users is used to predict affinity to a given tweet. A 

complete process flow of the proposed model is shown in the following Fig.3.1. 

 

 

 

Fig. 3.1. ANFIS based tweet recommender model 
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3.1 Tweet Categorization 

It is imperative to analyze the user tweet content , i.e., tweets/retweets/likes in order 

to detect the top interests of a users. Sixinterest categories for users have been identified, 

namely, technology,business,entertainment; politics,health&sports. Multinomial Naïve 

Bayes classifier has been trained to classify tweets into the six pre-defined interest 

categories.Multinomial Naïve Bayes Classifier is a specifictype of Naïve Bayes Classifier 

in which multinomial distribution is used for every feature. For training, the dataset is built 

by fetching textual data for various categories from the reddit website.
3
 Here, the textual 

data refers to the headlines present on the website under each category. Using this dataset, 

the classifier has been trained to classify input text in the above mentioned categories. 

Further, the trained classifier is used to classify tweets into different categories. Thus, the 

interest categories are learned and the classifier is used to derive users‟ implicit interest by 

analyzing his tweets, retweets and likes. 

 

3.2 User Interests’ Extraction 

The second step was to extract areas in which a user is most interested in. We used 

the classifier trained in 4.1 for this task. Using Twitter API, the tweets/retweets/likes of 

users were fetched. For all the basic preprocessing of text,NLTK
4
 was used. 

 Preprocessing refers to the basic handling of data in order to transform it into 

feature vectors. It includes removal of unwanted data, stop words, tokenization, stemming, 

spell correction etc. [51]. After preprocessing we got feature vectors for input text (tweets). 

Then, these were passed to the trained text classifier to classify all the tweets into the six 

pre-defined categories. We noted the topmost interests of a user and built a dataset of users 

and their areas of interest. 

 

                                                           
3
www.reddit.com. 

4
https://www.nltk.org/ 

https://www.nltk.org/
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3.3 Fuzzy Rule Base 

Using the user data which is extracted in 4.2 and Twitter API, a training data set for 

ANFIS was created. The training data for ANFIS must have an output vector. In the 

proposed framework, the output is computed based on fuzzy inference system. So the first 

step is to ascertain the fuzzy rule base.The fuzzy rule base contains the basic if-then rules 

which play an important rule in decision making. The rule base used in this model consists 

of 14 if-else rules as follows: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

where, 

xi: i
th 

interest of user x and i ∈ {1, 2, 3}  

where, i = 1 is the highest priority (topmost area of interest), 

  i = 2 is the second priority, 

1. tc = x1 AND (x1 ∈{ y1, y2, y3}) 

then score = 1 

2. if tc = x1 AND (x2∈{ y1, y2, y3} OR x3∈ { y1, y2, y3})  

then score = 0.9  

3. if tc = x2 AND (x1∈{ y1, y2, y3} OR x2∈ { y1, y2, y3} OR x3∈ { y1, y2, y3}) 

then score = 0.8 

4. if tc = x3 AND (x1∈{ y1, y2, y3} OR x2∈ { y1, y2, y3} OR x3∈ { y1, y2, y3}) 

then score = 0.7 

5. if tc = x1 AND (x1∉{ y1, y2, y3} AND x2∉{ y1, y2, y3} AND x3∉ { y1, y2, y3}) 

then score = 0.6 

6. if tc = x2 AND (x1∉{ y1, y2, y3} AND x2∉{ y1, y2, y3} AND x3∉ { y1, y2, y3}) 

then score = 0.5 

7. if (x1 = y1 OR x1 = y2 OR x1 = y3)AND tc ∉{ x1, x2, x3} 

then score = 0.5 

8. if tc = x3 AND (x1∉{ y1, y2, y3} AND x2∉{ y1, y2, y3} AND x3∉ { y1, y2, y3}) 

then score = 0.4 

9. if (x1 = y1 OR x2 = y1 OR x3 = y1)AND tc ∉{ x1, x2, x3} 

then score = 0.5 

10.  if tc = x3 AND (x1∉{ y1, y2, y3} AND x2∉ { y1, y2, y3} AND x3∉ { y1, y2, y3}) 

then score = 0.4 

11.  if (x1 = y2 OR x1 = y3)AND tc ∉{ x1, x2, x3} 

then score = 0.4 

12.  if (x2 = y2 OR x2 = y3)AND tc ∉{ x1, x2, x3} 

then score = 0.2 

13.  if (x3 = y2 OR x3 = y3)AND tc ∉{ x1, x2, x3} 

then score = 0.1 

14.  if (tc ∉{ x1, x2, x3} AND { x1, x2, x3} ∩ { y1, y2, y3} = Ø 

then score = 0 
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  i = 3 is the third priority 

x : Target user, the user to whom we want to recommend tweets 

y: The source user who tweeted/retweeted a tweet, t that is now being considered for 

recommendation 

t : Target tweet, which is being considered for recommendation 

tc : Category of tweet, t and tc∈ {Health, Entertainment, Business, Technology, Sports, 

Politics} 

score: It is the recommendation score which tells about the probability that a tweet, t 

tweeted/retweeted by a user, y and which comes under category, tc will be liked by a user x. 

The probabilities are as follows: 

if score = 1 then probability = very high 

if 0.7 ≤ score ≤ 0.9 then probability = high 

if 0.5 ≤ score ≤ 0.6 then probability = moderate 

if 0.1 ≤ score ≤ 0.4 then probability = low 

if score = 0 then probability = very low 

Based on these fuzzy rules, we developed the training dataset with seven inputs (top three 

interests of x, top three interests of y, category of target tweet) and one output (score). 

 

3.4 ANFIS System Training Process 

A typical ANFIS training process was depicted in fig. 7 [52]. The first step is to obtain 

training and checking data sets. Training data set must have an output vector which 

contains the output for every set of inputs. The premise parameters for MFs are set by 

using training data set. A threshold error value is determined. Least squares method is used 

to find consequent parameters. The premise parameters are updated using the gradient 

decent method if error is greater than threshold. Once the error comes out to be lesser than 

the threshold value, the process terminates. The role of checking data set is to compare the 

predicted values to actual values [52]. Hybrid learning is used by ANFIS for learning while 

training. Hybrid learning is an integration of the gradient descent and the least squares 

method. The first step of ANFIS training in MATLAB is to create training data set. The 

data set must be in the form of a matrix where the output should be in the last column. The 

number of columns depend on the numner of inputs and the rows denote the existing data 
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points. The initial set of MFs can be set with the help of the command genfis1 in MATLAB 

or it can also be done manually. In this study, we used the genfis1 command for the same. 

After setting some other options ( number of epochs etc.), system training begins. 

Once the training process terminates, we get the final membership functions and 

training. For more accuracy the checking data set can be used with the training dataset. 

ANFIS functions well with one training data set but, if checking data set is also provided 

then the chances are more that system will understand the model more accurately. Using 

evalfis function, system performance can be evaluated.That is, the trained model is 

testedfordifferent sets of inputs in order check its performance.Here, weused the dataset 

created in the previous section.  

 

3.5 Working of the proposed model 

In this section,astep by step approach is used to explain the whole process of the proposed 

ANFIS based tweet recommender, using an example. 

 

4.5.1. Working of text classifier 

The text classifier which is trained by multinomial Naïve Bayes classifier takes a tweet as 

an input and gives its category as output as shown in Table 4.1. 

 

Table 4.1: Text Categorization  

Input (Tweet) Output (Category) 

Trying to cut sugar out of your diet? Freeze bananas. 

They're much sweeter that way and you'll have a 

tasty treat. 

 

Health 

Reserve Money for the week ended May 17, 2019 and 

Money Supply for the fortnight ended May 10, 2019 

 

Business 

Making of the democracy! Are you ready for May 

23? Get the real time results of 

#LokSabhaElections2019 on the website: 

Politics 

https://twitter.com/hashtag/LokSabhaElections2019?src=hash
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http://www.results.eci.gov.in   

 

4.5.2. Extracting User Interests 

Using the text classifier, we extract the top interests of users. The process has been 

illustrated for a user with user id: narendramodi. First we fetched 1000 tweets of Mr. 

Narendra Modi username: narendramodi) and passed them through the text classifier. 

Based on that we found out the top three interests of the user. In this case the topmost 

interest is „Politics‟ (661 tweets), second is „Technology‟ and third „Business‟. The 

classification results that ware used to extract user interests of the user, narendramodi is 

shown in Table 4.2. 

 

Table 4.2: Extracting User Interests  

Category Number of tweets 

(1000) 

Technology 143 

Business 125 

Politics 661 

Entertainment 37 

Sports 22 

Health 12 

The result clearly shows that the user whose username on Twitter is „narendramodi‟ has 

interests in the following order: 

PoliticsTechnologyBusinessEntertainmentSportsHealth 

Similarily the interests of all the users are extracted. The top three interests of every user 

are used to build the dataset. 

 

4.5.3. Data set for ANFIS training 

The database created for training ANFIS has 7 input vectors and one output vector. Here, it 

is explained with the example where the score is computed for the user whose username is 

„narendramodi‟. Some instances are shown below: 

Target Username, x: narendramodi 

https://t.co/qsDs4uDCbN
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Area of interests (in order):  

x1 = Politics 

x2 = Technology 

x3 = Business 

„y‟ are the users who tweeted/retweeted the tweetswhich are under consideration for 

recommendation to x. So the top areas of interests for users „y‟ are also extracted. 

Recommendation score for recommending a tweet „t‟ that comes under category „tc‟ and is 

tweeted/retweeted by user y (who has interests y1, y2, y3) to the user x (narendramodi, 

having interests: x1, x2, x3) is shown in Table 5. Here, the score is computed using the fuzzy 

rules explained in section 4.3. For example, the tweet „tweet1‟ has been tweeted by a user 

„y‟ whose areas of interest are in the order as follows: EntertainmentPoliticsBusiness.  

Therefore, areas of interest of source user „y‟ (in order):  

y1 = Entertainment 

y2 = Politics 

y3 = Business 

The tweet „Tweet1‟ comes under the category „Entertainment‟.  

Therefore, tc=Entertainment 

Here, x1 = y2=Politics; 

tc ∉{ x1, x2, x3} as Entertainment ∉ { Politics, Technology, Business} 

This case comes under rule number 11 in fuzzy rule base mentioned in section 4.3 i.e., if 

(x1 = y2OR x1 = y3)AND tc ∉{ x1, x2, x3} then score = 0.4. 

Therefore, recommendation score is 0.4 for tweet1 which means that the probability that 

tweet1 will be liked by the user x (narendramodi) is low. Similarly the score is computed 

for all the tweets as shown in Table 4.3. 

 

Table 4.3:Predicting Recommendation Score  

T tc y1 y2 y3 Score Probabili

ty 

Tweet1 Entertainmen

t 

Entertainmen

t 

Politics Business 0.4 Low 

Tweet2 Technology Politics Sports Technology 0.8 High 
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Tweet3 Entertainmen

t 

Entertainmen

t 

Health Sports 0 Very Low 

Tweet4 Sports Sports Entertainmen

t 

Business 0.1 Low 

Tweet5 Health Health Entertainmen

t 

Politics 0.4 Low 

Tweet6 Politics Politics Entertainmen

t 

Sports 1 Very high 

Tweet7 Politics Technology Business Health 0.9 High 

 

where, 

Tweet1: “Disaster movies ( as tragic as they are ) have always been a genre I like to watch! 

#kedarnath is a strong leap into that genre! The film moves you in the last act and the 

romance is beautifully captured throughout! For all those thirsting an honest love story 

!This is the one!” 

 

Tweet2: “I just used this awesome web app to compress a video, https://clipchamp.com  via 

@clipchamp” 

 

Tweet3: “Saw @SuiDhaagaFilm for the second time last night and I loved it more than the 

first time. What an emotional rollercoaster with brilliant performances by the entire cast. 

#SuiDhaagaMadeInIndia” 

 

Tweet4: “First Indian Female Wrestler to win Gold at Commonwealth Games, Geeta 

Phogat , speaking at #IBMYoutsav Thank You Geeta for sharing your most awe inspiring 

story of grit and passion.” 

 

Tweet5: “In our news digest this week: why a „universal cancer test‟ is not yet ready for 

patients: http://po.st/fC50gu” 
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Tweet6: “It‟s in India‟s interest to seek early resolution of its territorial dispute with China. 

But this does not suit the Chinese game plan.” 

 

Tweet7: “Big victory for @JKPC_ in First phase of Panchayat Polls. JKPC won 20 out of 

22 Panchayat's and 130 out of 150 Panch in upper & Lower Ramhall handwara 

constituency. Congratulations to @JKPC_ Family. It's the result of their hard work and 

dedication.” 
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Chapter 4 

Results and Discussion 

After the identification of inputs and output, the next step is the validation of the quality of 

the framework. The evaluation of the performance of the ANFIS model was carried out. 

The best set for training and checking was chosen on the basis of root-mean-square-error 

(RMSE). The accuracy was measured by comparing the predicted and actual values. We 

set various factors like data set sample, number of epochs, membership function type and 

number andnumber of inputs very carefully to achieve the most efficient results.The details 

of validation results is described in the following sub-sections. 

 

4.1 Text Categorization Performance Analysis 

This section describes the performance analysis of multinomial Naïve Bayes classifier for 

text categorization. There are a number of metrics which are used for the evaluation of text 

classification algorithms. The most popular ones are accuracy, precision, recall and F-

measure [53]. So, here we have used these two for evaluating the performance of text 

categorizer used in the proposed framework.  

 Precision: The ratio of words/sentences/documents which are correctly assigned the 

category A to the total number of words/sentences/documents assigned category A 

is known as precision.  

 Recall: The ratio of words/sentences/documents which are correctly assigned the 

category A to the total number of words/sentences/documents which are actually in 

category A is known as recall.  

Recall and precision can also be computed as: 

                                 (   )⁄             (   )⁄  

where 

a: number of category A documents which are classified into A 

b: number of non-A documents which are classified into A 
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c: number of Category A documents which are classified as non-A 

 

Performance of a classifier is also measured using the combination of precision and recall. 

For example, F-measure, precision-recall breakeven point (BEP). Sometimes, such 

measures prove to be more effective. F-measure can be computed as: 

 

              (   ) 

 

where 

P: Precision; R: Recall 

BEP is the value whereprecision and recall are equal to recall. Often, it is computed 

bycalculating the arithmetic mean of precision and recall. In this study, accuracy is also 

been used for the performance evaluation. Accuracy is measured as the ratio of correctly 

classified words/sentences/documents to the total number of words/sentences/documents. 

The training data set used in this work was built using the headlines fetched from 

www.reddit.com under the titles related to six categories. This dataset was used to evaluate 

Naïve Bayes classifier, SVM and multinomial Naïve Bayes classifier on same number of 

training instances. Figure 4.1 displays the graphical representation of accuracy results of all 

these classifiers. These results show that multinomial Naïve Bayes classifier performs 

better that the other two classifiers on most training data sizes. Therefore, the text 

categorizer is trained using multinomial Naïve Bayes classifier. 
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Fig. 4.1. Comaprison of Tweet category classifiers 

 

After training, we computed all the above mentioned performance metrics for each 

category. This has been done using the confusion matrix which is a result of training and 

testiong of text categorizer.  A confusion matrix is a table/matrix which displays the 

summary of prediction results. The confusion matrix that we got when we used 

multinomial Naïve Bayes classifier to categorize text into six categories is shown in Table 

4.4. 

Table 4.4: Confusion Matrix 

Predicted  Politics Health Entertainment Business Technology Sports 

Actual 

Politics 105 0 16 7 3 0 

Health 0 61 0 3 11 0 

Entertainment 13 0 120 4 0 16 

Business 0 0 0 50 7 3 

Technology 0 11 0 8 66 1 

Sports 0 0 6 9 3 77 

 

Based on the confusion matrix we computed, the values of true positive, false positive, true 

negative and false negative. Using these precision and recall were computed. Further, BEP 
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and F-measure is also computed. The result in terms of Accuracy, BEP and F-measure is 

shown is Table 4.5. 

 

Table 4.5: Performance of multinomial Naïve Bayes classifier for text categorization 

Category Accuracy BEP F-

measure 

Politics 80.2 84.6 84.3 

Health 81.3 83.0 82.9 

Entertainment 78.4 81.5 81.3 

Business 83.3 72.5 70.9 

Technology 76.7 75.0 74.9 

Sports 81.1 80.2 80.2 

Average 80.2 79.5 79.1 

 

4.2 ANFIS Model Performance Analysis 

The ANFIS framework has been modeled using 950 train data pairs. For achieving the 

most appropriate recommendation score predictions, various modifications have been done. 

The MATLAB R2016a was used to train the ANFIS and obtain results[54]. There are 

different kinds of membership functions (MF) in ANFIS as mentioned below: 

 Triangular MF (Trimf) 

 Trapezoidal MF (Trapmf) 

 Generalized bell MF (Bellmf) 

 Gaussian curve MF (Gaussmf) 

 Gaussian combination MF(Gauss2mf) 

 π-shaped MF (Pimf) 

 Difference between two sigmoidal MF (dsigmf) 

 Product of two sigmoidal MF (psigmf) 

We evaluated all these MFs for a small dataset (250 train data pairs) to get to know the best 

performer. The results of the same are displayed in Table 4.6.  
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Table 4.6: Performance of different MFs 

Membership  

Function 

Root Mean Square Error 

Training Testing 

Trimf 0.0009 1.734 

Trapmf 0.076 7.713 

Bellmf 0.0005 1.5369 

Gaussmf 0.0024 0.9257 

Gauss2mf 0.06 5.6853 

Pimf 0.3562 8.368 

Dsigmf 0.0035 3.752 

Psigmf 0.0035 3.648 

 

As shown in Table 8, Gaussmf provided the best results. So for full dataset (950 

train data pairs), we chose Gaussian MF for the training and testing of ANFIS. Gaussmf is 

a function which uses Gaussian membership function to calculate the fuzzy membership 

values. The performance (training and testing error) largely depends on the size of training 

data set. Therefore, we increased the size of dataset for actual training. 

 The number of epochs was set to 70. Setting of the number of epochs depends on 

the MF. It adjusts the MF parameters for optimization. Also, the number of iterations plays 

a crucial role in reducing the error. We used the hybrid learning algorithm method (an 

integration of the gradient descent and the least squares method). In hybrid learning 

algorithm, there is one forward pass and one backward pass in each epoch [8]. The input 

data and functional signals are forwarded in order to calculate the output of each node in a 

forward pass. The error rates get propagated from the output side toward the input side in a 

backward pass. In order to avoid over fitting in the process of model development, ANFIS 

automatically sets the MF parameters. For generating the FIS, the grid partitioning 

technique was implemented. Grid partitioning is the default partitioning method which is 

used to generate fuzzy inference system (FIS) for the supplied data set [54]. It clusters all 

the data points and generates the rules. The basic inference rules that were used for model 

development are mentioned in detail in Section 3. The total number of parameters and 

fuzzy rules for ANFIS were 2229 and 2187 respectively, as shown in table 4.7.  
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Table 4.7: ANFIS Information 

Number of nodes 4426 

Number of linear parameters 2187 

Number of non-linear 

parameters 

42 

Total number of parameters 2229 

Number of training data 

pairs 

950 

Number of testing data pairs 250 

Number of fuzzy rules 2187 

The error tolerance was set to zero. After training of ANFIS, the training data errors were 

plotted against the number of epochs as shown in Fig. 4.2.  

 

 

Fig. 4.2. Training Error Plot 

 

Fig. 4.3 shows the result of testing the model against training data itself. The average 

testing error in this case came out to be 0.027.  
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Fig. 4.3. Training data and FIS output 

 

The performance of the proposed model by using Gaussian MF is shown in Fig. 4.4 which 

shows the plot of actual and predicted values of recommendation score for testing data. The 

average testing error came out to be 0.93.  

 

 

Fig. 4.4. Testing data and FIS output 

 

The results quite clearly indicate that the proposed model predicts the recommendation 

score correctly most of the time. 
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Chapter 5 

Conclusion and Future Scope  

Intelligent semantic filters are required to deal with the information overload on the 

chaotic and complex social media portals. Recommender systems as information filtering 

models are decision making tools for personalizing user experience in these large and 

complex information environments. This research proffered a novel ANFIS based tweet 

recommender model to recommend worthy user interest-based tweets reducing the 

browsing effort to locate information.  An inference rule base was built to find the 

correlation between the category of target tweet, interest of target user andthe interest of 

sourceuser. Using this hybrid recommender model, the final recommendation score tells 

about the probability that a tweet, tweeted/retweeted by a user, y, belonging to category 

tcwill be of user x‟s interest. The root mean square error (RMSE) is used to calculate 

the error in predicted and actual values and demonstrates the effectiveness of adaptive 

neuro-fuzzy based tweet recommender system in practice. Future research will aim to 

improve the proposed framework by considering images, videos, emoticons and hyperlinks 

for generating recommendation score. Moreover, instead of only six categories, a more 

detailed set of categories of user interests would provide more specific and accurate areas 

in which a particular user is interested which would improve the recommendation model. 
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