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ABSTRACT 

 

This proposal thinks about strategies to tackle Visual Inquiry Answer in 

Medical Space (VQA-Medical) assignments with a Deep Learning system.  

As a primer advance, we investigate Long Short Memory (LSTM) networks 

utilized in Natural Language Processing (NLP) to handle Question-Replying 

(content based).  

We at that point adjust the past model to acknowledge a picture as a 

contribution to expansion to the inquiry. For this reason, we investigate the 

Origin ResNet v2 systems to extricate visual highlights from the picture. 

These are converged with the word inserting of the inquiry to foresee the 

appropriate response.  

This work was a piece of the Visual Inquiry Noting Challenge CLEF2018 

and data set which was released by Nature Recently.  

The created programming has pursued the best programming practices and 

Python code style, giving a predictable gauge in Keras for various designs. 
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CHAPTER 1 

 INTRODUCTION 

________________________________________________ 

      

VQA is a multidisciplinary problem which combines two modalities: text and image. It 

requires computer vision and NLP techniques (probably, reasoning techniques too). The task 

is to answer a question correctly, where the question is accompanied by an image on which 

it is based. This is a domain specific challenge. Image CLEF defines the challenge as follows: 

“Given a medical image accompanied with a clinically relevant question, participating 

systems are tasked with answering the question based on the visual image content”. 

 

                                 Question:What we can see in ct scan of thorax show 

                                      Answer:Bilateral Pulmonary multiple nodules 

                                                       Figi.1 Example of Model   

1.1. OVERVIEW 

Over the most recent couple of years the quantity of distributed papers and offers of 

employment identified with Deep Learning have detonated. Both the scholastic world and 

the business are pushing forward to accelerate the advancements and the exploration around 
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there. The reason is that Deep Learning has appeared extraordinary execution taking care of 

a ton of issues that were recently handled by progressively great AI calculations and it has 

likewise opened the way to increasingly complex assignments that we couldn't comprehend 

previously. We people are always posing inquiries and noting them. This is the manner in 

which we learn, we move information and finally we speak with one another. This essential 

structure of correspondence has propelled different methods for interchanges, for example, 

the HTTP Protocol which is fundamentally a mix of a solicitation (question) and a reaction 

(answer). Frequently Asked Question (FAQ) additionally utilizes this arrangement. Yet, 

shouldn't something be said about machines? Artificial Intelligence is a tremendous sci-fi 

subject and it is re-as of now everywhere throughout the news and media, however the fact 

of the matter isn't that a long way from that point. Deep Neural Systems are these days 

utilized in our regular day to day existence when we surf the net, when we use proposal 

frameworks or programmed interpretation frameworks. This has likewise been reached out 

to handle Question-Answer errands from the Natural Language Processing point of view (for 

example Facebook artificial intelligence Exploration exhibited a lot of assignments, called 

bAbI [23], to assess man-made intelligence models' content understanding and thinking).  

Visual Inquiry Answer Medical space has developed as an advancement of these content 

based QA frameworks. These models expect to have the option to respond to a given 

common inquiry identified with a given picture. One of the interests in such models is that 

so as to prevail in these visual QA undertakings (or even just content based QA), they need 

an a lot further dimension of thinking and comprehension than other comparative models, 

for instance picture inscribing models. A case of a VQA undertaking is appeared in Figure 

1.2 This proposition thinks about new models to handle VQA issues. The regular purpose of 

every one of these models is that they use Convolutional Neural Network(CNN) to process 

the picture and concentrate visual highlights, which are an abridged portrayal of the picture, 

and Long Short-Term Memory systems (LSTM), a kind of Recurrent Neural System(RNN), 

to process the inquiry arrangement.  

In ilight iof ithe igiven isetting, ithe ifundamental igoals iof ithis itask iare: 

• iExplore ithe itechniques iused ifor itext-based iQuestion-Answering 

• iBuild ia imodel iable ito iperform ivisual iquestion-answering iin iMedical iDomain 

• iTry idifferent iarchitectures iand iparameters ito iincrease imodel’s iaccuracy 
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• iDevelop ia ireusable isoftware iproject iusing iprogramming igood ipractices 

 

 

Which organ is 

captured by ct scan? 

Lung,   pleaura, 

mediastinum. 

 

What is primary 

abnormality of the 

image? 

Triplanar fracture of 

distal tibia. 

             Fig. 1.2 Real iexample iof ithe iVisual iQuestion-Answering iin iMedical idataset 

1.2. APPLICATIONS 

(a)Addresses add-on patient queries 

It allows the patient to obtain health information directly, thereby improving the               

efficiency of diagnosis and treatment. 

(b)Used for second opinion 

It provides a reference of diagnosis to the doctor. 

 

1.3. SPECIFICATION AND REQUIRMENTS 

The specifications are the accompanying:  

• Python is used as a programming language  

• Manufacture the task utilizing a deep learning framework. Keras has been picked as the 

structure and it can keep running upon Theano or TensorFlow backends.  
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As to this, the necessities of this requirements are the accompanying:  

• Build up a product that can be utilized later on to continue doing research in this field, 

having a skeleton/base venture to begin with  

• Fabricate a Deep Neural Network that utilizations NLP and CV strategies to process the 

inquiry & the images individually  

• Attempt diverse model arrangements to build the exactness of the first model 

 

1.4. ORGANIZATION OF THESIS 

The project report has been divided into five chapters. Each chapter deals with one 

component related to this thesis. Chapter 1 being introduction to this thesis, gives us the brief 

introduction about the project, thereafter chapter 2 tells about the literature survey which 

further includes related work section. Following up is chapter 3 which tells about the 

proposed work. Chapter 4 provides us with the experiments and results followed by final 

chapter, chapter 5,  that is  the conclusion of the thesis. 
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CHAPTER 2 

 STATE OF ART 

________________________________________________ 

 

In previous ages, multidisciplinary issues of vision, language and Reasoning had developed 

as a pattern Artificial Intelligence (AI) investigation. This undertakings joint Knowledge 

Representation (KR), Natural Language Processing (NLP), Computer Vision (CV), and to 

have the option to manufacture models that can collaborate with together picture and 

language input/yield. Be that as it may, this models still come up short accomplishing 

exactness’s near human dimension. 

Visual Inquiry Answering has showed up as an issue where models should most likely 

perform distinctive sub-issues of the over three fields so as to succeed. To take care of this 

issues the models need an a lot further understanding and perception of the scene in the 

picture, what the question is referring to and how the things are connected. 

 

2.1. Related Work 

A very close study to the VQA-Med task is the VQA challenge. The VQA challenge has 

been held every year since 2016. The dataset is based on open domain and includes more 

than 260 thousand images and 5.4 questions on average per image. Kafle K et al. [8] and 

other researchers summarized quite a few methods for VQA. The majority of them used 

recurrent neural networks such as LSTM to encode questions, and used deep convolutional 

neural networks such as VGG16 to focus on image recognition in advance. On the basis of 

these, there were variant models such as attention mechanisms [17], neural modules [1], 

dynamic memory [10], and even the addition of external knowledge bases [16], to improve 

the accuracy of the answers. Deep convolutional neural networks [9] (CNN) can be used to 

extract the features of an image and identify the objects in it. The Inception-Resnet-v2 model 

[15] is one kind of advanced convolutional neural network that combines the inception 

module with ResNet. The remaining connections allow shortcuts in the model to make the 

network more efficient. Elman J L [3] first used a recurrent neural network (RNN) to handle 
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sequences problems. Nevertheless, context information is easily ignored when RNN 

processes long sequences. The proposal of LSTM [6] alleviated the problem of long-distance 

dependence. Furthermore, the researchers also found that if the input sequence is reversed, 

the corresponding path from the decoder to the encoder will be shortened, contributing to 

network memory. The Bi-LSTM model[4] combines the two points above, and makes the 

result better. On the other hand, there have been many Computer-aided diagnosis systems in 

medical imaging [2]. However, the majority of them are dealing with single-disease 

problems, and mainly concentrated on easily-determined regions such as the lungs and skins. 

The progress of the complex parts is slow. Compared with detection technology, the global 

lesions and structural lesions are still intensely difficult for the machines to learn. The VQA-

Med task differs from the VQA challenge in that it requires the understanding of different 

kinds of medical images with different body parts. 

 

We will modify a portion of the writing associated with the way toward structure a VQA 

model, from image and text processing, to the best in class approaches for VQA assignments. 

. 

2.2. Pre-processing  

2.2.1. Image 

For images, we use Inception-Resnet-v2 models to generate their features. In order to reduce 

the over fitting case, we adopt some image enhancement methods. Considering there are 

position judgments in the task, we reconstruct the picture with exceedingly small random 

rotations, offsets, scaling, clipping, and increase to 20 images per image. 

 

          Figi2.1 An Example of original (Left) and enhanced (Middle and Right) image 
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Deep Convolutional Neural Networks (CNN) have been demonstrated to accomplish cutting 

edge results in normal Computer Vision undertakings, for example, image recovery, object 

discovery and item acknowledgment.  

 

A typical methodology when managing images is to utilize an off-the-rack model (VGG 

[21],AlexNet [10], GoogLeNet [22], and so on.) pre-prepared to do such assignments with 

some huge image dataset, for example, ImageNet 1 [4] and utilize a portion of the internal 

layer's yields as a portrayal of the visual features of the image. 

 

 

                         Fig 2.2: LeNet, an example of Convolutional Neural Network 

 

Normally these models have various kinds of layers, among the most widely recognized 

convolutional layers (that give the name to the CNNs) and completely associated layers. The 

convolutional layers utilized in image preparing perform 2D convolutions of the past layer 

yield (which can be an image) where the loads indicate the convolution channel. Conversely, 

completely associated layers take each yield from the past layer and interface them to the 

majority of its neurons, losing the spatial information so they can be viewed as one 

dimensional. A standout among the most widely recognized completely associated layers is 

the purported softmax layer, which is a standard completely associated with the softmax as 

actuation work. Its yield pursues a conveyance like shape, taking qualities from 0 to 1 and 

being the expansion of every one of them equivalent to 1. 
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2.2.2. Text Processing 

 

For questions, we adopt some methods like stemming and lemmatization to alter verbs, 

nouns, and other words into original forms, to prevent overfitting. Furthermore, there is a 

situation that both full name and abbreviation coexist, like “inferior vena cava” and “IVC”. 

We have changed all these medical terms into abbreviation. There are also a lot of pure 

numbers and combinations of numbers and letters. Therefore, the combinations of letters and 

numbers used to represent positions are mapped to an “pos” token, and the pure numbers are 

mapped to an “num” token, so as to reduce information complexity. In addition, we try to 

remove useless information such as stop words. According to the word frequency distribution 

in data analysis, we remove the low-frequency words to ensure training efficiency. In the 

meanwhile, we establish the dictionaries separately and make sure that the sizes of the 

dictionaries are both within one thousand. There are some high-frequency verbs like “show” 

that emerge in almost every question. Several less useful adjectives like “large” also appear 

in questions from time to time. To cooperate with image enhancement methods, these verbs 

and adjectives are removed in the questions each time, so that each question is enhanced to 

20 questions, and the answer remains unchanged at the same time. 

Word embedding techniques (e.g., Word2Vec, GloVe) have been as of late utilized for 

assortment of utilizations with very great rate of accomplishment. They permit to catch word 

semantics and syntactics with diminished dimensionality dependent on the idea of 

distributional vector representations. Vector representations can be then utilized for likeness 

correlation. In any case, in the event that we treat the word embedding as a sort of encryption 

process, it is hard to decode their importance. This makes it dangerous to legitimize why 

specific terms ought to be viewed as comparative just as to demonstrate that the general nature 

of the prepared vector space is high. Assessing the exactness of the closeness calculation 

between any two given terms is troublesome because of the absence of solid confirmations to 

clarify and bolster the comparability. In this paper, we propose a novel method to naturally 

concentrate confirmations spoke to as term sets to clarify the likeness of self-assertive terms. 

Our methodology is unsupervised and can be connected to either homogeneous or 

heterogeneous vector spaces “Word Embedding is a representation of text where words that 

have the same meaning have a similar representation. In other words it represents words in 
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a coordinate system where related words, based on a corpus of relationships, are placed 

closer together”. In the deep learning frameworks such as TensorFlow, Keras, this part is 

usually handled by an embedding layer which stores a lookup table to map the words 

represented by numeric indexes to their dense vector representations. 

 

 MAN 

(5391) 

WOMEN 

(9853) 

KING 

(4914) 

QUEEN 

(7157) 

APPLE 

(456) 

ORANGE 

(6257) 

GENDER -1 1 -0.95 0.97 0.00 0.01 

ROYAL 0.01 0.02 0.93 0.97 -0.01 0.00 

AGE 0.03 0.02 0.70 0.69 0.03 -0.02 

FOOD 0.09 0.01 0.02 0.01 0.95 0.97 

                                       Figi 2.3 Word embedding analogies  

Deep network takes the sequence of embedding vectors as input and converts them to a 

compressed representation. The compressed representation effectively captures all the 

information in the sequence of words in the text. The deep network part is usually an RNN 

or some forms of it like LSTM/GRU. The dropout is added to overcome the tendency to 

overfit, a very common problem with RNN based networks.  

 

The fully connected layer takes the deep representation from the RNN/LSTM/GRU and 

transforms it into the final output classes or class scores. This component is comprised of 

fully connected layers along with batch normalization and optionally dropout layers for 

regularization. 
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                                 Fig 2.4 Word embedding representation in 2-d  

Based on the problem at hand, this layer can have either Sigmoid for binary classification or 

Softmax for both binary or multi classification output. 

 

2.3. Visual Question Answering  

Computer can solve our problem or can give answer from understanding image is a very 

novel problem for the CV and NL network, but recently lot of work had been done in this 

sector all credit goes to VAQ challenge for releasing dataset and the metric. The big firm 

like Apple, Google,Microsoft had contributed in very large amount to happen this. 

The main approach that was used by everyone is by mining the visual feature of the picture 

and using them on the pretrained network and question are processed in the form of sentence 

or the word embeddings [1][13][14][6][8] 

Baseline model that uses VGG-16 was used by Antol et al[1] the creators of the VAQ dataset 

and the organizer of the challenge. The model which which is used as baseline was iused ito 

iextract ithe ivisual ifeatures iof ithe iimage. iThe ifeatures iare inormalized iand igiven ito ifully 

iconnected ilayer ito iconvert ithe ireceived ivector iinto icommon ispace iwith ithe iquestion 

irepresentation. iIn ithe ibaseline imodel i2-layer iLSTM imodel iis iused iwhich itake iinput ias iword 

iembedding iof ieach iquestion ias itoken iand iwhen iwhole iquestion iis iintroduced iit ioutput 

ithe.status of the question embedded to it. This vector with the dimension of 2048 is given a 

fully connected layer as we have done same with the image all the feature are combined with 
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the help of fully connected layer and with help of softmax classifier we can predict the class 

answer. There are 1000 most predictable answer the class chosen as most predictable class. 

Zhou et.al on his paper presented a model on VAQ the model uses GoogLeNet for processing 

of the Image and a word embedded model both then are concatenated this was basic 

approximation to VAQ. 

Zhou et.al on his paper presented a model on VAQ the model uses GoogkeLeNet for 

processing of the Image and a word embedded model both then are concatenated this was 

basic approximation to VAQ. 

Noh et.al propose the different method that was previously presented,he proposed dyanamic 

parameter prediction(DPPnet).In this model to solve problem it was stated that different 

network to be used to solve different problem, depending upon the question. iTo iaccomplish 

ithey iuse ithe iquestion ito ipredict ithe iweight iof ithe network and changing he test time of each 

sample. VGG-16 and the ImageNet model was taken as pretrainted in starting point. They 

have removed softmax and added fully connected layer after that softmax was added then 

this network was know as modified VGG-16 network. The new fully connected layer was 

having dynamic parameter layer this mean at training and testing time parameter where 

changing new model was VGGNet. 

GRU(Gated Recurrent Unit) Network help us to predict the weight of the model know as 

parameter prediction model connected to fully connected model.GRU is the modified version 

of the RNN and LSTM embedding each layer as input and when whole question has been 

passed in network then the last state predict the correct weight of the network. Hashfuction 

is used to reduce the number of parameter to predict the weight of the model. 

Some author introduce attention layer model. This model was introduce to improve the 

performance of the model. What exactly attention model do? 

Attention layer make it work better it is very influencing idea in the AI. First idea that we 

were memorizing the whole sentence for example we wan to translate the france sentence to 

English sentence. What previous model was doing they were memorizing the whole sentence 

then converting to English language sentence. Hence BLEU Score for the very long sentence 

is reducing. What in real life human do it will take 5-6 word in starting then will translate. 

Hence the same concept will be applied in the attention model. 
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                            Fig 2.5 question and got answer from image 

The intuition of the attention layer model is suppose we use bidirection RNN suppose output 

output is y<1>y<2>….y<n>. We will use another RNN let name this second RNN. First 

RNN is connected to the second RNN.First one is at the top and the second one at bottom 

the input to the second layer is alpha weighted from the first RNN model. So this will tell us 

what should be pair on RNN unit. The RNN on first and second layer are bidirectional.   

Let’s talk about the basic building block of this thesis. Why we need RNN model? Why 

simply we can’t work with neural network. 

Problem with the neural network 

 

                                                      Fig 2.6 Neural Network                     

 



                                                                                                                       Visual Inquiry Answer On Medical Space 

 

 13 | 47 

  
 Varun Singh(2K17/CSE/18)              

 

 Input output can be of different length but it neural network it should be of same 

length. 

 Doesn’t share feature learned across different position of the text. 

Problem can be explained with the help of the example suppose if harry is the name of 

person and it appear on first position of the sentence then it should remain name only if it 

occur at forth fifth or last word of sentence but neural network doest not treat it like 

this.RNN(Recurrent Neural network) doesn’t have problem of this kind. 

 

 

In RNN model we will give one input vector x<1> at first layer then we will wait for output 

vector y<1> and input x<2> is concatenated with the output of the first layer. To predict the 

value of the y<3> not only x<3> is responsible x<1> and x<2> is also responsible. 

One weakness of this kind of model is that it only uses the previous value of y<3> it does 

not uses x<4> <5>…..x<n>.so this is the problem. For example he said, “Teddy Roosevelt 

was a great prime minister”.so model may think it is name of thing like teddy bear. So, by 

giving first few word of sentence you can’t figure out what it is name, thing so something 

else. To overcome this issue we will talk about LSTM, bidirectional LSTM, GRU these all 

are the upgrad version of the RNN.  

 

 

2.4 Motivation 

The development and advancement of VQA is seen as a solution to various real world 

challenging problems. Field of medicine is one such area. Medical and physiological images 

(ct-scan, x-ray, etc.), and reports for the patients are nowadays easily accessible with the 

increase in use of medical portals. But to understand the reports, and get answers of the 

related queries, a patient still needs to visit a medical expert. This involves payment of 

considerable fees, even to get the answer of simple queries. Also, investment of time plays a 

crucial role, which at times creates a vacuum in the timely delivery of answer. Clinicians on 

the other hand can find it useful for reporting findings of a complicated medical image or 

can use it as a second opinion just to boost their self-confidence in understanding particular 

aspect of such reports. Although it is possible to search the queries on search engines, but 

the results over there may be inaccurate, spurious, vague and, or enormous. In this context 



                                                                                                                       Visual Inquiry Answer On Medical Space 

 

 14 | 47 

  
 Varun Singh(2K17/CSE/18)              

 

the VQA in medical domain (VQA-Med) is getting attention as an important problem 

domain, trying to solve queries related to medical images. 

 

VQA-Med intends to assist mainly patients and clinicians but can also be useful in Medical 

education, as clinical apprentice or medical students who just started learning the basics of 

handling images of various medical modality (e.g radiology images) may learn by asking 

queries. Thus, developing an efficient and automated VQA system for medical domain 

comes out as an essential task. Even though many medical datasets are published publicly, 

most of them deals with some specific disease in a particular body part with a fixed image 

modality. ImageCLEFtuberculosis task [11] is one such example which was published to 

build models for detection, classification, and severity measurement of TB from the provided 

chest-CT). On the contrary a generic approach, which deals with VQA queries with respect 

to various image modalities, related to diverse diseases appearing in any part of the body is 

a much more challenging task. Moreover, a generic solution will be considerably less 

confusing to the patients, as a single portal may provide answers to all their queries regardless 

of modality, body part and disease. 

 

The difference in type of end users results in different query type. The queries from patients 

most of the times are expected to be generic in nature, having the need to produce 'Yes' or 

'No' as answer. Whereas, the queries from clinicians and medical experts are expected to be 

more problem specific, that requires elaborate answers. Again, a skilled trainee is expected 

to ask more specific and sophisticated question, while queries from beginners are likely to 

be simple and straightforward. For example, a naive trainee may inquire about the presence 

of any abnormality in the image whereas, a senior trainee may already identify the 

abnormality of 'intraventricular hemorrhage ‘from the image, and want to understand more 

about the grade and effect of the hemorrhage. They can then draw inferences from the 

acquired data for treatment. 

 

This difference in query type thus needs different problem specific attention, which needs to 

be dealt separately in isolation. Again, multiple end systems for multiple types of queries 

may create confusion, and discomfort to end user. There should be a single end user module 

to solve both the complex, and simple queries. Table 1 demonstrates one such system where 
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any clinically relevant question can be asked about the image. Here, image plays an 

important role as the answer of the questions may vary based on the provided image. 

 

 

                  . 

  

                         

 

 

 

 

 

                Table 1. Question-answer pairs about the content of the image 

 

We identify this need, and propose a hierarchical multimodal deep neural model, which at 

first deals with the problem of question type identification, then generate answers based on 

the question type. 

 

2.5. Contributions 

In this work, we try to approach a solution for the generic problem in VQA-Med. Particularly 

our work focuses on proposing a multimodal machine learning model, which generates 

proper answers to queries related to medical images of various modality. In addition we also 

deal with segregation of input features based on query/question type. We propose a 

hierarchical deep neural model, with a segregation node at the root, and separate deep neural 

models at different leaf branches dealing with different types of queries. The problem 

intended to be solved by the dataset published by Nature Publishing Group in the journal 

Scientific data [12], perfectly captures our problem statement that we aim to solve in this 

work. We perform all our experiments in the said dataset and ImageCLEFVQA-

Med2018(CLEF18) [13] dataset. More detailed discussion on the dataset can be found in the 

section Data Description. Experimental evaluation shows promising results, depicting 

effectiveness of our approach. Further our detailed analysis of errors of the system output, 

highlights the room for improvement in the task. 

 

Image Question Answer 

 

Is this a cyst in the left lung? No 

Has the left lung collapsed? Yes 

Where is the nodule? Below the 7th Rib   

What are the densities in both 

mid-lung fields? 

Pleural plaques 
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In brief our contribution is: 

• A hierarchical deep neural multimodal model, which generates proper answers to queries 

related to medical images.  

• A question segregation module to differentiate the learning path for questions with yes/no 

answers from other types of questions, for solving the generic VQA-Med problem.  

• quantitative and qualitative analysis, to demonstrate that the proposed method enhances the 

performance of a base VQA-Med model by a significant margin  
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CHAPTER 3 

 PROPOSED METHOD 

________________________________________________ 

 

3.1 Data Set 

At ithe ibeginning iof i2014, ifive imajor iVQA idatasets iwere ireleased. iThese idatasets ifacilitate 

ithe itraining iand ievaluation iof iVQA isystems. iThe iDAtaset ifor iQUestion iAnswering ion iReal-

world iImages i(DAQUAR) i[14] iis ithe ifirst ibenchmark idataset iamong ithem. iIt icontains 

iimages ifrom ithe idataset iof iNYUDepth iV2 i[15] icontaining iimages ialong iwith itheir isemantic 

isegmentations. iAll ithe iimages iare iof iindoor iscenes iwhere ieach ipixel iof ithe iimage iis imarked 

iwith ian iobject iclass iout iof i894 ipossible iclasses ior ias ino-object iclass.The idataset iis imade iup 

iof i6794 itraining, iand i5674 itest iQA ipairs iwhich iare iof itwo itypes: isynthetic iand ihuman. iThere 

iis ialso ia ireduced iform iof ithe isame idataset iwith ionly i37 iobject iclasses. iThe ilimitations iof 

iDAQUAR iis ithe irestriction iof ianswers ito ia ipredefined iset iand istrong ibias iin ihuman 

iannotations. iThis iled ito iseveral iother idatasets ibeing ireleased, imost iprominently iCOCO-QA 

i[16]. iIt iis ibased ion iimages ifrom iMS-COCO i[17] idataset, iwhere isignificant iefforts ihave ibeen 

imade ito iincrease ithe iamount iof itraining idata. iUsing ithe iimage icaptions ifrom iMS-COCO, 

iboth iquestions iand ianswers iwere iproduced iautomatically. iThere iare ia itotal iof i123,287 

iimages iin ithe idataset iwith ione iquestion iper iimage iwith ione-word ianswers. 

 

 

                     

(a) DAQUAR                                                                          (b) COCO-QA 

Que: What is the object on the chair?                                  Que: What is the color of the coat? 

Ans: pillow                                                                         Ans: yellow 
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Fig 3.1. Sample question and answer from DAQUAR and COCO-QA dataset. Taken from 

[16] 

 

Other datasets were also created from the same MS-COCO dataset such as, Visual7W [18] 

with 47,300 images and 327,939 questions and Visual Madlibs [19] with 10,738 images and 

360,001 questions. Visual7W is for questions of multiple choices only, and this dataset does 

not contain binary questions to make the QA pairs more diverse. While Visual Madlibs 

comprises of both fill-in-the-blanks and multiple choice questions. The descriptions in this 

dataset go beyond the objects in the image and are more detailed than a generic description 

of the image as a whole 

 

Visual Question Answering (VQA 1.0) [9], is another dataset created from MS-COCO 

dataset. It is the most significant and commonly used dataset for the VQA task which was 

published as a part of the VQA challenge. It is divided into two components: one ncludes 

MS-COCO real-world pictures, and the other includes abstract clip scenes generated from 

human and animal models. It has 204,721 images with 614,163 questions and 50,000 abstract 

scenes with 150,000 questions respectively. About 40% of the questions have a yes or no as 

answer. For each image, there are three free-form natural-language questions with ten 

concise open-ended responses each with two task formats: open-ended and multiple-choice. 

The VQA 1.0 dataset's primary issue was it's inherent bias and language priors too had a 

major impact on the responses to the questions that inspired the design of the second version 

of this dataset. VQA 2.0 [10] is a larger dataset with 265,016 images and abstract scenes in 

total and an average of 5.4 questions per image. Specifically, it is a balance version of the 

popular VQA 1.0 dataset. It has supplementary pictures such that each question in the 

balanced dataset is connected not only with a single image, but with a couple of comparable 

pictures resulting in two distinct responses to the issue. 

 

As the field began to mature, researchers found the significance of biasses, which resulted in 

the release of more balanced datasets such as CLEVR [20]. It also led to the assessment of 

the significance of the common-sense knowledge needed to solve a specific problem, which 

in turn led to attempts to deliver ground-based reality with a wealthy description of the scene, 

facilitating both training and assessment (e.g. Visual Genome [21]). 
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The VQA-Med [12] [13] dataset is very different from the VQA datasets discussed in this 

section. The obvious reason is it's focus on the medical domain, which gives this dataset it's 

unique set of challenges. The images, questions and answers must be clinically relevant in 

order to be a part of this dataset which is not a constraint in VQA datasets. The building of 

phrases for sentences is another distinction. Most of the VQA-Med sentences are complex 

with lots of medical terms, while they are simple and straightforward in the stated datasets. 

Another difference is the incomparable size of the dataset, medical domain data resources 

are limited compared to the general domain data resources which are usually huge (e.g., 

thousands vs. millions of samples). The images in this dataset may have different modalities, 

may also contain radiology markings such as short information, tags, etc., and may also 

contain a stack of sub-images which is not the case with the existing VQA datasets. The 

number of reference answers, which is just one, is another drawback with this dataset.  

 

 

3.2 Method 

VQA tasks are based primarily on three key components: generating representations of 

images and questions; passing these inputs through a neural network to produce a co-

dependent embedding; and then generating the correct response. Fig. illustrates this 

framework where the key components can take wide variety of forms. 

VQA systems differ from each other in the way they fuse multimodal information. A few 

such examples which are relevant to our work are:  

 

• Multimodal feature fusion using simple mechanisms, e.g., concatenation, element-wise 

addition/multiplication, followed by feeding them to a linear-classifier or a neural network 

[22].  

• Multimodal bilinear pooling or related feature fusion strategy [23] [24] 
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                                         Fig 3.2. Key components of the VQA framework. 

• A iclassifier ithat iutilizes ithe iquestion ifeatures ito icalculate imaps iof ispatial attention ifor ithe 

ivisual ifeatures ior ithat iadaptively iscales ilocal icharacteristics iaccording ito itheir irelative 

significance [25] [26] [27] [28]. 

 

Although most open-ended VQA algorithms use the classification mechanism, this strategy 

can only produce answers seen during training. Multi-word response is generated one word 

at a time using an LSTM [29] [10]. The response generated, however, is still restricted to 

words seen in the course of training. 

 

For question encoding, most methods for VQA uses variant of recurrent neural network 

(RNN) [30]. RNNs are capable of handling sequence problems, but when RNN processes 

lengthy sequences, context data is easily ignored. LSTM's (long Short-Term Memory) [31] 

proposal mitigated the long-distance dependency issue. In addition, the researchers also 

discovered that the respective route from the decoder to the encoder will be reduced if the 

input sequence is inverted, contributing to network memory. The Bidirectional LSTM 

(BiLSTM) [32] model combines the above two points and improves the results. The Gated 

Recurrent Unit (GRU) [33] is also a notable, and widely used, simplification of the LSTM. 

As for the image feature extraction, Convolutional Neural Network (CNN) [34] are used 

where VGG-net [35] and deep residual networks (ResNet) [36] are most popular. Since these 

features are from different feature spaces there needs to be some mechanism to fuse them 

together in order to preserve the relationship between them. Numerous multimodal fusion 



                                                                                                                       Visual Inquiry Answer On Medical Space 

 

 21 | 47 

  
 Varun Singh(2K17/CSE/18)              

 

methods ranging from simple concatenation or element-wise summation to advance methods 

are available these days.  

 

LSTM was used to extract question features, operating on a one-hot sentence encoding, and 

GoogLeNet was used to featurize the image in [9]. Length of the feature vectors of both 

image and question was mapped to the same dimensional space and then the two vectors ' 

Hadamard product was fused together. As an input to an MLP, the fused vector was used to 

generate the answer. In [10], an LSTM model was supplied a sequential embedding of each 

term with fused CNN features. This persisted until the question ended. A list of responses 

was produced using the subsequent time steps. A similar method was used in [37], where 

CNN features were supplied to an LSTM in the first and last time steps, with word features 

between them. The image features served as the sentence's first and last words. To predict 

the response a softmax classifier followed the LSTM network. A comparable strategy was 

used in [38], but the CNN features were only fed into the LSTM at the end of the question 

and a separate LSTM was used to produce the response one word at a time instead of a 

classifier. 

 

Application of attention on image can help to improve the performance of the model by 

discarding the irrelevant parts of the image. So, attention mechanisms [39] [26] are usually 

incorporated in the models so that they may learn to `attend' to the important regions of the 

input image. However, attending image is not enough but question attention is important too 

as most of the words in the question may be irrelevant so simultaneous integration of both 

question and image attention is advised [40]. The fundamental concept behind all these 

attentive models is that for answering a specific question, certain visual areas in an image 

and certain words in a question provides more information than others. The Stacked 

Attention Network (SAN) [26] and the Dynamic Memory Network (DMN) [39] used image 

features from a CNN feature map's spatial grid. Both the approach resized the image to 448 

* 448 to generate a feature map of dimension 512 at each grid location using the last VGG-

19 convolution layer. In [26] an attention layer is specified by a single layer of weights using 

the question and image feature defined to calculate attention distribution across image 

locations. Using a weighted sum, this allocation is then applied to the CNN feature map to 

pool across spatial feature locations. It creates a global representation of the image that 

highlights certain spatial regions. Then they are fused to generate the answer. This approach 
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was generalized to manage multiple (stacked) layers of attention. Similar to this, the Spatial 

Memory Network [25] uses spatial attention which is generated by predicting the correlation 

of image segments with individual words in the question. [39] proposed another related 

strategy that uses CNN feature maps to incorporate attention. Hierarchical Co-Attention [40] 

gives attention to both modalities to reason jointly on the two different streams of 

information. The visual attention in this model is analogous to the technique used in the 

Spatial Memory Network [25]. [41] also explored the joint image and question attention. 

 

VQA depends on the image and question being processed together. Features of these two 

modalities are required to be integrated together. This was achieved earlier by using 

simplified methods such as concatenation or element-wise product, but these methods fail to 

capture the complex interactions between these two modalities. But to capture these 

complicated interactions, an outer product can be used. Later, multimodal bilinear pooling 

was proposed as a novel method for joint feature representation where the idea was to 

approximate the outer product between the two features, enabling a much deeper interaction 

between them. Similar concepts have been shown to work well to improve the fine grained 

image recognition [1]. Multimodal Compact Bilinear (MCB) [23], Multi-modal Low-rank 

Bi-linear pooling (MLB) [42] are the two most significant VQA techniques used in bilinear 

pooling. MCB calculates the outer product in a reduced dimensional space instead of explicit 

calculation to minimize the number of parameters to be learned. Then this is used to predict 

the relevant spatial features according to the question. A slight variation of this model that 

uses soft attention was used in [26]. The major change was the use of MCB for feature fusion 

instead of element-wise multiplication. Later, to further reduce the number of parameters 

that are to be learned, MLB was introduced that uses Hadamard product and a linear 

mapping. Afterwards [43] developed a refined version of MLB i.e., Multimodal Factorized 

Bilinear pooling (MFB) where the multimodal-features were expanded to a high dimensional 

space and then squeezed to create the fused feature. A more generalized version of MFB, 

multimodal factorized high-order(MFH) [44] pooling containing N-MFB modules was then 

proposed. 

 

Methods for VQA-Med must be different from general VQA as the size of the datasets are 

incomparable. The other challenge with VQA-Med is to balance the number of image 

features (usually thousands) with the number of clinical features (usually just a few) in the 
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deep learning network to avoid drowning out of the clinical features. Attention based on 

bounding box too cannot be applied directly as medical images lack the bounding box 

information. For medical imaging there are many computer-aided diagnostic systems [45] 

[46] [47]. Most of them, however, deal with single disease problems, and focused primarily 

on easily identifiable areas such as the lungs and skins. In contrast to these systems VQA-

Med deals with multiple diseases at the same time apart from handling multiple body parts 

which is difficult for machines to learn. 

 

Inherently, question pursue a worldly succession and normally group into various sorts. This 

inquire type information is important to predict the response regardless of the image. [48] 

use similar approach where they first identify the question type and use this information for 

answer generation. Our work however isolates the learning path based on question-type 

rather than using this knowledge as feature. This type information can also affect the model 

performance as some of the VQA models perform better than others for certain types of 

questions. Therefore, these models can be intelligently combined to leverage their varied 

strengths. We propose a simple model with question segregation module which segregates 

the learning path based on the question type(yes/no and others) to reap the benefits of 

question-type dedicated models. We use Inception Resnet to encode image feature and 

BiLSTM for question feature creation. Significant improvement is clearly visible when we 

compare our model models with the baseline modal. 

 

 

3.3 Materials and methods 

 

3.3.1 Problem modeling  

Given a doublet (Q, I), where Q is the question accompanied with any clinically relevant 

image I, the VQA-Med task is to generate the appropriate answer (A) which can either be 

yes/no or open-ended (answers other than yes/no). Mathematically formulai, 

 

                                                      A = f(Q, I; α) 

where, f is the answer prediction function and _ denotes the model parameters. 
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Our approach towards solution of the problem statement is to view the task as an hierarchy 

of two different task. At the top level of the hierarchy we view our task as identifying type 

of question (yes/no or others), to differentiate the learning path for questions with yes/no 

answers from other types of questions. We propose a question segregation module to handle 

this task. At the next level of the hierarchy the task of answer generation gets divide into two 

leaf branches. One branch deals with the problem of producing simple (Yes/No) answers 

from simple incoming queries with respect to given images, while the other branch deals 

with complex queries to produce open ended expertise answers. The problem model is 

depicted in the fig. 3.3. 

 

          Fig 3.3 Hierarchical problem model with question segregation module. 

3.3.2 Data Description  

Datasets for VQA-Med consists of Natural Language Questions about the content of 

radiography images, and the task is to generate the appropriate answer. The questions are 

framed on different modalities of medical image like angiogram, magnetic resonance 

imaging, computed tomography, ultrasound, etc that describes how the image is taken. These 

images can have different orientations e.g. sagittal, axial, longitudinal,coronal, etc. Along 

with variety in orientation and modalities images can be of any body part or organ such as 

heart, lung, skull, etc. 

 

 

3.3.2.1 RAD Data Set 

 

RAD [12] dataset is recently launched dataset for VQA in medical domain. Statistics of the 

dataset are as follows: 

• The training set consists of 1,797 question-answer pair.  

(Q,I) SEGREGATE

Answer 
Prediction 
(Yes/No)

Answer 
Prediction 
(Others)
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• The test set consists of 451 question-answer pair. 

 

Some of the images in the dataset are blurred as depicted in fig. 3.4a. While others contain 

markings such as short information, tags, etc (fig. 3.4b), but none of the images in the dataset 

contains stack of sub-images. 

  

                        (a) Blurred image.                         (b) Image with Radiology markings. 

                                   Fig 3.4. Images in the RAD dataset. 

 

 

The questions are primarily categorized into the 11 categories viz. abnormality, attribute, 

color, counting, modality, organ system, other, plane, positional reasoning, and size. The 

average length of question is 5 to 7 words which is greater than that of the answers having 

53% percent of answers being Yes/No. Apart from Yes/No, most of the answer are either of 

one or two words, or short phrases. The maximum length of questions in the dataset is around 

21 words, with average being of 7 words. Also it needs to be noted that a lot of questions are 

being rephrased, which are similar semantically.  

 

For example,  

• What is the size and density of the lesion?  

• Describe the size and density of this lesion? 
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 From statistical study of the dataset, we find that only 87% of the free-form, and 93% of the 

rephrased questions are unique, while only 32% answers are unique. More than half answers 

are of yes/no type. This constitutes to the fact which shows the peak in the graph 5b for 

answers of length 1. 

  

 

                                                        (a) Questions                                                                             

 

                                                     (b) Answers 

                     Fig 3.5. Word Frequency distribution in the RAD dataset. 
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3.3.2.2 CLEF18 Dataset 

 

ImageCLEFVQA-Med2018(CLEF18) [13] task is similar to RAD task. PubMed Central 

articles1 (es- sentially a subset of the ImageCLEF2017 caption prediction task [49]) is used 

to extract the radiology images and their respective captions. A semi-automatic approach is 

then used to generate the questions and answers from the extracted information. Due the way 

the QA pairs are generated they are diverse and descriptive. Dataset also contains a lot of 

artificial questions that are semantically invalid. Table 2 demonstrates a few question-answer 

pair from the training data. 

 

Question Answer 

What uncovers noticeable reciprocal 

improving parietal occipital sores on style 

and t2 arrangements and little regions of 

hyper force in the left periventricular white 

issue on dissemination weighted pictures? 

MRIiof theibrain 

What doesiMRI inisagital plane show? the accumulation was shallow to the 

muscles of the back and the gluteal district 

however profound to the back layer of the 

thoraco lumbar belt 

                                 Table 2. Sample example from the CLEF18 training data. 

Statistics of the provided dataset are as follows:  

• The training set consists of 5413 questions along with their respective answers about 2,278 

images.  

• The validation set consists of 500 questions along with their respective answers about 324 

images.  

• The test set consists of 500 questions about 264 images.  

Some of the images in the dataset are blurred fig. 3.4a and most of the images contains 

radiology markings fig. 3.4b such as short information, tags, arrows, etc. A few of them even 

consists of stack of sub-images(Fig.3.6). 
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                                                        Fig3.6 Stacked Image 

 

Question categorization is not present in dataset. Only 0.6% of answers in train, 6% in valid, 

and 10% data are Yes/No. From table 2The average length of questions are more than 

answers and distribution of word frequency is not similar in the train, test, and valid data. 

 

 

 

(a)Question 
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(b) Answer 

Fig 3.7. Word Frequency distribution in the CLEF18 dataset. 

 

First Step 

Questions and Answers. At first we convert words of the question and answer into lowercase, 

and then lemmatize them to reduce ambiguity among different forms. Next we remove some 

words like 'the', 'and', 'with' etc. to discard useless information. We then map pure numbers 

to ̀ num' token and alphanumeric words to ̀ pos' token to minimize complexity of information 

in questions. For answers, we replace low-frequency words by `abnormality'. We create 

separate vocabulary dictionaries for questions, and answers. As negligible number of 

questions are of length greater than 21 so, thus we fix the maximum question length as 21. 

Similarly, for answers having type others, we prune the maximum length to 11. However, 

for yes/no type answers, the length is 1, as only yes or no are the probable answer. 

Consistency is maintained in the input length by appending "blank" at the end for the shorter 

sequences, and curbing longer sequences up to the required length. 
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CHAPTER 4  

FINAL MODEL 

________________________________________________ 

 

4.1 Methodology 

Segregation. Our proposed system is a hierarchical Multi-modal deep neural model, which 

deals with the problem of question segregation in order to generate answer based on the 

question type as described in fig. 4.1. 

 

 

                                              Fig 4.1. Proposed model architecture. 

 

The question-type knowledge may not be readily available. But the question type can still be 

predicted from the text. As, the task of question segregation is relatively an easier task 

compared to answer prediction. Thus, we find a simple statistical learning model, based on 

simple hand engineered, and word frequency based features to effectively solve the problem 

poised in the top tier (segregation) of our proposed hierarchy model (fig. 4.1). We use Linear 

SVM learner as our base classifier with the following two feature set: 
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 • TF-IDF vector: The questions are converted into one hot vectors, with each word position 

represented by the corresponding tf-idf value of the word. The entire vocabulary in the 

training set have nearly 2000 words. Out of that we consider only top 500 words with the 

highest tf-idf values. 

 

 • Question Identifier Vector: After studying the training set, we form a set of identifier 

words, where each word tries to represent a question motive. The identifier word set consists 

of 10 words ['is','was','are','how','can','does','which', 'what', 'type', 'there']. Each question is 

converted into a vector of length 10, where each position marks the presence or absence of 

the corresponding word in the question with 1 or 0 respectively.  

 

Yn and Oth model. The model (for both yes/no, and other types)Fig.4.2 mainly consists of 

Feature extraction and Feature Fusion. 

 For the extraction of question features, we first generate a list by gathering the questions in 

the data set. Next we create a word-index dictionary of the top 1050 frequent words in the 

list. We then transform the generated list in each split to a sequence of integers. Basically we 

take every word in the text and replace it with its respective index value from the dictionary. 

To maintain consistency in the length of the sequence, for the shorter sequences, we attach 

"blank" at the end and cut the longer sequences to the required length. We then generate 300-

dimensional vectors for question embedding using GloVe [50]. But for questions other than 

yes/no we create 600-dimensional vectors by appending the custom word embedding vectors 

pre-trained  

 

                                       Fig 4.2. Yn and Oth model architecture. 
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On GloVe to the previously generated vectors. For custom word embedding we use all the 

questions and answers from the dataset. Questions with type yes/no are simple and 

straightforward. Thus, we don't need embedding combination. But, for the rest of the 

questions we follow the approach similar to the work proposed by Ghannay et al. [51], and 

use combined embedding. According to the question-type we feed the respective embedding 

vectors to the Bidirectional LSTM (Bi-LSTM) layer to capture the sequence information in 

the question. Unidirectional LSTM retains prior information as it has only seen past inputs 

and in bidirectional layer inputs will be run bidirectionally in two ways, one from the past to 

the future and vice-versa. Therefore, we use a bidirectional layer with LSTM as input for the 

recurrent instance to preserves information from both past and future. Working of Bi-LSTM 

for a sample question is depicted in fig. 4.3  

                                 Fig 4.3. Working of Bi-LSTM for a sample question. 

 

We use this Bi-LSTM layer with sequences returned so that LSTM hidden layer returns a 

sequence of values one per time-step instead of returning a single value for the entire 

sequence. To minimize the problem of overfitting due to small amount of training data we 

also use dropout value of 50% in the BiLSTM layer. The last time step output of the Bi-

LSTM layer is then used as the textual features of the questions.  
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For image feature extraction, we use the Inception-Resnet-v2 [52] model, after resizing the 

input image to a dimension of 224 X 224. Block diagram of the compressed version of the 

model is depicted in fig. 4.4 which is taken from googleblog. 

 

 

 

                       Fig 4.4. Block diagram of Inception-Resnet-v2 (Compressed view). 

 

 

It is a type of advanced CNN that integrates the inception module with ResNet where 

connections allow shortcuts in the model to improve the efficiency of the network. Basically, 

it utilizes residual links to combine filters of varying dimensions, which not only prevents 

the issue of degradation caused by deep structures but also decreases the training cost. We 

initialize the model with weights pre-trained on imagenet [53] based on the Apache License3. 

Such initialization facilitates transfer learning [54] which is incorporated to enable a model 

to learn from another model pre-trained on a bigger dataset. It helps to train our deep neural 

network with comparatively small data. Though the type of images in the medical domain is 

very different from those in the general domain still, transferring learned knowledge is more 

promising than training straight from scratch [55]. We extracted the last layer of this model, 

as global features of the image. For multi-modal feature fusion, we pass the extracted features 

from both the image and question through the concatenation layer. We then pass the output 

of this layer to BatchNormalization layer for regularization and to increase the stability of 

the network. We pass the normalized fused feature to the dense layer where the number of 

neurons depends on the answer length of respective question-type. The fusion information is 

then finally used to predict the answer using multi-class classification method. For this, we 

use TimeDistributed layer with dense layer having softmax activation. The number of 

neurons in the dense layer depends on size of the answer dictionaries that we create 
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separately for the two question types. We use categorical cross entropy as the loss function 

having the following formula. 

 

 

H(T; q)=∑
1

𝑁

𝑛
𝑖=1 log2 𝑞(𝑥𝑖) 

 

where, q(x) is the probability of event x calculated from the training set, and N is the size of 

validation set. 

 

4.2 Hyper-parameters  

According to the model performance, the hyper-parameters are set as follows. Dictionary 

size is 1050 for questions to capture the most frequent words. Answer dictionary is of size 

equals to the count of unique word in the ans-list. Question length is 21. Answer length for 

yes/no and others type question is 1 and 11 respectively. The hidden layer of Bi-LSTM has 

128 neurons in each direction. Categorical accuracy is the metrics method. Adam is the 

optimizer. For training, batch size is 256. Monitor is on validation loss. Epoc is set to 51. 

 

4.3 Evaluation Metric 

The BLEU score metric proposed by [56], is implemented using NLTK tool4. It is a popular 

evaluation metric in machine translation, which compares the generated answer with the 

reference answer based on number of n-grams of generated answer that matches with the 

reference answer, along with brevity penalty for shorter output. 

 

 In our work, the dataset we use for evaluating our proposed hypothesis has only a single 

reference answer. Thus, reporting high accuracy means generating high number of answers 

with exact same words as in the reference answer. This may not always be a necessary, and 

is a very complex task even in the medical domain. However, more than one answer may be 

correct e.g. in the absence of the degree of specification. This is explained elaborately with 

an example given in table 3. 
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Question Answer 

Where is the lung lesion located?  Right lobe 

 Lower lobe 

 Right Lower lobe 

 

                                             Table 3. Multiple correct answers 

 

Thus, achieving high accuracy is desirable but not a very good metric to evaluate the model. 

BLUE score on the other hand serves as a better evaluation in this work. But still it may not 

give best evaluation in every case, e.g in the data instance given in table 4, there may be more 

than one medical term indicating the same part or symptom e.g. the words 'Lung', and 'Lobe' 

refers to the same organ, but BLEU score decreases due to unavailability of a second 

reference answer. 

 

 

Question Answer 

Where is the lesion located?  Right lobe 

 Right lungs 

 Right lobe of the lungs 

                                     Table 4. Semantically similar answers 

 

 

Before calculating the scores each predicted and ground-truth answers are converted to 

lower-case and then the punctuations are removed. Apart from that answer tokenization5 is 

also applied to individual words before removing the stopwords from NLTK's6 English 

stopword list. The score over the whole dataset is the average of the score per answer for all 

the samples. 
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CHAPTER 5  

RESULT AND ERROR ANALYSIS 

________________________________________________ 

 

5.1 Baseline 

Following the approach from [12], for effective comparison with our proposed approach, we 

use MCB [23] and SAN [26] trained on RAD, CLEF18, and the combined version of the 

previous two dataset to create the baseline models. These models were pre-trained on 

ResNet18 and VGGNet19 respectively for image feature extraction. Question were passed 

through Bi-LSTM layer to generate the textual features. 

 

5.2 Evaluation Result 

Comparison between the baseline models and our model is depicted by Table 5 for RAD, 

CLEF18, and CLEF18+RAD datasets respectively. Table 6 represents the results of the 

model without Question Segregation and the same model with Question Segregation for the 

stated datasets. 

                 Table 5. BLEU score of yes/no, others and overall question. 

 

                  RAD          CLEF18  RAD+CLEF18 

 

Yes/No 

Others 

Overall 

w. 

0.494 

0.098 

0.318 

w/o. 

0.598 

0.115 

0.383 

w. 

0.300 

0.018 

0.460 

w/o. 

0.440 

0.031 

0.072 

w. 

0.518 

0.056 

0.202 

w.o. 

0.555 

0.057 

0.207 

                 Table 6. BLEU score of the model with (w.) and without (w/o.) 

Question-Segregation on different datasets. 

RAD 

 

CLEF18 RAD+CLEF18 

 

Yes/No 

Others 

Overall  

MCB 

0.168 

0.031 

0.106 

SAN 

0.622 

0.058 

0.372 

OUR 

0.598 

0.115 

0.383 

MCB 

0.003 

0.006 

0.007 

SAN 

0.020 

0.011 

0.012 

OUR 

0.440 

0.031 

0.072 

MCB 

0.167 

0.003 

0.095 

SAN 

0.167 

0.034 

0.109 

OUR 

0.555 

0.057 

0.207 
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5.3 Quantitative Analysis 

 

Table 5 shows that for answers having type others, our model outperformed the other two 

models. It has a difference of at least 0.06, 0.02, and 0.02 in BLEU score for RAD, CLEF18 

and CLEF18+RAD dataset respectively. For yes/no type questions, our model is comparable 

with other models with slightest of difference i.e; maximum of 3.8% in the BLEU score 

when exclusively trained and tested on RAD dataset. For CLEF18 and CLEF18+RAD 

dataset, it beats other models having a difference not less than 0.42 and 0.39 respectively. 

For all the questions combined our model is superior with impressive scores.  

 

Table 6 depicts that our proposed model improves the performance of the same model 

without QS by significant margins regardless of the question type. The stated difference is 

clearly visible in table 8. It shows that other similar tasks where categorization is present can 

reap the benefits from our hierarchical model with QS to enhance their performance. 

 

 

 

 

 

(a) Yes/No 
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(b)Others 

 

                                                               (c)Overall 

 Fig 5.1. Comparision of BLEU scores of the model with/without QS on different datasets. 

 

5.4 Qualitative Analysis 

Questions having answer of type yes/no are much easy to predict than that of type others. 

But a model without QS will have to predict the words of the answer from the entire answer 

dictionary which is unnecessary. With QS the search space is reduced to only two words that 

is "yes" and "no" which results in better probability of correct answer prediction which is 

depicted by table 8 
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Question GT ans. Ans. W. Ans w/o. 

Is the GI tract is highlighted 

contrast? 

Is the surrounding normal? 

Yes 

 

No 

Yes 

 

Yes 

Bilateral 

 

bronchiectasis 

Table 7. Answer prediction of question with type yes/no by model with (w.)/without (w/o.) 

QS. (GT ans is the Ground Truth ans) 

 

For other questions it is difficult to predict the answer due to the considerable size of answer 

vocabulary. An answer can be written in different ways with varying details or synonyms of 

the words. For Example, \Posterior-Anterior" , \Posteroanterior", and \PA" are correct 

answer for the question \how is the patient oriented?". In the absence of multiple reference 

answers like in general VQA, predicting the exact terms as in gold answer is challenging. 

Additional challenge is sequence detection, that is to predict the order in which related words 

follow each other. These differences for predicting the answers from particular question type 

is clearly visible in Table 5. 

 

 For RAD+CLEF18 dataset the model must have better score than the scores on RAD and 

CLEF18 dataset individually. But this is not the case due to the difference in size of the 

dataset and way the questions are framed and answers are generated. CLEF18 dataset is 

created by a semi-automatic approach while RAD dataset is manually created. The difference 

in quality and complexity of the generated sequence in the two datasets is clearly visible in 

Table 8. 

 Qustion Answer 

RAD What solid organ is seen on the right side 

of this image? 

The liver 

CLEF18 What shows the dilated common bile 

duct with a filling defect within it 

indicating the tumor extending? 

Magnetic resonance 

imaging image of the Liver 

Table 8. Sample question-answer pair in RAD and CLEF18 dataset 
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Both the questions requires liver identification but, there is a huge difference in complexity 

of the question as well as the answer. Due to the complications and the limited number of 

examples in the datasets, model fails to learn efficiently. 

 

 

 

5.5 Conclusion  

In our work we propose a hierarchical multimodal approach to tackle the VQA problem in 

medical domain. In particular we use a Question Segregation (QS) module at the top level 

of our hierarchy to divide the input questions into two different types (Yes/No, and others), 

followed by individual and independent models at the leaf level, each dedicated to the type 

of question segregated at the previous level. Proposed approach can be applied to any related 

problem where such segregation is possible but, it does require non-trivial changes in the 

architecture. We use SVM for QS but based on the requirements more rigorous QS 

techniques can be implemented. To evaluate the usefulness of our proposed hierarchy we 

conduct our experiments on two different datasets, RAD [12] and CLEF18 [13]. We also 

perform experiments on the combined 533data of the above two datasets to show the 

generalisability of our approach. Models when trained with the proposed hierarchy with QS 

scored better, outperforming all the baseline models. It suggests that questions with different 

types learn better in isolation having their individual learning paths. Experimental results 

indicates the effectiveness of our work, depicting it's value for the VQA in medical domain.  

 

 

Our analysis of results showcase that the evaluation metric needs improvement while 

evaluating VQA in the medical domain. Particularly, BLUE score fails to consider semantic 

similarity of medical terms, answers of varying length, which are important while correctly 

evaluating any machine learning task in medical domain. For future work we plan to 

introduce better individual models for handling each of the leaf level problems. We also plan 

to use a better evaluation strategy for evaluating the task apart from devising a detailed 

schemes for QS. 
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