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ABSTRACT 

 

 

 

Nowadays, in the world of digitalisation that promotes ease to do any task as well as in more 

inferior time.  Also, by utilising the latest techniques, there is a provision to execute things 

accurately in the present by taking responsibility for the future. Various fields-maintained 

records, these records required to analysed timely, such time-series data set now analysing 

using various Machine learning models. When we have a time-series data set, the various 

models can be used for forecasting. Now, the challenge is to choose the most appropriate when 

we have non-constant and inconsistent data sets.  

In this project, different kinds of time series prediction and forecasting models have applied on 

the same sets of data in order to identify the best. Also, before applying any model, test data-

set for the time series components such as trend and seasonality. This project is done in several 

stages and also, removing the inconsistency present in the acquired data sets before applying.  

The three data sets selected are agriculture value-added percentage of GDP is data set 1, India's 

monthly inflation rate is dataset 2 and Revenue generation of a restaurant is data set 3. The 

selected data sets are essential and secure relevance place in this analysis model. 

For this purpose, chosen most generalised time series models Autoregressive integrated 

moving average (ARIMA), Exponential Smoothing Models, Holt Linear Trend model, 

Seasonal Decomposition, Cross-validation moreover, and Neural Network model and examine 

the best suitable model when the data set contains trend, or seasonality or both. 
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CHAPTER 1 

 

INTRODUCTION 

 

When looking at Time appears as a quantitative measure for life that is infinite and 

irredeemable. Time gives a chance to analyse things in terms of past, present and future. Time 

is simple when analysing things in terms of past that already known and recorded, present that 

is currently recording. However, in the case of the future, there is no way to determine the exact 

thing. However, in many cases, there is a chance to determine the future by the prediction that 

has based on the collective information of the prior records. It has planned, scheduled or 

arranged when something should happen or have done. The project has concentrated on the 

periodical data that have collected on recorded time. 

 

1.1 Background  

 

The forecasting methods classified into major two parts are a qualitative model and a 

quantitative model. The quantitative technique for forecasting utilises numerical realities and 

verifiable information to anticipate up and coming occasions. The two principle kinds of 

quantitative forecasting utilised by business analysts are the informative technique that 

endeavours to relate at least two factors and the time series strategy that utilizations past patterns 

to make conjectures — the qualitative prediction model based on either linear or non-linear 

time series [9]. The linear time series models are simple model, exponential smoothing, 

ARIMA, or Seasonal decomposition whereas, Neural network (NN), Support vector machine 

(SVN) and clustering are the non-linear time series analysis.  

The improvement of systems in non-linear time series analysis has risen from its time series 

framework and created in the course of the most recent couple of decades into a scope of 

procedures which intend to fill a hole in the capacity to show and figure specific kinds of 

informational collections such chaotic determinate frameworks [1].  
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1.2 Motivation 

 

For time series analysis prediction or forecasting presents several types of models can be linear 

or non-linear, but the requirement to choose the best model that analysis data set more precisely 

and accurately. From existing work, it has realised that their present different nature of data 

sets, that are showing different properties. Some data sets are changes with time; some remain 

stationary; some grow upward with time, and some are functional. However, there is not always 

the most suitable design that gives the most dependable prediction result. So, the requirement 

to identify the model best suits any particular data set. 

 

1.3 Problem statement  

 

We have numerous sorts of data sets present that requires time series analysis for future 

prediction. For this purpose, collected three data sets are agriculture value-added percentage of 

GDP is data set 1, India's monthly inflation rate is dataset 2 and Revenue generation of a 

restaurant is data set 3.  These three data sets are distinct from among and may show different 

properties.  There present many kinds of model that has applied to time series data for analysis, 

but at that time, there must be required to know that the which model is best suitable, for these 

purposes choose some linear or some non-linear time series model. The linear models are 

Autoregressive integrated moving average (ARIMA), Exponential Smoothing Models, Holt 

Linear Trend model, Seasonal Decomposition, Cross-validation moreover, the linear model 

Neural Network model. 

 

1.4 Research and objective   

 

Aim of this project is to identify among the several possible approaches in time series analysis 

and prediction, which suits best for the given data set. For this purpose, selected three data sets 

are agriculture value-added percentage of GDP is data set 1, India's monthly inflation rate is 

dataset 2 and Revenue generation of a restaurant is data set 3. There present some common or 

distinct properties in data set such as residuals, stationary, Trend, De-trending, seasonality.  
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Now, the first requirement to identify that the data set has contained which property. That may 

contain trend, or seasonality, or both.  

Secondary, apply all possible models on the data sets and identify which results are more 

accurate.  

 

Nowadays, in the world of digitalisation that promotes ease to do any task as well as in more 

inferior time.  Also, by utilising the latest techniques, there is a provision to execute things 

accurately in the present by taking responsibility for the future. Various fields-maintained 

records, these records required to analysed timely, such time-series data set now analysing using 

various Machine learning models and Artificial model. When we have time-series data set the 

various models used for forecasting. Now, the challenge is to choose the most appropriate. Also, 

data sets are inconsistent.  

In this project, the different time series prediction and forecasting models have applied on the 

same sets of Data set in order to identify the best. Also, before applying any model, test data-

set for the time series components such as trend and seasonality. This project is done in several 

stages and removing the inconsistency present in the acquired data sets.  

The three data sets selected are agriculture value-added percentage of GDP is data set 1, India's 

monthly inflation rate is dataset 2 and Revenue generation of a restaurant is data set 3. the 

collected data sets are essential and secure relevance place in the analysis model. Finally, from 

the experiments and results identify that among the several approaches which are best when the Data 

set showing trend property, seasonality, or both. The project consists of many stages such as Data 

Acquisition, Data Pre-position, Trend removal/ seasonality removal/ Non-stationarities removal, 

Filtering / smoothing, Forecasting. 
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CHAPTER 2 

 

LITERATURE SURVEY 

 

2.1 Time series   

 

Time-series is the observation of the data that depend on values that fluctuate with time. The 

stock prices, weather forecasting, communication, sales, loans are some examples of time 

series.  

The time series used for prediction model where only one variable is present that is time, the 

time is taken should have equal interval if one data has presented in months then next should 

also present in months, it is a discrete format. This represented as a line graph where the x-axis 

is the time interval, and the y-axis is the magnitude of the data.   

 

2.2 characteristics of time series  

 

The first defining characteristic of a time series is a list of observations where the ordering 

matters. Ordering is significant because there is a dependency on time, and changing the order 

could change the meaning of the data. To accurately forecast future values, we will need the 

measurement of data to be taken across sequential and equal intervals and with each time unit 

having at most one data point. Once the data have collected, there present two objectives. First, 

identify patterns represented by the sequence of observations and, secondly forecasting or 

predicting future values of time series. There presents another aspect that needed to consider 

before even starting the time series forecasting process. The first requirement to define what 

necessitated from the forecast, why wanted the forecast and what the effects of it. There have 

several levels to do this. First, needed to define the time frame to be used for the forecast, this 

could be yearly, monthly, weekly, daily or hourly anything could be possible. Before that, it is 

needed to determine which type of data using.  

 

 

 

 

 



5 
 

2.3 Measuring Parameters of time series: - 

 

There are five types of measuring parameters for time series given and explained below:  

 

2.3.1 Mean Absolute Error (MAsE): - 

  

It measures the forecast error compared to the error of a negative forecast. Just always picking 

the last value observed. Lower the MASE value better the model is. 

If x represents MASE value then, 0 < x < 1 

X =1 means naïve forecast i.e. always picking the last observed value. 

X=0.5 means the model has double the prediction accuracy as a naïve last value approach. 

X>1 means model needs much improvement. 

 

2.3.2 Mean Absolute Percentage Error (MAPE): - 

 

Mean absolute percentage error is very similar to MASE, but it measures the difference of 

forecast errors and divides it by actual observation value. 

 

          (2.1) 

 

It does not allow for zero values. It puts much more weight on extreme values and positive 

errors. Independently It is scaled as we can use it to compare a model on a different dataset. 

 

2.3.3 Root mean square error (RMSE): - 

 

In order to prevent positive and negative error rates cancelling each other out, we use the root 

mean squared error. There we would square all error rates before adding them up so that we 

can finally get the root of it. 

 

        (2.2) 
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Where,   

                  𝑦𝑖 = absolute value 

                  𝑦̂𝑖 = forecast of 𝑦𝑖 

 

2.3.4 Mean absolute error: - 

 

In mean absolute error, we took summation of absolute difference of actual value and predicted 

the value and take the average of it. The mathematical formula for MAE is, 

                          

                  (2.3) 

 

 

2.3.5 Akaike information criterion (AIC): - 

 

It is a widespread measure in forecasting statistics modelling and machine learning. It is great 

to compare the complexity of different models. It penalises more complex models lower the 

AIC score better the model.  

 

2.4 Components of time series  

  

2.4.1 Residuals: - ( 𝑿𝒊 – fitted value) 

 

Residuals seem to be little relevance. After all, they are called residuals, which is like a by-

product but to make no mistake, they are important in many aspects. Most importantly, they 

can tell a lot about our modelling quality whenever we do time series analysis. We want all the 

patterns in the model; the only randomness should stay in the residuals. So basically, residuals 

are the container of randomness anything happening by chance or stuff. We cannot explain in 

mathematical terms stays in the residuals. That means in an ideal world; our model has a means 

of zero and constant variance. Of course, we want our residuals to be uncorrelated because in 

this case there would still be information left in the residuals. 
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Moreover, ideally, we want them to be of a normal distribution which is not always possible 

fixing a non-zero mean is relatively simple. We add or subtract the non-zero mean, and have 

done expecting correlations is possible. They are modelling tools such as differencing, ensuring 

normal distribution and hence, the constant variance is tricker and sometimes impossible. We 

could try transformations like logarithms to work on this issue. 

 

 

 

2.4.2 Stationarity: - 

 

Stationarity is a key statistic when it comes to time series analysis and working with time data. 

The question behind it is that the data has the same statistical properties throughout the time 

series. The statistic properties, in this case, contain variance, mean, or autocorrelation. So, most 

analytical procedures in time series required us to have stationary data. However, the good thing 

is that if the data lacks that stationarity there are transformations that can be used to make the 

data stationary or we can use a procedure called differencing to change our data. Differencing 

adjusts our data according to the period that differs, for example, variance or means so that the 

statistics are the same throughout the dataset. After our differencing procedure, especially in 

the ARIMA model, it is used extensively.   

Stationarity is the key statistics when it comes to time series analysis and working with time 

data. Time series data must be stationary without this property; we cannot apply any time series 

concept and models. For the series to be stationary it must follow three conditions: - 

• Mean should be constant according to time 

• Variance should be equal at a different time interval 

• Co-variance should be equal 
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Figure 1 Graph of Stationary series 

                     

(a) (b) 

 

Figure 2 Graph of Non-stationary series (a) and (b) 

 

In the first figure, it is seen that mean value increases with time, which results in an increasing 

trend in the dataset and makes the data non-stationary for stationary it should be constant 

throughout the time. In the second figure we certainly not see any fixed trend in it but the 

variance is the function of time which make it non-stationary time series 

 

 
 

Figure 3 Graph of non-stationary series 

 

 

In the third figure, indeed there is no constant mean no variance any trend but if we see the 

spread become closer concerning time as the time increases the spreads seems to be closer this 

show that covariance is present concerning time in the dataset that’s why it becomes non-

stationary time series. 
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2.4.3 Trend: -   

 

The trend is the pattern that noticed over a long period, which is comparatively increasing or 

decreasing at a time. The trend increased with the increase in time is called uptrend and the 

trend that decreased with the decrease in time is called downtrend, and if cannot determine 

whether increasing or decreasing called a stationary trend. The trend is something that appears 

for some time then disappears with time like a wear-out stage of hardware and repeating. 

 

2.4.4 De-trending: - 

 

A lot of time series has a trend in it, and if we check that sort of data out, we will find that the 

mean will change as a result of the trend and predictions tend to be underestimated as a result 

of this. We can easily de-trend our dataset and see if we get stationarity. If we put the trend 

component out of dataset, which gives a trend stationarity. If it is not enough, we can use 

differencing which gives difference stationarity. We can also use the unit-root test that can be 

used to see if we have trend stationarity or difference stationarity. 

 

 

2.4.5 Autocorrelation: - 

 

It is a statistical term which describes the correlation or the lack of such in a time series data 

set. It is a key statistic when it comes to time-series data because as soon as we work with that 

sort of data, there is always the question whether previous observations influenced the record 

one, so basically, we are talking about correlation on a time scale. Basic idea about 

autocorrelation is that in the ideal situation as soon as the lags increase correlation value 

decreases. This implies that values of a long-time back data have no more impact on the values 

of the current period. If it impacts, the influence will be very less. So, the most recent lags have 

a stronger influence on the current period time series value. The older lags could not impact the 

current period values. 
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2.5 Methods to get autocorrelation calculated 

 

2.5.1 ACF ( ) :- Autocorrelation Function 

It shows the autocorrelation between different time lags in a time series. If we need a measure 

for autocorrelation, this one is probably the best and gives a perfect idea even between those 

time-lapse. 

 

2.5.2 PACF ( ) :-Partial autocorrelation function 

In this function, the correlation coefficient adjusted for all shorter lags in a time series. ACF 

and PACF are used to determine whether our data is stationary or not. If it is stationary, we will 

develop our model if it is not, we will try to convert it into stationary data. 

 

 

2.6 Time series models 

 

2.6.1 ARIMA Model: - Autoregressive integrated moving average                                                                                              

This a system based on autoregression which allows us to model nearly any univariate time 

series. ARIMA is a standard modelling system for time series. An analyst with its money knows 

about this tool and how to use it. This is the most widely used system today. It is an extremely 

versatile system that can capture nearly all univariate time series data set. ARIMA is available 

for seasonal time series and multivariate time series as well. ARIMA model is also known as 

the Box-Jenkins model because it was published and described by the team of Jauch box and 

Goolam Jankin’s around 50 years ago. Generally, an ARIMA model is all about three 

parameters p, d, q it means model consist of 3 parts. Autoregressive part represented by p, 

integration part represented by d, and Moving Average part q. 

ARIMA models require stationary time series, or in other words, the model will make it 

stationary for us if it is not and only then can the other two parameters ‘p’ and ‘q’ be identified. 

Therefore, if we start with a non-stationary time series, it will be differenced until we obtain a 

stationary time series. The order of differences or how often we differenced a data set has 

described in the middle parameter ‘D’ of the model 
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Figure 4: Mathematical equation of ARIMA model 

 

Identify ARIMA model parameters: - 

It is understandably not easy to figure out the ARIMA parameters right away when we are new 

to this. Some rules can help us in identifying a good model; we will divide this rule into three 

categories. 

• parameter ‘d’ 

• parameters ‘p’ & ‘q’ 

• seasonal parameters ‘P’, ‘D’, ‘Q’ 

 

 

2.6.1.1 Parameter ‘d’: - 

 

 If we see the significant lag in PACF plots out to even relatively high numbers let us say leg 8 

or higher, we should add a differencing step in this case. It is simply impractical to have an 

ARIMA model with that high often order correlation parameters. In general, adding a 

differences step decreases the parameter number a lot and simplifies the model. On the other 

hand, if lag number one on the PACF plot is non-significant, then this is a good sign that we 

are on the right track and no more differencing is required. The same also applies if the auto-

correlation in the PACF plot appears pattern-less and somewhat random if there is no 

differencing step in the model the data is expected to be stationary.  

If we have one differencing step, which is d=1, then the original data has a constant trend, and 

if there are two differencing steps, then the trend in the data set varies throughout the timeline. 

Whereas if the d=0 then these will likely to be a constant in the model. 

Order of d tells about the data: - 
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• d=0: Stationary data (constant) 

• d=1: Trending data 

• d=2: Varying trend (no-constant) 

 

2.6.1.2 Parameter ‘p’ and ‘q’: - 

 

As we know that PACF plot is the one responsible for the ‘p’ the auto-correlation parameter. If 

the PACF plot shows a significant positive auto-correlation at lag 1 or there is sharp cut-off 

between significant lags and not significant lag, then it is time to add at least one ‘p’ order. 

Similarly, we would look at the ACF plot, which is responsible for the moving average 

parameter ‘Q’. If the ACF plot is significant and negative with lag 1 or there is a sharp cut-off 

between significant and non-significant lags, then we would add at least one ‘Q’ order for the 

moving average part, but we are also aware that MA and AR affect each other. That means 

never add ‘p’ and ‘q’ orders at the same time to the parameters always test them individually; 

it is even possible that AR and MA terms cancel each other. Therefore, always vary with models 

that feature multiple AR and MA terms at the same time. 

Further there is a problem when the summation of the coefficient is close to 1. This is true for 

either the summation of the MA coefficient or the summation of the AR coefficient. If we 

encounter such a situation, always add a differencing step and then determine a new AR or MA 

order. 

Seasonal Parameters (P, D, Q): - 

As we can imagine the more parameters, there are the more complicated the whole thing gets, 

so this is something we should only model once we gained some non-seasonal ARIMA 

experience. In general, it is recommended to get ACF and PACF plots for at least three full 

seasonal cycles plus some extra buffer. That means if we have monthly data and there is some 

seasonality yet this monthly level, we should take quint three years times twelve months plus a 

buffer. That means 40 lags should give us a reasonable picture now the fundamental rule with 

these seasonal models is if we see a healthy seasonal pattern which stays constant over several 

cycles, we need to perform seasonal differencing. That means the practice we put the parameter 

‘d’ to one. In general, it is best to never use more than one differencing step for ‘D’. If we 

identify positive auto correlation at a given seasonal lag. That means this lag is significant in 

all seasonal cycles. Then we should add an AR order. If the auto-correlation is negative at a 

given seasonal lag, then we should add an MA order, so this is Q. 
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The situation with the positive seasonal auto-correlation and an added AR or P order is likely 

to occur if and only if we have a data set with a non-constant seasonal effect and no seasonal 

differencing. These are some general rules which we can use to identify the best models of 

course in the real world we would compare and test different models with information criteria 

and 0residual diagnostics. 

 

2.6.2 Exponential Smoothing Models: -  

 

Exponential smoothing forecasts use weighted averages of past observations, giving more 

weight to the most recent observation with weights gradually getting smaller as the observation 

gets older. ‘E’, ‘T’, and ‘S’ terms represent how error, trend and seasonality are applied in the 

smoothing method calculation. Selecting whether a time series exhibits additive or 

multiplicative behaviour in its terms relies on the analyst. Ability to see trend, seasonality, and 

error patterns while visualising the data does not seem very scientific. An effective way to 

determine how to apply a model. 

The additive method is useful when the trend and seasonal variation are relatively constant over 

time  

 

Whereas, 

The multiplicative method has used when the trend and seasonal variation increases or 

decreases in magnitude over time. 

         

 

With the help of the diagram, we can see that the additive trend show linear behaviour. While 

multiplicative exhibits exponential behaviour. 

 

2.6.3 Neural Network model: - 

 

Neural networks are not single defined types of the algorithm like, for example, logistic 

regression or exponential smoothing. Neural networks do come in many different flavours, and 

there are multiple algorithms used in this powerful toolset for us. We are interested in the time 

series analysis side of neural networks. There is just a feel of these algorithms that do work for 
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this time series data set. The most important one of these algorithms being the auto regression-

based neural network the most basic idea of any neural network is to simplify the input variable 

or variables over a single layer, or over several layers until we have left with one output value 

in a very primitive model. We have several input values, and they are combined to produce the 

output value such a model only has an input layer and an output layer, which is the result. So, 

this is pretty much like linear regression. Now usually a neural network also has a hidden layer 

which is an intermediary layer between the input and the output layers. Such an intermediary 

layer considered an artificial layer since we, as the analyst, compute this layer. So, the data 

contained in that hidden layer has produced with the help of the neural network. This is in 

contrast to the input layer, which consists of the original dataset; mostly, this neural network 

structure is called a multi-layer feed-forward network, which is a non-linear type of model. 

This structure happens to be very suitable to process auto regression models for a time series 

the left value has used as the input; hence, the name NNAR (Neural Network Auto Regression 

model). Like the ARIMA model, there is a specific notation to these models, which is essential 

to keep in mind. NNAR (p, k) means that we have a neural network auto regression model 

where ‘p’ lag value used as input and ‘k’ nodes present in the hidden layer. 

 

 

 

 

Figure 5:  Neural Network Auto Regression model NNAR (p,k) 
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Figure 6: Neural Network Auto Regression model NNAR(p,P,k) 

 

 

 

 

 

2.7 When Time series analysis is not applicable 

 

There are some types of data that can not be applied on time series analysis 

are given below: 

 

2.7.1 Values are constant 

 

If the results are always remaining constant the there is no requirement 

of analysis the going to be same every time. 
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Figure 7: graph of constant time function 

 

2.7.2 Values in the form of functions 

 

Here the results can easily appear by using sin or cos functions. Here is 

no requirement of time series process, easily get results by putting values 

in functions. 

 

 

                                     Figure 8: Sin function graph 
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CHAPTER 3 

 

RELATED WORK 

 

The forecasting of building energy utilisation is not another subject and has broadly examined 

lately [4-6]. The utilisation of forecasting as far as encouraging compelling building energy the 

executives has very much talked about [7,8], for example, to help energy utilisation target 

arrangement for building office the executive’s office so the limit of building energy utilisation 

with various span could be better comprehended. Another fundamental purpose of building 

energy utilisation forecasting lies in the commitment to the information parameters and 

calendar data of some simulation tools. 

Deb, C et al.[3] give a review on energy consumption forecast. There the various existing work 

has done on identifying the energy consumption on the data set. This paper shows an extensive 

audit of nine of the most famous machine learning systems. These nine models are Fuzzy time 

series, Grey prediction model, Autoregressive Integrated Moving Average (ARIMA), Support 

Vector Machines (SVM), Moving average and exponential smoothing (MA & ES), Nearest 

Neighbor prediction method (kNN), Hybrid models, Artificial neural network (ANN), Case-

Based Reasoning (CBR). The extent of this survey paper, be that as it may, is confined over 

some examination of time series prediction and forecasting methods for the consumption of 

building energy which structure a necessary some portion of the building streamlining and 

control process. 

Machine Learning strategies and Information based procedures have simultaneously utilised 

for sentiment analysis as a centre segment. Neural networks, including a myriad of deep 

learning variants like convolutional neural networks (CNN) [10], restricted Boltzmann 

machines (RBM) [11], long short-term memory (LSTM) networks [12], are experimented with 

prediction algorithms. Sometimes these models are also applied together with classic time series 

models, for example, autoregressive integrated moving average (ARIMA) [13,14]. 

In the paper [15], the issue of assault forecast is an intriguing examination issue that has moved 

toward numerous times by various specialists. Although numerous arrangements have 

proposed, there is still no definite answer on the most effective method to viably and decisively 

anticipate digital assaults. Assault expectation is not yet utilised by and by and some of the time 
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seen as somewhat deceptive [19], yet it is as yet an open and an underlying, attractive research 

issue [16], [17], [18]. 

In paper [20], Foreseeing urban traffic is characterised in past surveys as an extremely 

unpredictable undertaking. Sign, collaborations with close connections, wellsprings of traffic, 

and an increasingly perplexing birthplace goal the connection has made a few analysts express 

that traffic stream in urban arterials - even single area traffic-can't be Anticipated as precisely 

as in expressways [21]. Once more, reproduction models are the most appropriate to address 

this issue, parametrising going before information sources; in any case, a few scientists have 

focused on this issue by joining spatial data to time arrangement [21], neural systems [22-24] 

or other non-parametric methodologies [25], [26]. Blood vessel traffic forecast has developed 

in intrigue, yet it establishes a slight segment of takes a shot at traffic estimating [27] and 

typifies alongside system expectation one of the primary difficulties of determining. 
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CHAPTER 4 

 

PROPOSED WORK 

 

 

In this section there is a detailed discussion about the data sets that have taken for the analysis 

purpose. However, the models that have used for the prediction modelling. This process has 

required to be done in various levels that is described in section 4.1. 

In section 4.2, 4.3, and 4.4 given the three 1. data sets agriculture value-added % of GDP, 2. 

India's monthly inflation rate and 3. Revenue generation of a restaurant. 

 

 

4.1 Proposed work stages  

 

In this section given the levels in which data is analysed, this consists of Data Acquisition, Data 

Pre-position, Trend removal/ seasonality removal/ Non-stationarities removal, Filtering / 

smoothing, forecasting levels, this level is explained details and the flow chart is shown in 

figure 9. 

Data Acquisition is the process of gathering data and information from an informatic source.in 

this step, we collect data or gather data set for further analysis. This is the prior stage where the 

data is gathering from a source, in this stage the three data sets collected are: - 

1.  data sets agriculture value-added % of GDP,  

2.  India's monthly inflation rate and  

3.  Revenue generation of a restaurant. 

Data pre-processing and cleaning is an immensely talented yet overlooked part of the analysis. 

It often takes the most significant chunks off of our work just by looking at the data we can 

already exclude some modelling techniques just because the nature of the data does not allow 

it. Moreover, once we cleaned the data, we should always get a chart or line chart to be precise. 

This represents the presence of trend, seasonality or another interesting pattern. With this 

information, we can narrow down the possible types of model for this data. After that, data 

should also be clean and ready for a detailed analysis. In the next step, we will decide which 

model or models we are using from the ones that were deemed possible in the previous step. 
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This required research but based on the experience, we can right way find which model will be 

a useful fit. Based on the project, it is required to provide several forecast models and to 

calculate some common denominator quite often the average, but of course, only one model 

may be asked for the best model. Once we have identified the best model, we can start to fit 

and to run them. This is the stage where we generate the forecasts as well as the relevant graphs 

to be used for. 

 

 

                               Figure 9: Steps of time series analysis and prediction 
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4.2 Data flow diagram 

 

Every data set required to be pre-processing before applying any model. Also, there is 

requirement of identifying whether stationary and seasonality is present in data set or not. The 

DFD explains the flow of data processing before applying any model, in the first step the for 

any type of data it has prerequired to convert into Time series data given in figure 10. 

 

 

Figure 10: Sample of the time series dataset 

 

Now, time series data is check for stationary if stationary present then remove before moving 

to next step and if not present then move direction for checking seasonality. Only after this pre-

processing stage apply intended model for prediction.  
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Figure 11: Data flow diagram of Time series analysis 
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4.3 DATA SET-1(agriculture value-added % of GDP) 

 

India the land of farming, if we look after the history and geographical condition of India found 

that our motherland is one of the fertile countries in the world. India’s geographical condition 

is so perfect that it is very suitable for agriculture and makes the soil fertile. It is vital to increase 

the agricultural area and production at the same rate as the population is increasing to keep 

balancing our economy. If our cultivation area and production have not increased as per the 

population rate, then it became very challenging to fulfil the need for food to our compatriots. 

As we all know that India's GDP has completely based on agriculture sector so, it may be 

possible that if we are not increasing our cultivation land and farming capability, our GDP 

disintegrated and we all going to face a serious problem. So, it has significant to analyse the 

contribution of agriculture in our GDP growth.  

According to the world, bank Farming relates to ISIC divisions 1-5 and incorporates ranger 

service, chasing, and angling, just as the development of yields and animals’ generation. Worth 

included is the net yield of an area in the wake of including all yields and subtracting middle 

information sources.  

It has determined without making findings for the devaluation of created resources or 

exhaustion and corruption of natural assets. The starting point of significant worth includes 

controlled by the International Standard Industrial Classification (ISIC), modification.  

This dataset contains the percentage of agriculture value-added in the gross domestic product 

of a country. In this dataset, the values of the percentage of agriculture in the GDP of India from 

1961 to 2011 years of 50 long years. Using this dataset, we can analyse the decrement or 

increment of agriculture production and contribution of it in the GDP of our country. 

The Data set I converted into time series data set represented in figure 12. The starting time of 

data set is 1961 and the end time is 2011, and distributed with the frequency of 1.  

Moreover, the time series data set is diagrammatically represented in figure 13. using line graph. 

The X axis represents the Time from 1961 to 2011, and Y axis percentage of GDP that is 

agriculture value added.   
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Figure 12:  Time series of data set I. 

 

 

 

   Figure 13: Graph plot of data set-1 
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4.3.1 Holt Linear Trend model: 

 

Function for this model called Holt, which is part of the forecast package that goes in this 

package. The first argument is the time series with a data set, and that uses the argument (h) to 

specify the forecast length. 

The simple problem with this specific data set as the trend is decreasing, and it becomes 

impossible to go beyond the zero per cent mark. The participation of agriculture in the country’s 

GDP can be zero per cent, but it cannot be below zero per cent, i.e. negative. Therefore, the 

participation rate likely comes to holt long before the zero per cent mark. That means the curve 

has likely to flatten out in the range of 5 to 10 per cent participation. 

If someone encounters a similar situation in proposed work as a statistical programmer keeps 

in mind that the corresponding expert always determines these sorts of threshold or parameters. 

In this requires the input of the macroeconomist or a social scientist who perform to service to 

get an exact idea about the relevant threshold. As an analyst, we need to take care of these 

problems, and we can tackle these problems by using holt function. However, needed to use the 

damped argument, a damped holt linear trend model. Also, it assumes that a trend cannot be 

constant forever at some point growth needs to come to an end the curve needs to flatten out. 

However, easily adjust the halt model with the damping parameters. It is possible to calculate 

a parameter value for us, or we can set it manually with the phi argument. By definition, when 

we use a damped parameter, the slope of the trend cannot be constant. 

Smoothing parameters of the Holt linear trend model: - 

 

Parameters   

Alpha (α ) Smoothing parameters for the level 

Beta ( β) Smoothing parameters for the trend 

Phi ( ) Damping parameters   (0<phi<1) 

 

Table 1: Smoothing parameters of Holt linear trend model 
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                        Figure 14: Analysis of Holt Linear Trend model 
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                         Figure 15: Forecast graph of Holt’s method 

 

ARIMA model: - 

It is prevalent and well implemented in R. the basic idea of the ARIMA model is as follows; 

there are three parameters. Just picture them as three radio buttons as we wish in order to capture 

the structure of a dataset optimally. 

4.3.1.1 Auto-regressive (AR): Seasonality or trend has captured via this first button 

4.3.1.2 Integration (I):  It differences the whole dataset, means from now on the data set consist of the 

differences between the observation instead of the original values.       

4.3.1.3 Moving Average (MA): if there has some randomness or movement along with a constant. 

Mean, and this is likely covered with this button altogether.   

In this way, we can eliminate a massive portion of the chaos in the dataset. It is a simplification 

process that helps to capture the patterns further. ARIMA models are very flexible, and thus 

very general random walks exponential Smoothing or Autoregressive models can all be 

explained with that system of ARIMA. For example, if the model only has an autoregressive 

component a simple AR model. Denoted as AR (1) or ARIMA (1,0,0). If it is moving average 

only, denoted as MA (1) or ARIMA (0,0,1). 
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Figure 16: Measured parameters of Moving Average MA(1)  

 

 

 

 

                                  Figure 17: Forecast from ARIMA(0,1,1) 
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4.4 DATA SET-2(India's monthly inflation rate) 

 

This dataset has totally based on seasonal time series. Besides trend seasonality is something 

we have regularly encounter in our analytics work.  There are significant differences between 

a dataset with and without seasonality primarily the time series needs of frequency in order to 

work with these seasonal methods. So, keep the frequency argument in the time series function 

in mind whenever we use this one. The path to seasonal methods is at least theoretically open 

to us. As we learnt in the initial data import, this data set deals with Indian monthly inflation 

rates. It has given 50 years of inflation data from 1968 to 2018 has 12 months of frequency in 

time series. The data set has no trend, but there are some seasonal patterns. Therefore, we use 

models like Seasonal Decomposition, Exponential Smoothing and Seasonal ARIMA. 

Moreover, finally, we will compare all these models with others to find the best suitable model 

for this type of data set. 

 

 

 

                                           Figure 18: Graph plot of Data set-2 
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4.4.1 Seasonal Decomposition: 

 

The single components of the time series look like this is called seasonal decomposition. Which 

is quite old, and the method in its purest form is 100 years old with seasonal decomposition. 

Basically, in this, we divide data into trend, seasonality and remainder, which should be 

random. We either can choose a method which adds these three components up, or we can opt 

for a multiplicative model. Which multiplies that in general if just seasonal cycles. It is best to 

opt for an additive decomposition. The strength of the method, however, is its ease of using its 

simplicity. It is something we like to get a quick idea about data. It provides a starting point for 

further data exploration. 

Now do keep in mind that the seasonal decomposition has several drawbacks which put this 

method into disadvantage towards a tool like ARIMA or exponential smoothing. For example, 

the first few observations result in an NA. since the model uses moving averages, which 

requires some initial data. This method is also slow to catch fast rises in the data set and on top 

of that model assumes that the seasonal component stays constant. This is an assumption that 

gets problematic when we have a very long series with a higher chance of seasonal changes. 

The primary function of this method has decomposed, which is even part of our base. 

 

 

 

Figure 19: Decomposition of Additive time series 
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4.4.2 Seasonal ARIMA: 

 

ARIMA models can not only be used on the non-seasonal dataset as well, but the whole thing 

gets significantly more complicated. We find out the parameters step by step using ACF and 

PACF plots and differencing the dataset if required. This process is theoretically the same 

with the seasonal dataset, but as we might imagine, the process complexity is a lot higher, 

but luckily for us, there is also the automated method with the auto. Arima function. The 

main difference between a non- seasonal and seasonal ARIMA model is the effect that we 

get another set of parameters. They do the same as the first set but just for the seasonal part, 

given in figure 20. 

 

 

 

                                                             ARIMA (p,d,q) (P,D,Q) [m]   

 

             Non Seasonal Part                                                                              Frequency 

                                                                   Seasonal Part            

 

 

Figure 20: Parameters of seasonal ARIMA model 

 

Autocorrelation, differencing and moving average part of function stay the same. However, 

now we need to multiply the seasonal and non-seasonal part with each other in order to 

compute the results. 

So mostly each non- seasonal component gets a big uppercase letter of the seasonal part, and 

these letters multiplied if they are present in the model. 
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Figure 21: Forecasts from ARIMA (1,0,0) (2,0,0) [12] with non-zero mean 

 

4.4.3 Exponential Smoothing with ETS: 

If we want to model this dataset with the exponential smoothing system, there are two main 

ways in how to do this the classic exponential smoothing method used for a seasonal dataset 

is called Holt’s winter seasonal method. The standard alternative to this method would be the 

ETS method with the ETC function no matter which of these two systems we go for the 

underlying principle is always the same. As usually exponential smoothing the three 

parameters error, trend, and seasonality have a corresponding smoothing coefficient.      

The model will be fully auto-generated by default. That is what stated with the argument 

model. All three components of the function are put to set. Z means auto-generated if it has 

set to ‘A’ this means the model will be additive for that component. M means multiplicative, 

and N means non-existent. So, it is A, M, N and Z that we have available here in the model 

part. So, if we have a model with “MZM” given in figure 22. 
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                                                               Model=M Z M            

 

      Multiplicative Error                                                               Multiplicative Seasonality 

                                                         Auto Selected Trend                    

 

                                  Figure 22: Exponential smoothing parameters 

 

 

So, we can mix fixed settings with the auto setting set by the way this argument plays together 

with the additive only argument which we can use to only get additive components in our 

model settings, and it also is related to allow to multiplicative dot trend which is used to 

restrict the trend component to non-multiplicative somewhat. This model here which we are 

going to use allows a damping effect. This model is the same as in a damped hold trend 

model. This model is used to slightly decrease the trend over time the corresponding 

coefficient argument for this is phi ().       

 

 

 

Figure 23: Forecast graph of STL +ETS(A,N,N) 
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4.4.4 Cross-validation: - 

 

We have several models calculated it is, of course, paramount to know which of the models 

is the best one. It is not a good idea to use info criteria to compare different systems of models. 

ARIMA and Exponential Smoothing cannot be compared just with information criteria. The 

underlying statistics used to calculate the information criteria are different for both model 

systems. Therefore, we have to concentrate on prediction or forecast accuracy Mean Square 

Error (MSE). From the forecast, residuals have proven to be a measure of choice to compare 

ARIMA & Exponential methods. In the forecast package, there are several functions 

available that allow us to compute relevant statistics. The general idea of cross-validation is 

to produce an error rate for each time point in the series. The error rate is essentially a measure 

for the discrepancy between the calculated value for the task set and the actual value. The 

time series splits into training and test sets. However, the test set is only one observation, and 

the training set is all the data before this test set time point. Data after the test set observation 

has not used for that specific error point. That means error rates have computed one after 

another and along the timeline is called a rolling forecast origin.  

 

 

                            Figure 24: Time series of cross-validation 
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4.5 DATE SET -3 (Revenue generation of a restaurant) 

 

The dataset we are using required several cleaning steps. We have raw data there are so many 

missing data probably there are some outliers, and on top of that, there are quotations which 

are totally out of place and prevent the proper usage of the dataset. Commonly, we will 

encounter problematic dataset like this. Necessary to clean the dataset. The dataset shows the 

revenue of the restaurant in us dollars. The dataset ranges from January 1997 to December 

2016. So, we have 20 years of data. Dataset has many problems even at first glance we can 

see that the format is not usable in the current form there are many quotations around the 

revenue numbers. These should not be there. So, the person providing this dataset did a 

terrible job in formatting the data. In fact, in our consulting work, we get data presented in 

shapes that we could not imagine. If we scroll through data, we can see that there is some 

text in it and some values make no sense at all. Usually, revenue is around 10 to 40000 us 

dollars per month for the restaurants. However, the data shows a month with over 3 million 

revenue only 3 dollars per month. So, these are clear outliers which needed to address in the 

dataset cleaning, and there are missing values as well. 

 

 

 

Figure 25: Time series of dataset-2 
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4.5.1 Cleaning and pre-processing: 

 

It is imperative to clean the data. Many times, cleaning of data or pre-processing takes the 

most time by far. The dataset needs to convert into a proper numeric time-series format and 

the missing data as well as outliers should be replaced with plausible values. Interesting 

functions for these tasks are separate from TTR in order to extract the numbers and disk clean 

from the forecast, as a generally easy to use a cleaning too. Data have converted from its 

messy character column to a proper time series.  

With the dataset like this, we have to think individually about each function we use on the 

dataset with that we mean it is perfectly fine to use general modelling techniques like ARIMA 

or ETS to see if there are general patterns in the data set. However, since this is irregularly 

spaced data, there is a lower chance that any seasonal pattern can be detected. For that, there 

have to pre-process the information with the goal that we can regularise the information. It 

needs to have equal intervals in order to provide a frequency for seasonality. 

 

 

 

 

                                   Figure 26: Graph plot of time series dataset-2 
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CHAPTER 5 

 

EXPERIMENTS AND RESULTS 

 

 

5.1 Dataset-1 

 

The first dataset is trending model data. It is of India’s agriculture value-added in GDP 

percentage growth, in which we compared the exponential smoothing models with ARIMA 

models and found that ARIMA models show the better result. In this, we avoid damping 

parameter option (ϕ) to avoid an unrealistic linear trajectory the general idea of this first dataset 

is to how to handle a data that contain trend. The dataset contains trend in isolated instance 

means there is no seasonality present in it. 

 

 

 

                         Figure 27: Comparison graph plot of dataset-1 
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5.2 Dataset-2 

 

Second Dataset contain a seasonality without trend. It was India’s monthly inflation rate data 

here we use exponential smoothing and ARIMA models with different parameters and 

functions and then use time series cross-validation. We try to find out which model forecast 

accurate results and we found that ARIMA model perform best. Even in seasonal dataset the 

output of seasonal ARIMA looks different to a standard one, we get a second set of parameters 

for this seasonal part of the model. 

 

 

Figure 28: Forecast result graph plot of dataset-2 
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5.3 Dataset-3 

 

The third dataset is slightly different from the other two dataset. The third dataset is of revenue 

generation of restaurant annually. It is more towards a pre-processing one as a lot of data is 

missing and data need to be normalised, it has no seasonality and trend. On this dataset we 

apply some time series models and found that the neural network model shows the best result. 

 

 

 

 

 

Figure 29: Forecast result of graph plot dataset-3 
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From analysis results of the three data set, we conclude the following: - 

1.    In data set-1, the trend is present, but seasonality is not present and shown in table 2, and 

ARIMA is the best model suitable for this purpose. 

2.    In data set-2, seasonality is present, but the trend is not present and shown in table 2, and 

seasonal ARIMA is the best model suitable for this purpose. 

3.    In data set-3, both trend and seasonality are present and shown in table 2, and the Neural 

Network model is the best model suitable for this purpose. 

 

Table 2: Table of data set contained trend or seasonality. 

 

Table 3. Table for different models and properties showing. 
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CHAPTER 6 

CONCLUSION AND FUTURE WORK 

 

Time series analysis is significant in light of the fact that to every single association to 

succeed then it needs to comprehend itself in regards to execution, accomplishments, 

typically, and so on. Every single association ought to guarantee utilisation of this strategy 

when fundamental of estimating on the off chance that it is to succeed. An active business is 

the one which is in the situation to conjecture its prospects. For this situation, it will be in a 

situation to dodge any conceivable misfortune that may happen. Time arrangement is finished 

by guaranteeing that legitimate arranging and setting up better approaches. 

During determining, time arrangement information is generally significant. Numerous 

associations depend on information delivered by bookkeepers to estimate the prospects of 

the firm. Organisation cherishes this arrangement of anticipating since they can be in the 

situation to cure any future activity that can be negative to organisation tasks. Along these 

lines, time arrangement information is significant in anticipating of something that continues 

changing over the extensive stretch at model costs of stock, marketing projections, and 

benefit. Continually, anything that is seen now and then successively is called time series. 

The significant point of estimating time arrangement information is to have the option to 

decide and obtain some much-needed education or comprehension on how and for to what 

extent the perception will keep on future. There are various techniques for ascertaining time 

arrangement; they incorporate. 
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