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ABSTRACT 
 

 
Power control is an essential radio resource management method in CDMA cellular 

communication systems because the users transmit their signals simultaneously in the same 

frequency band. Each user is given a dedicated spreading code, which is used to identify the 

users in the receivers by correlating the received signal with a replica of the desired user’s code. 

The cross-correlation of different spreading codes is ideally zero, but due to multipath 

propagation and non-ideal spreading codes this is not the case in practice. The receiver 

therefore sees the other users’ signals as interference and the more users in the system the 

more interference are generated. CDMA is interference-limited, which means that it is the 

interference from other users that limits the capacity of the system. To increase capacity, some 

methods are needed for interference management. Power control aims to control the 

transmission power levels in such a way that acceptable quality of service for the users is 

guaranteed with lowest possible transmission powers. All users benefit from the minimized 

interference and the preserved signal qualities. For CDMA system Power control is the most 

important system requirement. If power control is not implemented many problems such as 

the near-far effect will start to dominate and consequently will lower the capacity of the CDMA 

system. However, when the power control in CDMA systems is applied, it allows multiple users 

to share resources of the system equally between themselves, leading to increased capacity. 

With appropriate power control, capacity of CDMA system is high in comparison to frequency 

division multiple access (FDMA) and time division multiple access (TDMA).For power control in 

CDMA system optimization algorithms i.e. genetic algorithm, particle swarm algorithm and 

firefly algorithm can be used which determines a suitable power vector [1], [2]. These power 

vector or power levels are determined at the base station and told to mobile units to adjust 

their transmitting power in accordance to these levels. So our aim here was to find out the 

suitable power vector using firefly algorithm that can be used by different mobile units so that 

no blocking occurs. In this thesis a new closed loop power control method for CDMA cellular 

communication systems is proposed. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction about cellular advancement 
 
This chapter provides a quick over read of the cellular technologies from first generation to the 

milestone fourth generation cellular technologies. Cellular communication has reformed the 

way of communication dramatically during the past few years. It has removed the distinction 

between work, home and travel by providing the potent ways of communication in a dynamic 

and user friendly manner. Cellular technologies are speedily evolving throughout the globe in 

terms of network coverage and number of users. Immense research work is going round the 

world in this sector and heap of latest developments regarding technology and services are 

replacing the present ones. The fundamental operations performed by the various networks 

are similar to each other up to some extent and they face same challenges in terms of quality 

and coverage. [3] 

Wireless cellular communication system is undergoing a swift growth during the last two 

decades. The first-generation (1G) systems were analog and provided wireless voice service. 

Digital transmission technology played a dominant improvement in the transformation to 

second-generation (2G) systems, which capacitated the use of error correction coding and 

increased wireless service quality and network capacity. In addition to the standard circuit-

switched services like the familiar voice service, 2G systems have developed further to provide 

also packet-switched wireless data service. Today, data rates provided are of the order of tens 

or hundreds of kbps (kilobits per second). Still, the focus of 2G systems design was mainly for 

wireless voice service. As the industry has come forth for high-speed wireless multimedia, the 

traditional voice service-optimized infrastructures are no longer sufficient. Data rate provided 

by 2G systems, like GSM-Global System for Mobile Communications, will be upto 384 kb/s even 

in a mature network. To go further in data rates, new infrastructures and technologies needed 

to be set up that can fulfil the requirement of high-speed wireless data. These systems, called 

third-generation (3G) systems, can provide data rates up to 2 Mb/s. These data rates can help 

in enabling many new services and applications, including video streaming, web browsing and 
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big file transfer. To attract customers, the new services built should be inexpensive and the 

quality of service should be high. Choosing a multiple access technique suitably proves to be a 

significant step for attaining these goals. Multiple access method selected for air interface of 

these 3G systems is Wideband Code Division Multiple Access (Wideband CDMA or WCDMA). 

The 3G system in Europe is called the Universal Mobile Telecommunication System (UMTS) [4, 

5, 6].  

 

The evolution of cellular communication from 1G to 4G is shown as below:-  

 
 

Figure 1.1 Evolutions of Digital Cellular Standards [7] 
 

 

LTE, Long-Term Evolution, commonly advertised as 4G LTE, is a standard for wireless 

communication of high-speed data for mobile phones and data terminals. 4G LTE systems 

provides increase in the network capacity and data speed using a different radio interface all 

together with new core network structure. Multiple access method selected for air interface of 

these systems is Orthogonal frequency division multiple access (OFDMA). LTE-A is currently 
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developing and is in under-development stage. 3GPP standards call it as IMT-Advanced. While 

on 4G technology, fast moving user can achieve a data rate of 100 Mbps for and fixed users can 

get as high as 1 Gbps data rate [8]. When copared to previous generation 2G/3G, this 

technology is more bandwidth efficient and will be providing stable and higher data rates. 

 

Comparison table 1.1 of various technologies 
Technology/ 

Features 1G 2G 2.5G 3G 4G 

Start/ 
Deployment 1970/1984 1980/1991 1985/1999 1990/2002 2004/2009 

Standards AMPS TDMA,CDMA, 
GSM 

GPRS, EDGE, 
1XRTT 

WCDMA, 
CDMA-2000 LTE, WiMAX 

Technology 
Analog 
Cellular 

Technology 

Digital 
Cellular 

Technology 

Digital 
Cellular 

Technology 

Broad 
Bandwidth 

CDMA 

Unified IP and 
seamless 

combination 
of broadband, 

LAN, WAN, 
PAN 

Service 
Mobile 

telephony 
(voice) 

Digital voice 
SMS (Short 
messaging 

service) 

Higher 
Capacity, 

Packetized 
data 

Integrated 
high quality 
audio, video 

and data 

Dynamic 
information 

access, 
wearable 

device 
Multiplexing FDMA FDMA, CDMA FDMA, CDMA CDMA OFDMA 

Switching Circuit Circuit 

Circuit for 
access 

network & air 
interface, 
Packet for 

core network 
& data 

Packet except 
circuit for air 

interface 
All Packet 

Core Network PSTN PSTN 
PSTN & 
Packet 

network 

Packet 
network 

Packet 
network 

 

Figure 1.2 Comparison of various technologies [9]  
 
 

Figure 1.2 shows the comparison of 1G/2G/3G/4G technologies in terms of technological 

advancements, increasing efficiency of the system and data rates provided by the system. It 
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also provides information about the standard and technologies according to their respective 

generation.  

Mobile users transmit the radio signals concurrently in CDMA systems in the same frequency 

band. A dedicated spreading code is assigned to each user. This spreading code is used to 

distinguish the users from each other at the receivers end by correlating the received signal 

with a transcript of the desired user’s code. Ideally, the cross correlation of distinct spreading 

codes should be zero, but in practice cross correlation does not turn out to be zero as signals 

undergo multipath propagation and the spreading codes assigned are not ideally distributed. 

Therefore the other users’ signals are interpreted as interference by the receiver. Larger the 

number of users in the system, more will be the interference generated.  

CDMA technology makes an interference-limited system, which implies that the capacity of the 

system is limited by other users’ interference. Interference management is major concern in 

this system. One such method to manage interference and thereby increasing capacity is power 

control. Power control (PC) aims to restrain the transmission powers of user equipment in such 

a way that minimizes co-channel interference, while at the same time it helps in achieving 

satisfactory quality of service (QoS). Now in CDMA system, it is the users that are interfering 

with each other, so to minimize co-channel interference transmission powers are needed to be 

minimized. The problem is then can be framed as to find the minimum transmission powers of 

the users in a way satisfactory QoS is also achieved per user. Minimizing the transmission 

powers has the additional beneficial effect of extending the battery lives of the mobile 

terminals.  

Other methods that can be deployed for co-channel interference management are spatial 

filtering and multiuser detection (MUD). Spatial filtering includes the use of smart antennas (or 

adaptive antennas), which are multi-antenna arrays with adaptive weights and smart signal 

processing algorithm in the antennas. Weights of the antennas can be varied in order to adjust 

antenna gain in desired direction and all other interfering users are attenuated. It takes the 

advantage of known spreading code structure, and attempts to cancel the interfering users’ 

signals with known spreading codes from the received signal [10]. 

In this thesis the focus is on power control.  
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1.2 Multiple access methods  

 
In any communication system, air interface is designed on the basis of how the common 

transmission medium will be shared between all users, that is known as the multiple access 

method. Several methods have been exploited to differentiate users from each other. Different 

outlooks of some multiple access methods are presented, e.g., in [11, 12, 13, 14].  

There are basic three types of multiple access methods:-  

1. Frequency division multiple access (FDMA)  

2. Time division multiple access (TDMA)  

3. Code division multiple access (CDMA)  

 

 
 

Figure 1.3 Multiple access methods 
 
 

1.2.1 Frequency division multiple access (FDMA)  
 
In frequency division multiple access (FDMA) method, the total bandwidth of the 

communication system is arranged into separate narrow frequency channels. This is achieved 

by use of band pass filters. These separate frequency channels are then allocated to individual 

users. FDMA was primarily used in the first generation analog cellular communication 

networks. Nordic Mobile Telephone (NMT) is an example of FDMA based communication 

system.  

FDMA and FDD (frequency division duplexing) are distinct techniques. While FDMA permits 

many users concurrent access to a communication system, FDD cites how the radio channel at 

air interface is allotted between the downlink and uplink (for example, the data/voice traffic 

going to and fro between a mobile station and a base station). FDMA is also distinct from 
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Frequency-division multiplexing (FDM). FDM technique is applied on physical layer that 

combines and routes low-bandwidth channels through a high-bandwidth channel. On the other 

hand, FDMA, is an access technique applied in the data link layer.  

FDMA supports both fixed assignments and demand assignments. Demand assignment permits 

all the users seemingly continuous access of the radio spectrum by providing carrier 

frequencies on a temporary basis using an assignment process that is statistical. The FDMA 

demand-assignment system was firstly developed for a satellite by COMSAT for application on 

the Intelsat series IVA and V satellites.  
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1.2.2 Time division multiple access (TDMA) 
 
In time division multiple access (TDMA), each frequency band is parted into certain number of 

time slots that are assigned to the each user. Global System of Mobile Communications (GSM) 

is an example of a communication system that is based on TDMA method. In this system each 

band is divided into eight time slots so we can say that eight distinct users are time-multiplexed 

to the same 200 kHz frequency channel. Also in GSM, FDMA is used to segregate every group of 

eight users into distinct frequency channels [12]. TDMA method of multiple accesses is a type of 

Time-division multiplexing; with add on of having multiple transmitters instead of one 

transmitter being connected to one receiver. In the case of the forward channel i.e. from a 

mobile phone to a base transceiver station this becomes difficult to achieve because the mobile 

phone moves around and this changes the timing advance necessary to make its transmission 

match the gap in transmission from other users.  

 

1.2.3 Code division multiple access (CDMA) 
 
There is another access method in which each user is allocated a pseudo random code that 

spreads the user information in entire spectrum. The access technique that utilises spread 

spectrum technology is Code division multiple access (CDMA). Thus narrowband data signal of 

each user is expanded in frequency which makes the bandwidth of transmitted signals much 

larger than the bandwidth of original signals. Spreading can be done by two methods: 

frequency hopping (FH) and direct sequence (DS). In frequency hopping, the frequency of 

transmitted signal continuously changes as per the spreading code. Since the transmission 

frequency changes rapidly, it appears that the signals are wideband signals. In direct sequence 

spread spectrum, bits of data signal are directly multiplied by the code bits (also called chips) In 

most commercial communication systems, DS-CDMA method is applied, it includes UMTS (3G) 

as well. The resulting signal in 3G has higher bandwidth as compared to raw data signal as chip 

rate applied is much larger than the data bit rate. Signals from all the users are transmitted 

simultaneously in the same radio spectrum (frequency band). To identify the users, received 

signal is correlated in the receivers with a replica of the chip used by the user when sending the 
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data signal. In the thesis only DS-CDMA is considered, and the term CDMA refers to DS-CDMA 

unless otherwise noted. The multiple access methods are illustrated in Figure 1.3.  

With the incorporation of certain features using, CDMA is made to provide many other benefits 

that can make it much more bandwidth efficient as compared to plain FDMA or TDMA [16,17]. 

Noise-like characteristics of the transmitted signal waveform makes it possible to incorporate 

certain features. The most important of these benefits is universal frequency reuse, i.e, all users 

attached to a network will share a common radio spectrum. This means that all users will be 

transmitting and receiving on the same frequency channel. Its direct advantages are increase in 

radio spectrum utilization and elimination of the requirement for frequency planning for each 

user so as to provide different frequency bands to neighboring users or cells. Another 

remarkable benefit that can be taken from the use of CDMA technique is the use of the RAKE 

receivers. RAKE receivers constructively combine multipath components and helps in the 

elimination of channel fading effects [18]. Soft handovers are also an added advantage in 

CDMA. Soft handovers improves cell edge performance and reduce call drops. CDMA can even 

take benefit from the presence of voice inactivity during a conversation. During silent periods in 

a call, transmission rate are reduced that helps in preventing interference in the radio channel 

and thus impacting the capacity of the network.  

In literature, wideband CDMA (WCDMA) is not well-defined. No single proper definition exists 

for WCDMA[19]. But a definition is proposed on the basis of the coherence bandwidth of radio 

channel. Coherence bandwidth is defined as the least distance between any two frequencies 

such that the there is no correlation between channel fading at those two frequencies. 

When the bandwidth of transmitted signal is greater than the coherence bandwidth of the 

spectrum then the CDMA system is termed as wideband CDMA (WCDMA). There are some 

definitions which are based on the bandwidth as a part of centre frequency or chip rate. 

Anyway, there is no clear threshold that distinguishes WCDMA from narrowband CDMA. 

Spread-spectrum characteristics of CDMA: Bandwidth is a finite resource. So, all the modulation 

schemes strive to minimize the requirement of bandwidth needed for transmitting a signal. 

However, techniques applied in spread spectrum use a transmission bandwidth that is manifold 

required signal bandwidth. This technique was earlier developed for military applications viz. 

guidance and communication systems. Due to superiority of spread spectrum techniques in 
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providing security and resistance to jamming, military systems were designed using the same. 

In asynchronous CDMA, information signal is spread using a pseudo-random code, thus it has 

got a certain level of privacy built in . This pseudo-random code makes the transmitted signal 

appear random or it appears that the signal has noise-like properties due to randomization. 

Prior knowledge of the pseudo-random code is required by receiver to demodulate the data 

signal which is encoded by this code. Also, CDMA is resistant to jamming. To jam a data signal, 

jamming signal can only has a finite amount of power available. Radio jamming can be done by 

either spreading the energy of radio jammer over the entire bandwidth of the data signal or 

jamming only certain frequency channel of the data signal. Narrow band interference can also 

be effectively rejected by CDMA. As we know that narrow band interference will affect only a 

small portion (specific frequency) of the spread spectrum signal, this kind of interference can 

easily be excluded by using notch filtering without much loss of information. The lost data can 

easily be recovered with the assistance of interleaving and convolution encoding. Multipath 

fading is also minimal in CDMA signals. At any given time only a small portion (specific 

frequency) of spread spectrum signal will go through fading due to multipath. So a larger 

bandwidth part will be saved form fading. Using the same reasoning as for narrow band 

interference, loss of data will be small and can be easily overcome. Also the delayed versions of 

signals transmitted with a specific pseudo-random code will have very less correlation with the 

original pseudo-random code. This will make CDMA more resistant to multipath interference 

because of non-correlation between the delayed versions of the transmitted signal, and these 

will appear as separate user and these delayed versions will be ignored at the receiver end. As 

long as a delay of one chip is generated by the multipath channel, the multipath versions of 

transmitted signals reaching at the receiver will appear as they are shifted in time. The pseudo-

random codes have properties such that even the slightest delay in the multipath signal will 

make it appear as uncorrelated with the original signal, and thus the multipath signal will be 

ignored. CDMA devices also use a rake receiver, which can extract benefits from the delayed 

versions of the transmitted signal and this can help in improving performance of the 

communication system. In a rake receiver, many correlators are used. These correlators are 

tuned to different path delays. Rake receiver merges the information signal from all the 

correlators to produce a stronger version of the original signal by inducing proper delays in 
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multipath signal. This rake receiver signal is much stronger than the signal obtained from a 

simple receiver which has a single correlator tuned to the path delay of the strongest 

information signal.  

Within a cellular system, use of same radio channel frequency at other sites is termed as 

frequency reuse. Frequency planning is an important aspect of the FDMA and TDMA systems. 

Frequency planning must be done carefully such that same frequencies are not allotted to 

nearby sites. Effective frequency planning will ensure transmitted signals from different sites 

are not interfering with each other. Now in a CDMA system, channels are separated using 

pseudo-random codes and thus same frequency can be used at every site. This will eliminate 

the need for frequency planning in a communication system based on CDMA; however, 

pseudo-random sequences’ planning is required to make sure that the signal receiver from one 

cell is not having any correlation with the information signal from a nearby cell.  

Since same frequencies are used by adjacent cells, CDMA communication systems have the 

ability to implement soft hand offs. Soft hand offs permit the mobile equipment to 

transmit/receive signals concurrently to and from two or more cells. The signal having the best 

quality is chosen until the hand off procedure is complete. This handoff procedure is different 

from hard hand offs which is implemented in other cellular communication systems. Radio 

signal strength varies abruptly in the situation of hard hand, when the mobile telephone 

equipment reaches a hand off. In comparison, soft hand off gives a higher quality signal with 

more reliability and hence a CDMA system has better performance.  

 

 

1.3 Orthogonal Frequency division multiple access (OFDMA) 
 
OFDM is a type of multicarrier modulation. A number of nearly well placed and closely spaced 

modulated carriers make an OFDM signal. When a carrier is modulated by any type of signal viz. 

- voice, data, etc., then sidebands are produced which spreads on either side of the modulated 

signal. A successful demodulation involves receiving whole signal by the receiver including the 

sidebands so that complete data can be reproduced. The signals that are close to one another 

must be spaced in such a way that they can be distinguished by the receiver using a filter. To 
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ensure faithful separation of received signals, a guard band must be introduced between them. 

But OFDM works without guard bands. Although there will be overlapping from each carrier, 

these can still be transmitted-received without the interfering each other. This is attained by 

having the spacing between each carrier equal to the reciprocal of the signal symbol period. 

 

 
Figure 1.4 OFDM Signal 

 
 
 

1.4 Problems and goals of this thesis  
 
In a conventional CDMA communication system, three different power control (PC) modes are 

exploited: open loop power control, outer loop power control and closed loop power control 

(or inner loop Power control). Open loop PC works while establishing a radio link during 

initiation of network access or making a call to set the transmission power of the user in 

accordance with the measurements of the return channel link gain. The target signal-to-

interference ratio (SIR) is set by outer loop PC at a level that provides a sufficient quality of 

service, and this SIR target is maintained using feedback signals from the receiver by closed 

loop PC. The purpose in this thesis is to study the power control problem and algorithms in 

CDMA cellular communication systems and finally CDMA power control using firefly algorithm 

has been implemented.  

Main goals of this thesis are given as below:  

1. Mobile battery is a limited resource and it has to be charged after a certain period of time. To 

minimize the battery discharging, transmitting power from the mobile units should be kept as 

low as possible in order to raise the battery lifetime. This is the first goal.  
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2. While reducing the transmitted power from mobile equipment, a certain quality of service 

parameter (QOS) of the connection must be ensured. This is achieved by making the value of 

Eb/No of each received signal to exceed a certain threshold (Eb/No)th . The mobile unit is taken 

out of service or the connection is dropped when the received Eb/No value from a certain unit is 

less than this threshold. This is the second goal.  

Eb is the energy per bit and No is the noise power spectral density.  

3. Near-far effect is to be minimized. This is obtained by making the received signal levels from 

different mobile units very close to each other. This is third goal in this thesis.  

1.5 Thesis Outline  
 
The thesis is organized as follows. In Chapter 1, an overview on cellular radio systems is given. 

This chapter is mainly for those unfamiliar with such systems, and introduces briefly the key 

aspects, problems and design challenges in these systems. Power control in CDMA cellular 

communication systems is discussed in detail in Chapter 2, which gives the necessary 

background to understand power controlling concept. A literature survey of previous work in 

this area is also provided in Chapter 3. In chapter 4 the main idea about firefly algorithm is 

given. In the later part of this thesis results and conclusion are given. 



 

 

                                        

 

 

 

 

 

Power control in CDMA 
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CHAPTER 2 

POWER CONTROL IN CDMA CELLULAR COMMUNICATION SYSTEMS 

The objective of this Chapter is to give a somewhat detailed overview of power control in 

CDMA cellular communication systems and to present the relevant problems within the scope 

of the thesis. A literature survey of power control algorithms is given. As this thesis focuses 

mainly on power control using firefly algorithm, a survey of power controls using various 

algorithm e.g. PSO, GA is also discussed. 

2.1 Introduction 
 
As communication systems are high interference systems due to various factors including 

frequency reuse, so for performance and capacity transmission power control (TPC) is vital. The 

main aim is to regulate the powers of the transmitters in such a way that minimizes the 

interference power to other co-channel users (users that share the same radio resource 

simultaneously) while maintaining sufficient quality of service (QoS) among all co-channel 

users. Management of interference in the transmitters belonging to same channel is of utmost 

importance in any communication system using frequency reuse. However, in communication 

systems employing spread spectrum technique CDMA, interfering users are present both inside 

and outside a cell, which makes CDMA interference limited. Therefore, effective TPC is 

indispensable in CDMA, especially in the uplink (from mobile to base station communication).  

Consider the situation depicted in Figure 2.1. Same frequency band is being shared by Mobile 

stations MS1 and MS2 and their unique spreading codes distinguish the signals at the base 

station BS. At a particular instant of time, the path loss and hence the link attenuation of MS2 

to BS might be much greater than that from MS1 to BS. If power control is not employed, the 

received signal from MS1 to BS will overpower the signal from MS2 to BS. This is the so-called 

near-far effect [14]. Power control aims to regulate and set the transmission powers of MS1 

and MS2 in such a way so that both the transmitted signals are received at equal mean power 

level at the base station, thereby alleviating near-far effect. 
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Figure 2.1 Near far effect [3] 

2.2 Need of power control 
 

Power control is essential in CDMA communication systems due to below reasons  

• CDMA communication systems are Interference-limited systems (not frequency-limited)  

• CDMA system uses Same frequency channel for entire system so internal interference 

handling is crucial to gain system capacity and voice quality  

• Interference to be limited by controlling transmission power of each mobile station 

• Variation in RF environment that included slow and fast fading, external interference 

and shadowing 

• Mitigation of Near-Far effect: Transmit power of Mobile stations closer to the base 

station to be made less as compared to far away mobiles  

• As mobile stations have limited battery life, battery usage to be minimized 

 

2.3 Uplink versus downlink power control 
 

A near far situation is created In CDMA if power control is not employed. This happens as the 

signals transmitted from different mobile stations travel through different radio conditions 

before reaching their serving base station. In order to compensate for the changing radio 

channel attenuations, power control employed to vary the transmission powers of mobile 

stations, so that the received power of each mobile station has same mean power level at the 

base station. Power control in uplink is critical for the capacity of CDMA communication 

systems as well [14]. An order of 80 db dynamic range of uplink power control can be required. 



15 
 

The situation is different in downlink, as all the signals transmitted by a base station travel 

through the same radio channel before reaching a mobile station. Thus, all the signals undergo 

same level of attenuation and hence, power control is not required for near-far problem. 

Instead, power control is used in downlink to provide more power to mobile stations located 

near the cell edges, which are suffering from high interference from adjacent cells and, on the 

other hand, to use only adequate transmission powers in a way to minimize the interference 

produced to adjacent cells [20]. In principle, by the use of proper spreading codes downlink 

signals to different users can be made orthogonal. But, the orthogonality of the transmitted 

signals in downlink direction is lost in practice due to varying radio channel caused by multipath 

propagation. Thus, assigning different powers to different mobile stations in downlink could 

cause a near-far condition at the mobile station end. This makes the dynamic range of downlink 

power control much smaller as compared to uplink, typically of the order of 20-30 dB. 

 

2.4 Open loop versus closed loop power control 
 
Channel attenuation in the uplink can be compensated by measuring the strength of a pilot 

signal transmitted in downlink, and adjusting the transmission power of the element in an 

inverse proportion of this measurement. As transmitted power of the pilot signal is constant, 

the change in its strength gives the amount of the attenuation present in downlink direction. 

This type of adjustment in transmitted power is called open loop power control. Unfortunately 

uplink and downlink transmissions occur at centre frequencies that are usually widely 

separated, and hence, the correlation between uplink and downlink attenuations is generally 

weak. Therefore, the transmission power of a mobile station must be updated based on 

feedback value of the received SIR at the base station, which will form a closed loop between 

mobile and base station.  

The closed loop power control, also known as inner loop power control, attempts to maintain 

the received uplink signal power level at a certain target. Moreover, this specified target must 

also be varied with changing BER, because the SIR requirement is not constant for a given BER, 

but depends on the radio channel conditions. This task is accomplished by outer loop power 

control. Initial power settings are done by Open loop power control, when the two-way 
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dedicated communication link is not yet present and a closed loop is not made. Objective of 

Closed loop power control is to keep the received SIR at a fixed target value. Now, to track the 

variations in channel at a fast rate only one bit is used to flag the received SIR information. If 

the received SIR is below the target, transmitter is ordered to increase its power by a fixed step, 

and if the received SIR is above the target, transmitter is ordered to decrease its power by a 

fixed step. This type of algorithm is used in the IS-95 (CDMA) system [21]. 

 

 
Figure 2.2 Open loop and closed loop power control [7] 

 
There are some more degrees of freedom in WCDMA [22, 5], for instance, it also includes a “no 

change” command. This helps in reducing the “Ping-Pong” effect around the target by not 

ordering any changes in power when the received SIR is reasonably close to the target. The 

same idea was employed in the dynamic step size power control algorithm proposed in [23, 24].  

To guarantee a desired FER, outer loop power control adjusts the SIR target. This can be 

achieved in practice by raising the target by a larger step δup when a received frame is 

discarded, and by decreasing the target with a smaller step δdown when a received frame is error 

free. This type of algorithm was proposed in, where step sizes used are δup = Kδ and δdown = δ , 

where K is a positive integer. Resulting average FER can be calculated by using the relation 

between the step sizes; average FER = 1⁄K+1. 
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2.5 Reverse Link Power Control 
 
Detection at base station is non-coherent, due to which Reverse link power control has more 

importance than forward link power control. Reverse link power control algorithm is used to 

perform power control on reverse traffic channels and access channels. This algorithm is used 

for establishing a radio link while originating a call. The reverse link power control is composed 

of open-loop power control (also called as autonomous power control) and the closed loop 

power control. Also, inner-loop and outer loop power control are embodied in closed loop 

power control. 

2.5.1 Reverse Link open loop Power Control 
 
Base transceiver stations (BTS) are not involved in this method. Principle on which this 

algorithm is based suggests that mobile stations (MS) which are closer to the base station are 

required to transmit less power as compared to mobile stations which are far away from the 

base station or are in deep fading conditions. Based on the power received in the 1.23 MHz 

band, mobile stations adjust their power i.e. power received in pilot, sync, paging and traffic 

channels. The fundamental rule is that a mobile station transmits in inverse proportion of the 

power it receives. If the power received by mobile station is low then the power transmitted by 

that mobile station will be high and vice versa. 

 

 
Figure 2.3 Reverse Open loop power control [25] 
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2.5.2 Reverse Link closed loop Power Control 
 
Base transceiver stations (BTS) are involved in this method. For power adjustment, base station 

sends the power control bits to the mobile station. On a forward traffic channel, a power 

control sub channel is being continuously transmitted. This power control sub channel runs 800 

power control bits per second. Thus every 1.25 ms a power control bit 0 or 1 is transmitted by 

BTS. A ‘0’ indicates that the mobile station should increase its mean output power level while 

‘1’ indicates that the mobile station should decrease its mean output power level. This method 

has a response time of 1.25 ms which is very low as compared to response time of open loop 

power control (30ms). This is done to counter deep fading condition.  

The reverse link closed loop power control comprises of two parts-outer loop power control 

and inner-loop power control. The outer loop power control mechanism adjusts the base 

station Eb/It for a given mobile station whereas inner loop power control mechanism keeps the 

mobile station as close to its target Eb/It as possible. Eb is the energy per bit and It is the total 

interference in the channel. 

 

 
Figure 2.4 Reverse closed loop power control [25] 

2.6 Quality measures for power control 
 
A notable amount of the work on power control algorithms in CDMA cellular communication 

systems has focused on how to regulate the transmission powers of the network elements so 

that all mobile users in the system have affable bit-energy-to-interference spectral-density ratio 

(Eb/Io). This approach is based on the fairly rational assumption that the bit error probability 
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(BEP) at the receiver end is strictly monotonically decreasing function of Eb/Io. As we know that, 

BEP Pb of binary phase shift keying (BPSK) modulation in an additive white Gaussian noise 

(AWGN) channel is given by [26] 

 
where Q(x) is defined by 

 
A more appropriate case for CDMA cellular systems is the bit error probability (BEP) 

performance of RAKE receiver in fading radio channels.  

Another measure, namely the signal-to-interference ratio (SIR), is closely related to Eb/Io. SIR is 

denoted by γ , such that  

  
 

where W is the transmission bandwidth in Hz and Rb is the data rate in bits/s. The quantity 

W=Rb is called the processing gain [16]. When the data rate is fixed, the SIR differs from Eb/Io by 

merely a scaling factor.  

In digital cellular communication systems, the information to be transmitted from network 

terminals is arranged in strings of bits called frames [27], and error correction coding is 

implemented on each frame to reduce the bit error rate (BER) after decoding. After decoding, if 

there are still bit errors in the frame then the frame is useless, and it must be discarded. Hence, 

a sufficiently low frame error rate (FER) should be guaranteed depending on the service to be 

accessed. However, to obtain reliable estimates of BER or FER long time delays are needed. But 

in practice these delays might be unacceptably long due to rapidly varying channel conditions 

Hence most of the focus in the power control algorithms has been on SIR-based algorithms. 
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CHAPTER 3 

LITERATURE REVIEW 

3.1 Overview 
 
Optimization algorithms are used to implement power control in CDMA systems. In order to 

reach zero probability of Outage, most of the power control algorithms practically present 

today require high number of iterations. The power control mechanism based on genetic 

algorithm was proposed by M. Moustafa et.al (Oct. 2000) [4] and based on particle swarm 

algorithm was proposed by Hassan M. Elkamchouchi Hassan et.al in 24th National radio science 

conference (NRSC 2007) [2]. 

3.2 Genetic Algorithm for Mobiles Equilibrium (GAME) 
 
In a CDMA based communication network, providing suitable QoS and achieving channel 

efficiency for each user makes resource allocation critical. Several QoS measures, including bit 

error rate, depend on the Eb/No given by [4]: 

 
where  W is the total spread spectrum bandwidth of the CDMA system 

Gbi denotes the radio link gain between the path between base b and mobile i 

η denotes noise arise due to the presence of thermal noise contained in W and  

M is the total number of mobile stations 

pi is the power transmitted by mobile i which is limited by a maximum power level as     

0 ≤ pi ≤ Pmax for 1 ≤ i ≤ M 

Ri is the information bit rate transmitted by mobile i which is fixed through our study at 

15.5 kbps 

As transmission power of a user increases, its Eb/No also increases, but this also increases the 

interference to other users in the shared spectrum, causing reduction in their Eb/No. Regulating 

powers of the mobile users therefore amounts to directly managing the QoS that is usually 

specified as a pre-specified calculated target Eb/No value called (Eb/No)th. It can also be defined 
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in terms of the probability that Eb/No lies below (Eb/No)th (Outage probability). Therefore, the 

aim here is to calculate a nonnegative power vector P = [ p1, p2, ...... , pM ] which maximizes the 

function F stated as 

 
where Fi

E is a threshold function defined for user i as 

 
In addition to limit the search space for solutions such that average QoS is maximized, through 

Fi
E, it is also necessary to minimize mobiles stations’ power. As low mobiles stations’ power will 

help in reducing interference and increasing battery life, Fi
P will favour the solutions that will 

use minimum power and punishes the users using high power levels. 

 
To minimize the near-far effect, we have to make sure that the received powers from all mobile 

stations at the base station are lying in a narrow range. The received power at the base station, 

represented by pi
r , is the product of link gain Gbi and pi. FH, defined in the following equation, 

punishes the solution where received power components are diverging far away from its mean 

power value. 

 

where   is the average received power level at the base station, and σ pr is the standard 

deviation. 

For each objective, ωP and ωH are nonnegative priority weights respectively. The weights help 

to prioritize an objective over the other. For instance, if our highest priority is to minimize the 

mobile transmitted power, then highest value would be given to weight ωP. 

GAME is a steady state genetic algorithm which terminates evolution after a defined time 

period [4]. The inputs to this algorithm are current power levels from different mobile users. 

Additional data like (Eb/No)th, radio link gains G and maximum power level Pmax are also needed. 
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In GAME algorithm, the power levels from mobiles are encoded to form initial population of 

chromosomes. The chromosome is represented as a string of N bits which encodes power level 

of M mobile stations. If q bits are used to encode each mobile user then N=q×M. These 

chromosomes are then evaluated by the fitness function. The cycle of reproduction and 

evolution repeats till a stopping criterion is reached. New power vectors are transmitted to the 

users by the base station. At the next control period, this new solution obtained is being used 

to initiate the next cycle by using them in the input vectors. The assumption for GAME 

algorithm was that the base station is situated at the centre of a cell. This method was only for 

single cell with radius of unit distance. The users’ distribution is uniform over the complete cell 

area. The distance loss model is used as path loss model. The radio link gain is Gij = Aij × Dij. 

Aij is the variation in the received signal due to obstructions (shadow fading), and is assumed to 

be independent and log normally distributed with a mean of 0 dB and a standard deviation of 8 

dB. 

The variable Dij is the large scale propagation (path) loss. Let dij is the distance between receiver 

i and transmitter j then it is assumed that (in decibels) 

 
This path loss model uses three different slopes ant for the 1 unit distance interception 

assumes -127.0 dB. The required QOS target or (Eb/No)th is 5 dB and Pmax is 1 watt. The 

transmission rate is fixed as 15.5 kbps and the thermal noise density is -174dbm/Hz. 

3.3 Particle Swarm Optimization (PSO) Algorithm 
 
Particle Swarm Optimization (PSO) is a technique for global optimization [28] and it is distinct 

from other well-known Evolutionary Algorithms. In Evolutionary Algorithms, a population of 

probable solutions is used to seek the search space, but new solutions are generated without 

use of any operators on the population. In PSO, every individual particle of the population is 

called swarm. A swarm calibrates its path towards its own previous best position, and toward 

the last best position procured by any other member of its topological neighborhood. The 

whole swarm is taken as the neighbourhood, in the global variant of PSO. Thus, information is 

shared globally and the particles gain from the discoveries and former experience of all other 
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fellows during the scrutiny for promising regions of the landscape. For instance, in the single-

objective minimization case, a lower function values is possessed by such regions as compared 

to others, visited earlier. Now, in the local variant of PSO, the neighbourhood is restricted and is 

considered as certain number of other particles in the vicinity but the guidelines of movement 

for each particle remain same in the two variants. There are two versions of basic algorithm of 

PSO. In the first version of the algorithm, particles are represented by binary strings while in the 

other version, particles are depicted by real numbers in an ‘n’ dimensional space where n is the 

dimension of the optimization problem under discussion. Firstly, the author in [4] has 

summarized the basic algorithm of PSO in real number problems. The Pseudo-code for this 

algorithm is: 

 
 
Here xi is the position of particle i, vi is the velocity of particle i, ø1 is a random number that 

gives the size of the step towards personal best, ø2 is a random number that gives the size of 

the step towards global best (the best particle in the neighborhood) and G is the fitness 

function which we are trying to minimize. 

For the binary PSO, the component value of xi vi and pg are restricted to the set {0, 1}. The 

velocity vi is interpreted as a probability to change a bit from 0 to 1, or from 1 to 0 when 

updating the position of particles. Therefore, the velocity vector remains continuous-valued but 

the value of the velocity needs to be mapped from any real value to a probability in the range 
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[0, 1]. A sigmoid function is used onto squash velocities to change their range to [0, 1]. Finally, 

the equation for updating positions is replaced by the probabilistic update equation: 

 

 
 is a vector representing random numbers, drawn from a uniform distribution between 0 

and 1. 

3.4 PSO-based Algorithm for Power Control Problem 
 
In PSO based [4] method the author uses basic binary PSO technique. In this algorithm, all the 

objectives of the power control problem are taken into consideration to maximize a fitness 

function. 

In PSO-based algorithm, a power vector containing power values is represented by every 

particle in the swarm. These values are to be transmitted by all mobile units in order to be 

assessed and enhanced by the algorithm. The representation of particles in swarm is like the 

representation of chromosomes in the power vector in GAME technique with q = 15 bits. This 

gives a favourable resolution of tuning the power of the mobile stations. If Pmax = 1 watt then 

power tuning can be done at a resolution of the unit 1/215 = 3.051758 X 10-15 watts (approx. 

30.5 W). Maximum power constraint is also inherently satisfied by this method of 

representation of the power vector as Pmax is always assigned with the value of the string of 15 

ones. 

In this algorithm, the author first tried to use the same fitness function as of GAME method. 

Good results were obtained from that fitness function in terms of minimization of the 

transmitted power from the mobile stations and making the value of Eb/No of the received 

signals from all mobile units exceed the threshold but this fitness function failed to fulfill the 

aim of minimization of the near-far effect. The reason for the failure is the way the algorithm 

used to handle this objective. The parameter FH favours the solutions in which received power 

levels are close to each other but the issue here is that this parameter is set to zero for all the 

solutions in which received power components diverge far away from mean power value. 

Assuming two solutions, the first has  and the second has . The first 

solution is considered better than the second one, however, the parameter FH is set to zero for 
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both cases. Thus in order to minimize the near-far effect, the second solution will not be 

encouraged to update itself towards the first solution. To solve this issue, a new fitness function 

is considered in PSO. This fitness function will be maximised considering all the factors required 

in power control and is described as below 

 
The first term of this fitness function is taken from the fitness function of GAME method but a 

new term is also added which gives credit to the solution with small value of standard deviation 

of received power distribution. This term will not become zero for all particles and will give 

remarkable results in minimization of near far effect. ws is priority weight which tells the 

relative importance of near-far problem objective over other objectives. Effectiveness of the 

PSO algorithm was firstly checked by initializing the particles of the swarm using random bits. 

But this is not the real case. In a real communication system, the mobiles stations’ power values 

are updated from the power values of the last frame. After initializing with random bits, PSO 

algorithm with the new fitness function is applied to these randomly initialized particles [2]. The 

complete procedure of proposed algorithm is shown in Fig.3.1.  
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 Figure 3.1 Block diagram of PSO-based algorithms for power control [2] 
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CHAPTER 4 

CDMA POWER CONTROL USING FIREFLY ALGORITHM 

4.1 Firefly Algorithm   
 
Firefly Algorithm [1] is a population based metaheuristic algorithm, developed by Xin-She Yang 

in 2007[28, 29]. The firefly algorithm (FA) is inspired by the flashing behaviour of fireflies. The 

primary purpose of a firefly's flash is to act as a signal system to attract other fireflies. 

4.1.1 Behavior of Fireflies  
 
The sky filled with the flickering light of fireflies makes a marvellous view in the summer in the 

moderate temperature regions. There exist nearly two thousand firefly species, and almost all 

of them produce rhythmic and short flashes of light. For a specific species, the pattern 

produced by these firefly flashes is unique for most of the times. The pattern formed by the 

rhythm of the flashes, considers both rate of flashing and the time for which the flashes occur 

together. This type of patterns attracts both the females and males to each other. Females of a 

specific species respond to individual and unique pattern of the male of that particular species. 

It is known the intensity of light at a distance r from the source of light follows the inverse 

square law. In other words, the intensity of the light I will go on decreasing as the distance r 

increases, in terms, I α (1/r2). In addition to this, the surrounding air assimilates the light making 

it weaker with the increase in the distance. As these two factors got combined in the 

atmosphere, it makes most of the fireflies visible only at a limited distance, usually to a few 

hundred meters at night, however, this distance is quite enough for fireflies to communicate 

easily with each other. 

4.1.2 Concept 
 
To develop firefly-inspired algorithms, let’s idealize a few flashing characteristics of fireflies. 

Firefly Algorithm (FA or FFA) [28, 29] was developed by Xin-She Yang at Cambridge University in 

2007 and the three idealized rules were followed which can be written as: 

• All the fireflies are considered unisex. This means one firefly will get attracted to other 

fireflies irrespective of their sex. 
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• Brightness and attractiveness are proportional to each other, therefore for any two flashing 

fireflies, the firefly with less brightness will move towards the one which is having greater 

brightness. Both Attractiveness and brightness decrease with distance. However, they will 

move randomly when their brightness cannot be compared or if there is no one brighter than 

other. 

• The view of objective function determines the brightness of a firefly. 

 

The brightness can be taken as proportional to the value of the objective function, for a 

maximization problem. Other types of the brightness can be defined in a similar way to the 

fitness function as in genetic algorithms. 

 

4.1.3 Light Intensity and Attractiveness 
 
Two important points are to be noted while implementing firefly algorithm: formulation of the 

attractiveness and the variation in the light intensity. For simplicity, it can be assumed that the 

brightness of the firefly flash determines its attractiveness which in turn is related to the 

encoded objective function.  

Considering the simplest case for maximum optimization problems, for a particular location x, 

the brightness I of a firefly could be chosen as I(x) α f(x). Now, the attractiveness β of a firefly is 

relative and hence, it should be judged by the considering other fireflies. Therefore, it will differ 

with the distance rij between firefly i and firefly j. Also, light intensity will decrease with the 

distance from its source, and light is also absorbed by the propagating media, so attractiveness 

is to be allowed to vary with the varying degree of absorption of media. In the elementary 

form, the light intensity I(r) follows the inverse square law. 

 
where Is denotes the intensity at the source. For a given medium having a fixed light absorption 

coefficient γ, the light intensity (brightness) I vary with the distance r. That is 
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where Io gives the initial light intensity. Now, we need to take combined effect of both the 

absorption and inverse square law. It will also mitigate the singularity at r = 0 in the expression. 

The expression of brightness can then be approximated in the following Gaussian form. 

 
As a firefly’s attractiveness is proportional to the intensity of light seen by adjacent fireflies, 

attractiveness β of a firefly can now be defined as 

 
 

where βo is the attractiveness at r = 0. Keeping in mind the mathematical calculation needed 

for an exponential function, it is often easier and faster to calculate 1/(1+r2) as compared to 

exponential function. We can this approximate the above function as shown below: 

 
Let us say the two fireflies i and j are positioned at xi and xj, respectively, then the distance 

between them can be calculated using the Cartesian distance formula. It can be given as:  

 
Firefly i will move towards brighter firefly j. This movement of the firefly i can be determined by  

 
where the second term is due to the attraction of fireflies and third term is randomization with 

α as the randomization parameter, and is a vector of random numbers that are drawn from a 

Gaussian (uniform) distribution. For e.g., in the simplest form €i could be replaced by (rand − ½) 

where rand represents a random number generator which is uniformly distributed in [0, 1]. For 

most of our implementation, we have taken βo =1 and α Є [0, 1]. In this thesis α = 0.25, γ = 1 

and Io = 1. 

If βo = 0, it will become a simple random walk. In addition, the randomization term can easily 

be extended to other distributions such as L´evy flights [30]. The contrast of the attractiveness 

is now characterized by parameter γ, and its value is extremely important in concluding the 

speed of the convergence and in knowing the behaviour of FA algorithm. Theoretically, γ Є [0, 
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∞], but in practically, γ= O(1) and is determined by the characteristic length Г of the system 

under optimization. Thus, for most of the applications, this value typically varies from 0.1 to 10.  

4.1.4 Firefly Algorithm 
 

 
 

4.2 Main objectives of this thesis 
 

 
1. Minimizing the transmitting power of the mobile stations which in turn will lead to increase 

in the battery lifetime of mobile units. 

 

2. Ensuring a certain level of quality of service parameter (QOS) is satisfied. For this purpose, 

the Eb/No value of the received signals from all mobile units will be made to exceed the 

threshold (Eb/No)th .If a mobile unit is found to have the received Eb/No lower than this 

threshold, then this particular unit will be made out of service. 
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Eb is the energy per bit and No is the noise power spectral density. 

3. Minimizing the near-far effect in communication system. This will be done by making the 

received power levels from all the mobile stations very close to each other. 

Firefly algorithm has been used to attain all these objectives.  

4.3 Problem Description and Fitness Function in thesis 
 
Main objective of this thesis is to provide suitable QOS for each user and achieve channel 

efficiency. Many QOS measures, including bit error rate, depends on Eb/No the given by [4]: 

  
where  W is the total spread spectrum bandwidth of the CDMA system 

Gbi denotes the radio link gain between the path between base b and mobile i 

η denotes noise arise due to the presence of thermal noise contained in W and  

M is the total number of mobile stations 

pi is the power transmitted by mobile i which is limited by a maximum power level as     

0 ≤ pi ≤ Pmax for 1 ≤ i ≤ M 

Ri is the information bit rate transmitted by mobile i which is fixed through our study at 

15.5 kbps 

As transmission power of a user increases, its Eb/No also increases, but this also increases the 

interference to other users in the shared spectrum, causing reduction in their Eb/No. Regulating 

powers of the mobile users, i.e., implementing power control therefore amounts to directly 

managing the QoS that is usually specified as a pre-specified calculated target Eb/No value 

called (Eb/No)th. It can also be defined in terms of the probability that Eb/No lies below (Eb/No)th 

(Outage probability). Therefore, the aim here is to calculate a nonnegative power vector P = [ 

p1, p2, ...... , pM ] which maximizes the function F stated as 

 

  
where Fi

E is a threshold function defined for user i as 
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In addition to limit the search space for solutions such that average QoS is maximized, through 

Fi
E, it is also necessary to minimize mobiles stations’ power. As low mobiles stations’ power will 

help in reducing interference and increasing battery life, Fi
P will favour the solutions that will 

use minimum power and punishes the users using high power levels. 

  
To minimize the near-far effect, we have to make sure that the received powers from all mobile 

stations at the base station are lying in a narrow range. The received power at the base station, 

represented by pi
r , is the product of link gain Gbi and pi. FH punishes the solution where 

received power components are diverging far away from its mean power value. 

Here p-r is the average received power level and  is the standard deviation. 

For each objective, ωP and ωH are nonnegative priority weights respectively. The weights help 

to prioritize an objective over the other. For instance, if our highest priority is to minimize the 

mobile transmitted power, then highest value would be given to weight ωP. 

 

In this thesis the objective function is used as  

 



 

 

 

 
Implementation, Result and 

Conclusion                           
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CHAPTER 5 

IMPLEMENTATION, RESULT AND CONCLUSION 

As discussed in previous chapter we have to find out a power vector which will maximize the 

objective function F. The power vector should be determined at the base station. One firefly 

will represent one power vector .Out of many fireflies one will give the best result in terms of 

reduction in interference. The programme is written in Mat lab software. 

5.1 Software Used 
 
In this thesis MATLAB software has been used. MATLAB is a high-level language and it provides 

an interactive interface for mathematical computation, programming and visualization. Using 

MATLAB, data analysis is performed, algorithms are developed, and models and applications 

can also be created. The tools and built-in mathematical functions enable you to prospect 

various approaches and find an optimum solution faster than with excel, spreadsheets or 

traditional programming languages, like C++, C, dot net or Java. Applications in which MATLAB 

can be used are spread widely and in various spheres such as signal processing, image 

processing, video processing, communication systems, control systems, computational finance, 

computational biology and test and measurement. MATLAB is the language of technical 

computation which is being used by millions of engineers and scientists in academia and 

industry. 

5.1.1 Key Features of MATLAB 
 

• High-level language and an interactive interface for mathematical computation, 

programming and visualization 

• Interactive medium for iterative problem solving , design and exploration 

• Mathematical tool box which can be used in statistics, linear algebra, numerical 

integration, Fourier analysis, filtering, solving differential equations and optimization 

• Built in tools for creating customized plots and graphics for depicting data  

• Development tools which helps in improving quality and maintainability of code and 

maximizing the performance 
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• Tools for creating applications with customized graphical interfaces 

• Functions for collaborating MATLAB based algorithms along with external applications 

and programming languages like C++, C, Dot NET, Java, and MS Excel 

5.1.2 Programming and Algorithm Development 
 
MATLAB is a high-level language and set of tools that allow us to quickly build and assess 

algorithms and applications. MATLAB helps in performing matrix and vector based operations 

that are elementary and essential in solving engineering and scientific problems. 

 

With the MATLAB language, programs and algorithms can be developed quickly as compared to 

traditional languages since there are limitations with the usage of traditional languages. 

MATLAB overcomes the limitations of performing low-level administrative tasks such as 

variables declaration, data type specification, and memory allocation. In many scenarios, one 

line of MATLAB code plays the same role as done by plenty of lines of C/C++ code. Also, with 

the quick usage of matrix and vector based operations in MATLAB helps in eliminating the need 

of lengthy for-loops in C/C++.  

 

MATLAB has an inherent quality in providing most of the features of a traditional programming 

language that may vary from flow control to error handling, and even be extended to object-

oriented programming (OOP). It also gives a provision to make use of fundamental or custom 

data types and advanced data structures. 

 

There are multiple tools, which are being provided by MATLAB for efficient development of 

algorithm, such as: 

  

• Command Window – This helps in interactive data entry, program and command 

execution and display of results.  

• MATLAB Editor – This can be used for features like debugging and editing, such as 

marking breakpoints and traversing through individual code lines.  



35 
 

• Code Analyzer – This helps in auto-checking problematic codes and recommending the 

needed rectifications to enhance the performance.  

• MATLAB Profiler – This helps in measuring performance of MATLAB program codes and 

in identifying areas of code improvement for attaining optimum performance.  
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5.1.3 Application areas of MATLAB software 
 
MATLAB is used widely in following areas of technology  

• Communications Systems 

• Computational Biology  

• Computational Finance  

• Control Systems  

• Digital Signal Processing  

• Embedded Systems  

• FPGA Design and Co design  

• Image and Video Processing  

• Mechatronics  

• Technical Computing  
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5.2 Flowchart 
 

 



38 
 

 

 



39 
 

 
 

With the help of flow diagram we can easily understand that how we can find out suitable 

power vector at base station while satisfying criteria of minimum power transmission, QoS 

criteria and near far problem reducing factor.  

5.3 Results  
 
Result for 5 users: 
 
First run the programme for 5 users with 10 fireflies and 10 iterations. The result obtained i.e. 

power vector from 1st iteration is shown in figure 5.1. After using firefly updation in next 

iterations we have final power vector as shown in figure 5.2. We can see changes in the 

function value, firefly number and power vector. 
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Figure 5.1 Power vector for 5 users without updating from other iteration 

 
User 

number 
Power/ 
Firefly 

number (T) 

1st user 
Power 
(watt) 

2nd user 
Power 
(watt) 

3rd user 
Power 
(watt) 

4th user 
Power 
(watt) 

5th user 
Power 
(watt) 

Function 
value=F 

1 0.3278 0.0981 0.0387 0.1984 0.3791 0.4250 
2 0.3615 0.1587 0.4569 0.0370 0.4356 0.4061 
3 0.2656 0.1582 0.3534 0.3420 0.1754 0.4254 
4 0.0544 0.1088 0.2789 0.2012 0.3428 0.4775 
5 0.3159 0.1255 0.1567 0.4914 0.1471 0.4219 
6 0.0632 0.4465 0.0831 0.2011 0.2653 0.4082 
7 0.0672 0.3516 0.3112 0.3103 0.4162 0.4264 
8 0.0493 0.2779 0.4940 0.0772 0.2987 0.4448 
9 0.0710 0.0922 0.0852 0.1907 0.1677 0.4775 

10 0.0841 0.1060 0.1289 0.0806 0.1496 0.4722 
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Table 5.1 Table showing power vector for 5 users without updation 
 
 
Best firefly number = 4  

Max. Function value = 0.4775  

As shown in the table each firefly represents a power vector i.e. power values to be transmitted 

by each user. For each power vector function value is calculated. It can be seen that the 4th 

firefly gives maximum value of objective function so in first iteration 4th firefly represents a 

power vector which have maximum function value.  

Now all fireflies will move towards 4th firefly and then other iteration firefly will also move 

towards best firefly. This result is shown in figure 5.2. 

  

 
 

Figure 5.2 Power vector for 5 users with updating from other iteration 
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User number 
Power/ 
Firefly 

number (T) 

1st user 
Power 
(watt) 

2nd user 
Power 
(watt) 

3rd user 
Power 
(watt) 

4th user 
Power 
(watt) 

5th user 
Power 
(watt) 

Function 
value=L 

1 0.1790 0.1790 0.2545 0.1997 0.3128 0.4928 
2 0.1652 0.1652 0.2413 0.1859 0.2996 0.4804 
3 0.1821 0.1821 0.2581 0.2028 0.3164 0.4826 
4 0.0747 0.0747 0.1499 0.0954 0.2082 0.4970 
5 0.1331 0.1331 0.2093 0.1539 0.2675 0.4719 
6 0.1227 0.1227 0.1989 0.1435 0.2572 0.5097 
7 0.1301 0.1301 0.2062 0.1508 0.2645 0.4906 
8 0.0665 0.0665 0.1425 0.0872 0.2008 0.4792 
9 0.0598 0.0598 0.1359 0.0805 0.1945 0.4961 

10 0.1106 0.1106 0.1856 0.1313 0.2417 0.3070 
 

Table 5.2 Table showing power vector for 5 users with updation using firefly 
 

Previous Best firefly number = 4  

Previous Max. Function value = 0.4775  

Present Best firefly number = 6  

Present Max. Function value = 0.5097  

As shown in the table 5.2 each firefly represents a power vector i.e. power values to be 

transmitted by each user. For each power vector function value is calculated. It can be seen 

that the now 6th firefly gives maximum value of objective function. After updating this power 

vector we finally have power vector as shown below: 

 
Final power value (watt) 

1st User 2nd User 3rd User 4th User 5th User 
0.1908 0.1908 0.2669 0.2116 0.3252 

 
Table 5.3 Final power vector for 5 users 

 
Result for 10 users: 
 
Now run the programme for 10 users with 10 fireflies and 10 iterations. The result obtained i.e. 

power vector from 1st iteration is shown in figure 5.3. After using firefly updation in next 

iterations we have final power vector as shown in figure 5.4. Again we can see changes in the 

function value, firefly number and power vector. 
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Figure 5.3 Power vector for 10 users without updating from other iteration 
 
 

User 
number 
Power/ 
Firefly 

number 
(T) 

1st 
user 

Power 
(watt) 

2nd 
user 

Power 
(watt) 

3rd 
user 

Power 
(watt) 

4th 
user 

Power 
(watt) 

5th 
user 

Power 
(watt) 

6th 
user 

Power 
(watt) 

7th 
user 

Power 
(watt) 

8th 
user 

Power 
(watt) 

9th 
user 

Power 
(watt) 

10th 
user 

Power 
(watt) 

Functi
on 

value=
F 

1 0.2124 0.0007 0.2413 0.4808 0.1854 0.4265 0.2019 0.4094 0.2195 0.1736 0.2982 
2 0.0596 0.0946 0.1880 0.3812 0.4455 0.2212 0.2743 0.3641 0.1437 0.0461 0.3440 
3 0.2475 0.0712 0.2619 0.0037 0.4282 0.4522 0.0244 0.0879 0.2508 0.0739 0.3398 
4 0.3532 0.1340 0.1324 0.3400 0.2012 0.0166 0.2764 0.1802 0.3808 0.0991 0.3392 
5 0.1218 0.0874 0.0342 0.3530 0.1590 0.2662 0.1374 0.0944 0.3812 0.3361 0.3361 
6 0.3925 0.0693 0.2182 0.3226 0.3043 0.3582 0.1208 0.0006 0.2880 0.2158 0.3028 
7 0.0370 0.2994 0.0869 0.2762 0.4551 0.0897 0.1216 0.1582 0.3738 0.3472 0.3699 
8 0.1969 0.4505 0.0131 0.1091 0.4545 0.1683 0.0771 0.3498 0.3228 0.1284 0.3628 
9 0.0017 0.4697 0.4773 0.3862 0.2958 0.0939 0.4782 0.3126 0.0616 0.0049 0.3144 

10 0.1103 0.1106 0.2153 0.1140 0.1663 0.1610 0.4678 0.2715 0.2522 0.2661 0.4249 
 

Table 5.4 Power vector for 10 users without updating from other iteration 
 

Best firefly number = 10  

Max. Function value = 0.4249  
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As shown in the table 5.4 each firefly represents a power vector i.e. power values to be 

transmitted by each user. For each power vector function value is calculated. It can be seen 

that the 10th firefly gives maximum value of objective function so in first iteration 10th firefly 

represents a power vector which have maximum function value.  

Now all fireflies will move towards 10th firefly and then other iteration firefly will also move 

towards best firefly. This result is shown in figure 5.4. 

 

 
 

Figure 5.4 Power vector for 10 users with updating from other iteration 
 
 

User 
number 
Power/ 
Firefly 

number 
(T) 

1st 
user 

Power 
(watt) 

2nd 
user 

Power 
(watt) 

3rd 
user 

Power 
(watt) 

4th 
user 

Power 
(watt) 

5th 
user 

Power 
(watt) 

6th 
user 

Power 
(watt) 

7th 
user 

Power 
(watt) 

8th 
user 

Power 
(watt) 

9th 
user 

Power 
(watt) 

10th 
user 

Power 
(watt) 

Functio
n 

value=
F 

1 0.0000 0.0000 0.0414 0.0000 0.0067 0.0068 0.2061 0.0898 0.0783 0.0833 0.4025 
2 0.0884 0.0883 0.1395 0.0884 0.1047 0.1049 0.3042 0.1878 0.1764 0.1814 0.4125 
3 0.0000 0.0000 0.0252 0.0000 0.0000 0.0000 0.1899 0.0736 0.0621 0.0672 0.4520 
4 0.0204 0.0204 0.0670 0.0204 0.0322 0.0324 0.2317 0.1153 0.1039 0.1089 0.4549 
5 0.0652 0.0652 0.1116 0.0652 0.0769 0.0770 0.2763 0.1600 0.1485 0.1536 0.4572 
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User 
number 
Power/ 
Firefly 

number 
(T) 

1st 
user 

Power 
(watt) 

2nd 
user 

Power 
(watt) 

3rd 
user 

Power 
(watt) 

4th 
user 

Power 
(watt) 

5th 
user 

Power 
(watt) 

6th 
user 

Power 
(watt) 

7th 
user 

Power 
(watt) 

8th 
user 

Power 
(watt) 

9th 
user 

Power 
(watt) 

10th 
user 

Power 
(watt) 

Functio
n 

value=
F 

6 0.1086 0.1085 0.1595 0.1086 0.1247 0.1249 0.3242 0.2078 0.1964 0.2014 0.4140 
7 0.0000 0.0000 0.0167 0.0000 0.0000 0.0000 0.1814 0.0651 0.0536 0.0587 0.4482 
8 0.0497 0.0497 0.0952 0.0497 0.0604 0.0606 0.2599 0.1436 0.1321 0.1371 0.4741 
9 0.1309 0.1309 0.1764 0.1309 0.1416 0.1418 0.3411 0.2247 0.2133 0.2183 0.4748 

10 0.0249 0.0249 0.0724 0.0249 0.0376 0.0378 0.2371 0.1207 0.1093 0.1143 0.4239 
 

Table 5.5 Power vector for 10 users with updating from other iteration 
 

Previous Best firefly number = 10  

Previous Max. Function value = 0.4249  

Present Best firefly number = 9  

Present Max. Function value = 0.4748  

As shown in the table 5.5 each firefly represents a power vector i.e. power values to be 

transmitted by each user. For each power vector function value is calculated. It can be seen 

that the now 9th firefly gives maximum value of objective function. After updating this power 

vector we finally have power vector as shown below: 

 
Final power value (watt) 

1st 
User 

2nd 
User 

3rd 
User 

4th 
User 

5th 
User 

6th 
User 

7th 
User 

8th 
User 

9th 
User 

10th 
User 

0.1526 0.1526 0.1981 0.1526 0.1634 0.1636 0.3629 0.2465 0.2351 0.2401 
 

Table 5.6 Final power vector for10 users 
 

5.4 Conclusion  
 
CDMA is an interference limited system. Power control is the most important requirement of 

the CDMA system as it helps in interference management. In this thesis, demonstration of 

CDMA power control is represented using ‘Firefly Algorithm’. Power to be transmitted by 

mobile is calculated at base station using the firefly algorithm.  

The algorithm is implemented in such a way that it ensures a certain quality of service by taking 

into account Eb/No of the received signals from the user. It also minimize near far effect by 

taking into consideration the standard deviation of received power components from its mean 
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value. Also transmitted power of mobile station is minimized by penalizing high power 

transmitting mobiles. 

 

A fitness function is proposed that takes into account the above mentioned factors for limiting 

interference and then power vectors for mobile users are calculated by using above said 

algorithm. Implementation is carried out by MATLAB. It can be seen from results that we can 

find out power vector for any number of users with minimum transmission value of power. 

Also, all power values in a power vector come to be same if the number of iteration of the 

algorithm increases beyond 50. 

In future, this algorithm can also be implemented on WCDMA (3G) Technology as it also relies 

on power control.  
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APPENDIX B 

MATLAB CODE 

clear all; 
clc; 
 
% n    = no of user 
% f    = no of firefly 
% ite  = no of iterations 
% matr = [n f ite] 
 
matr =[5 10 3]; 
n = matr(1); 
f = matr(2); 
ite = matr(3); 
p =(0.2).*rand(f,n); 
pmax=0.250; % max standard power 
A=6.3;      % standard A 
R=15500;    % transmission bit rate 
W=125000;   % max bandwidth 
eta=0.0001; 
sigmapr=3.6303*10^(-14); 
ws=4*10^(-15); 
wp=1; 
ux=zeros(1,n); 
uy=zeros(1,n); 
d=zeros(1,n); 
TH=5;                   % EN threshold value in db 
bsx=0;                  % x co ordinate of base station 
bsy=0;                  % y co ordinate of base station 
ux=(-5)+10.*rand(1,n);  % x co ordinate of users 
uy=(-5)+10.*rand(1,n);  % y co ordinate of users 
  
% distance between base station and user 
  
for i=1:n 
    d(i)=sqrt((ux(i)-bsx)^2+(uy(i)-bsy)^2); 
end 
disp(d) 
  
% calculation of D 
  
for i=1:n 
    if d(i)<1 
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        D(i)=10^((-127-25*log(d(i)))/10); 
    elseif 1<=d(i)<3 
        D(i)=10^((-127-35*log(d(i)))/10); 
    else 
        D(i)=10^((-127-80*log(d(i)))/10); 
    end 
    g(i)=A*D(i); 
end 
for m=1:ite 
    for k=1:f 
        pg=g.*p(k,:); 
        denm=sum(pg); 
        for i=1:n 
            EN(i)=(pg(i)/R)/((denm-pg(i)+eta)/W); 
            ENdb(i)=10*log(EN(i)); 
            if ENdb(i)>TH 
                FE(i)=1; 
            else 
                FE(i)=0; 
            end 
            FP(i)=1-p(k,i)/pmax; 
        end 
        F(k)=sum(wp.*FE.*FP)/n+ws/sigmapr; 
    end 
end 
  
[L,T]=max(F); 
  
disp('Initial power values '); 
disp('p ='); 
disp(p); 
  
disp('Fuction value of each firefly is '); 
disp(F); 
  
disp('Max function value '); 
disp('L ='); 
disp(L); 
  
disp('Display best firefly number '); 
disp('T ='); 
disp(T); 
  
alpha= 0.25; 
bestff(1,:)=p(T,:);  
p(T,:)=p(T,:)+alpha.*abs((rand-0.5)) ; 
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beta = 1; 
for i=1:f 
p(i,:)=(ones(1,n)-beta).*p(i,:)+beta.*p(T,:)+alpha.*(rand-0.5) ; 
end 
  
disp('Updated power values '); 
disp('p ='); 
disp(p); 
  
for m=1:ite 
    for k=1:f 
        pg=g.*p(k,:); 
        denm=sum(pg); 
        for i=1:n 
            EN(i)=(pg(i)/R)/((denm-pg(i)+eta)/W); 
            ENdb(i)=10*log(EN(i)); 
            if ENdb(i)>TH 
                FE(i)=1; 
            else 
                FE(i)=0; 
            end 
            FP(i)=1-p(k,i)/pmax; 
        end 
        F(k)=sum(wp.*FE.*FP)/n+ws/sigmapr; 
    end 
end 
  
disp('Updated Fuction value of each firefly is '); 
disp(F); 
  
[Final_Function,Bestfire]=max(F); 
  
disp('Final function value '); 
disp(Final_Function); 
  
disp('Bestfire =');  %Display Updated best firefly number 
disp(Bestfire); 
  
bestff_updated(1,:)=p(T,:);  
ans = p(T,:)+alpha.*abs((rand-0.5)) ; 
  
disp('Final Power values '); 
disp('ans ='); 
disp(ans); 
 


