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ABSTRACT 

 

 

Wireless Sensor Networks (WSNs) is a network which formed with maximum number of 

sensor nodes which are positioned in an application environment to monitor the physical 

entities in a target area , for example temperature , pressure, environmental monitoring, 

water level ,industrial monitoring, health care and military application. Wireless sensor 

network poses two unique characteristics in comparison of traditional wireless 

communication system i. The limited battery power of source and ii. The redundant data, 

which are correlated among different sensor nodes. These two are associated with energy 

consumption and data traffic control. Data aggregation is a technique of gathering data 

from sensor nodes, eliminating redundant measurements and transmission of extracted 

information in an efficient way. Data fusion is also a process of combining of data from 

multiple sources such that the communication overhead of sending individual sensor 

readings to base station is reduced. The research in this thesis aims designing a model for 

data aggregation & fusion based on clustering, dynamic positioning and energy efficient 

routing for wireless sensor network.  

Firstly, thesis proposed a probabilistic clustering technique for data aggregation 

considering differential and temporal factors for a node and cluster along with relative 

positions of selected cluster heads. Simulation results show that proposed technique obtains 

considerable improvements and allows a large stable network lifetime compared to the 

state of the art techniques. 



 

iv 

 

Secondly, to reduce the energy consumption and redundancy,a cluster based 

aggregation technique using particle swarm optimization technique with discrete search 

space is proposed. This approach aims to minimize the intra cluster communication energy 

and energy loss due to cluster head and base station communication. The performance of 

proposed approach is compared to clustering techniques and results shows that proposed 

technique greatly improves over lifetime of the network. 

Thirdly, a dynamic positioning based aggregation approach is proposed to reduce the 

redundancy and maximization of coverage area using modified artificial bee colony 

algorithm. In proposed approach, we have incorporated a hybrid search for balancing the 

exploration and exploitation. The results shows that the modifications carried out leads to 

enhance the lifetime and communication cost as compared to the conventional artificial 

bee colony algorithm. 

Finally, routing based in-network data aggregation approach is proposed exploiting 

principles of swarm intelligence in ant colony optimization for routing and fuzzy rules to 

evaluate goodness of a path. Routing based data aggregation aims to maximize the number 

of collected data packets, while minimizing energy consumption and data gathering delay. 

Data collection delay should be minimum as it is key to data freshness. Due to resource 

constraint in wireless sensor network, minimum energy consumption can play an important 

role in the field of its application. 
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CHAPTER 1                         

INTRODUCTION 

Wireless sensor networks (WSNs) have caught the attention of the research community in 

recent years. The wireless sensor networks [1] are becoming a significant enabling 

technology in many sectors. These networks are composed of small sensor nodes that 

integrate sensing, wireless communication, and computation. Each sensor nodes has 

limited processing capability, communication bandwidth, and storage capacity. The sensor 

network is composed of lightweight network-enabled sensing devices, deployed in 

abundance to achieve network connectivity and reliability. In many cases, the deployment 

of the nodes is done in those areas where external power supply or an infrastructure for 

communication is difficult. Moreover, it is not possible to maintain nodes manually. The 

sensor nodes must be able to organize themselves and work unattended. The 

communication is a major source of energy consumption, thus sensor nodes generally self-

organize into a multi-hop wireless network to avoid long-range communication [2].  

1.1  Benefits and possible applications of Wireless Sensor 

Networks (WSNs) 

The key benefits of the WSNs is that they can be implemented almost anywhere 

without requirement for any specific communication infrastructure. The nodes are 

networked in a self-organizing manner in many applications that requires unattended 

operations. Researchers envisage a large set of futuristic applications to be made possible 
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with the aid of WSNs. In particular, they promise that WSNs will revolutionize the way 

humans interact with their physical surroundings. The following are some examples of 

such applications of WSN. 

1.1.1 Military applications 

WSN can be part of command, control, computing, communications, Intelligence, 

Surveillance, Reconnaissance and Targeting which can be utilized in military operations 

(e.g. battlefield surveillance, friendly / hostile forces tracking, monitoring of equipment) 

[2, 3, 4]. 

1.1.2 Environmental applications 

These applications focus on collecting and reporting ambient data for general 

consumers. The key applications of this class are habitat monitoring ,flood detection, forest 

fire detection, space exploration, biological attack detection and precision agriculture [5, 

6, 7, 8, 9, 10, 11, 12].The sensor nodes which can be static or mobile collect the location 

information and then transfer the data to central system(sink) that is the in charge of data 

collection. 

1.1.3 Health applications 

The key wireless sensor network health applications are remote monitoring of 

medical status, drug administration and medication intake monitoring (e.g. integrated 

patient monitoring, diagnostics, tracking and monitoring doctors and patients inside a 

hospital) [13, 14, 15, 16, 17]. 
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1.1.4 Home applications 

Wireless sensor network has the potential to provide monitoring, conservation, 

convenience and safety services at home. It can be utilized to establish home smart spaces 

by monitoring home resources and controlling equipment automatically and remotely [18, 

19, 20]. 

1.1.5 Commercial and Industrial applications  

WSN can be used for a set of advantageous services such as improvement of 

equipment and resources, reducing the energy cost, enhancing automatic systems, 

environmental monitoring in offices, inventory control, vehicle tracking and detection and 

traffic flow surveillance etc. [21, 22]. 

No doubt, sensor networks offers significant advantages in many scientific and commercial 

applications but limitations on sensor nodes create new challenges. Limited battery power 

is one of the vital constraint on sensor nodes. It is not possible to locate each node and 

replace its battery when it goes out of energy, especially in those areas where battery 

replacement is not easy. Power conservation has been well-identified important factor to 

prolong the network lifetime. Limited wireless communication range, susceptibility to 

physical damage, storage capability and low computation capacity are the other constraints 

of sensor nodes. As per [2] designing of sensor networks influenced by following factors: 

 Fault tolerant: sensor nodes may be blocked, physically damaged or may go out 

of battery power due to these functionalities of the network should not be 

interrupted so there is requirement of fault tolerance. 
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 Scalability: Good scalability required for the protocol of the sensor networks 

because of huge number of nodes in the network. 

 Production cost: due to the requirement of coordination among the large number 

of nodes, the cost of each node should be kept low to make deployment feasible. 

 Hardware constraints: designing of sensor nodes are constrained by size, low 

energy consumption, low cost and capability to work unattended. 

 Topology of sensor network: Due to node movement in mobile sensor network, 

failure of nodes temporary or permanent topology of network may change which 

needs additional nodes deployment to replace the non-working nodes. 

 Transmission media: The nodes of network for communication purpose use 

wireless medium. 

 Power consumption: Power source of sensor nodes is limited because of battery 

backup, so in many cases, it is not possible to replace battery of the node, which 

needs power management to prolong the network lifetime. 

1.2  Data Aggregation & Fusion in Wireless Sensor Network 

Data aggregation [23] largely determines the degree of optimization in the 

performance of sensor network. Data aggregation is a technique of collecting raw data from 

sensor nodes, eliminating redundant measurements, and extracting the information content 

for onward transmission. The main aim of it to gather and aggregate information in an 

efficient manner so that the sensor network lifetime and overall performance of the wireless 

sensor network is enhanced. The process ultimately diminishes the volume of accumulated 

information and makes in it more relevant. Data fusion is the process of combining of data 
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derived from multiple sources such that either the resulting information is in some sense 

better than would be possible with individual sources or the communication over head of 

sending individual sensor readings to the base station is reduced. Fig. 1.1 shows how 

routing impacts on data aggregation. Data aggregation mechanisms in WSNs can be 

classified in three category: structure-based, structure-free and hybrid structure, which 

combines characteristics from structure-free and structure-based. 

                                     

Fig. 1.1: Routing impact on data aggregation (a) Shows aggregation at node Y, (b) Not aggregated (c) 

Aggregated at node Z 

(a) (b) 

(c) 
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However, WSNs are typically flat and randomly deployed. Hence, by nature, they 

require a structure-free mechanism. At the same time, the WSN are supposed to be 

deployed at a large scale, which introduces a complexity in terms of data aggregation and 

management. Therefore, a structure-based data aggregation defines a set of algorithms, 

made by the system developers, to divide the network into groups and/or levels. Then, these 

groups manage separately their data aggregation and offer to the system developer a 

reduced view of the network. Indeed, the structure-based mechanisms require an extra 

charge to organize the network and to maintain this organization during the network 

lifetime. 

1.3 Key Issues in Data Aggregation 

Each data aggregation technique has some issues like redundancy, delay accuracy 

and traffic load. Because of these issues, the performance of data aggregation gets affected. 

There are three main issues, which concern with data aggregation techniques for periodic 

information gathering in wireless sensor networks. 

 Which sensor nodes should send their information? 

 When should they transmit it? 

 What should be the underlying routing technique to transmit sensed information? 

The architecture of the sensor network also influences the performance of the data 

aggregation technique. The sensor network structure mainly divided into flat networks and 

hierarchical or cluster based networks.  
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1.4 Types of Data Aggregation 

Based on interactions between the sensor nodes, there are four types [24] of 

aggregation: 

1.4.1 Centralized Aggregation 

In centralized aggregation scheme [25], the sensing nodes forward data to the sink 

by following the shortest path. Aggregation is not performed along the forwarding nodes. 

The fusion process is accomplished after the entire set of data arrives at the data processing 

center (sink). It is suitable for single-hop sensor networks. Fig. 1.2 shows the increase in 

the flow of traffic as the data packets reach near the sink. The darkened arrows towards the 

sink reflect the heavy congestion. Consequences: Increase in data traffic, Heavy congestion 

in the network and frequent packet drops and huge loss of information. 

 

Fig. 1.2: Shows flow of data in centralized aggregation scheme 
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1.4.2 Tree-based Aggregation 

The implementation of tree-based aggregation [23, 26] requires the formation of 

spanning tree over the sensor network, with sink in the root position. During the 

transmission of the target information, the sensors (parent nodes) wait till a period of time 

(aggregation time) for the data to arrive from the multiple sources. Once data reaches at 

the parent nodes, aggregation is performed and aggregated data forwarded to the sink 

through the shortest path. In Fig. 1.3, the flow of data is highlighted over the shortest path-

spanning tree, thereby reducing the traffic in the sensor network. It is suitable for networks 

with shorter hop counts from sensors to sink, sensors having smaller sensing range and 

sensor networks having perfectly balanced spanning tree. Consequences: Overhead of 

constructing and maintaining the spanning tree, Large end-to-end delays involved in 

aggregation along overlapping paths, Longer aggregation time results in better fusion of 

data but poor response time and aggregation over shortest paths is not optimal because 

paths from different sources to the sink may not be merged near the target area. 

Sink

X

 

Fig. 1.3: Shows flow of data in tree-based aggregation scheme 
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1.4.3 Static Cluster Aggregation 

In static cluster aggregation [27, 28] Fig. 1.4 the clusters are statically formed 

during the initial network setup phase. Once formed, cluster structure remains unchanged 

(static). Each cluster thereafter appoints a cluster head and rest of the members sends data 

to it. The cluster head performs aggregation and reports to the sink. It is suitable for 

Networks with less or no mobility and Area monitoring applications (recording earthquake, 

temperature, humidity, etc.). Consequences: Static cluster often fails to encapsulate the 

requirements of the dynamic applications and not suitable for capturing the mobility of the 

sensor networks. 

Sink

 

 

Fig. 1.4: Shows flow of data in static cluster aggregation scheme 
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1.4.4 Dynamic Cluster Aggregation 

In dynamic-cluster aggregation scheme [29, 30, 31, 32, 33, 34], clusters are formed 

dynamically by sensing environmental parameters or target information. Moreover, the 

initial cluster structure is updated periodically (adaptive clusters). Multiple sensor nodes 

collaborate with each other to elect a cluster head. The elected cluster head receives data 

from its members and transmits an aggregated data packet to the sink. It is suitable for 

sensors with variable sensing ranges, Large sized sensor networks with increased hop count 

between source and sink, Mobile wireless sensor networks and Wide range of dynamic 

applications: forest fire supervision, wildlife monitoring, target tracking, etc. 

Consequences: Better energy utilization and load balancing in the network and exhibits 

higher degree of collaboration among the sensor nodes. The correlation in wireless sensor 

network and exploiting the correlation of sensory data have been studied in [35].In [36] 

hybrid data collection approach have been proposed that dynamically switches between 

event driven data gathering and time driven data gathering. They have suggested that the 

sensor nodes that seem to detect an event of interest in near future, as well as those nodes 

detecting the events, became engaged in the time driven data reporting mechanism. 

Data aggregation collects data from different sources and then combines them using 

an aggregation function. It has the potential to decrease the number of transmissions by 

combining the set of data into a single packet to transmit. Decreasing number of 

transmissions reduces the communication costs, bandwidth utilization, network 

congestion, energy consumption and network delay in wireless sensor network. According 

to these advantages and due to node resource constraints and existing drawbacks this 

technique is highly desirable to be used in WSN. Data aggregation and fusion has three 
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elements: Data representation, aggregation function and routing. Data representation 

focuses on semantic and syntactic attributes. Data aggregation function is a method that is 

utilized to combines data samples which depends on end user query and applications. 

Average, maximum, minimum, count median, rank, standard deviation, variance, sum and 

regression are key aggregation functions. Data aggregation routing is a mechanism of 

establishing communication paths between the source nodes and the sink to forward the 

data. It usually includes path discovery, setting up either single or multi hop data 

forwarding and path maintenance. 

The performance of data aggregation protocols can be measured by different metrics, 

such as energy cost, data forwarding delay, and end-to-end loss rate. Real time monitoring 

applications aim to retain a “current” view of the monitored area and require effective 

aggregation with minimal forwarding delay. For example, in battlefield surveillance, 

sensor nodes are deployed to detect and track moving military targets such as tanks and 

other vehicles [37] in which the data collected from the sensor network should remain as 

current as possible. In data gathering applications huge amount of communications is 

reduced by in-network aggregation achieving maximum lifetime of the network [38] .In 

general low data forwarding delay is important in any application requiring response to 

external phenomenon in real time [39]. In some cases 100 percent, reliable delivery is 

expected, while in some cases moderate levels of loss can be tolerated.  

In an effective aggregation, timing also plays an important role, sometimes 

aggregation requires that sensed data be delayed at intermediate nodes, while waiting other 

data to be received. Data collection in sensor networks can be done by using either unicast 

or broadcast [40, 41, 42] a unicast packet is received and processed by the intended 
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recipient only. A huge amount of work has been done and evaluated over routing schemes 

in sensor network [43, 44, 45, 46, 47, 48]. Different technologies for support, example time 

synchronization and other quality of service have been extensively studied [49, 50, 51]. 

For the conservation of energy, different technologies have also been proposed in sensor 

networks. Data aggregation combines data from different nodes to suppress redundancy 

and traffic volume for reduction of energy consumption [52, 53, 54]. Broadcast based data 

collection takes advantage of the inherent redundancy of the broadcast medium in sensor 

networks for reliability [40, 55]. When packets are transmitted, using broadcast based 

aggregation mechanism then all nodes receives the packets those are in the range of 

transmission. However, the drawback of broadcast mechanism is that same packet is 

received and aggregated by multiple nodes, which may produce wrong results for duplicate 

sensitive aggregation function. 

The evolutionary algorithms are optimization algorithm of the meta-heuristic or stochastic 

nature. Thus, a global optimum is not guaranteed. However, these algorithms give near-

optimal solutions. The evolutionary algorithms are used in complex problems/ NP-Hard 

problem, where traditional algorithms fail. There is various evolutionary algorithms 

available in the literature like Particle swarm optimization (PSO), Artificial Bee Colony 

algorithm (ABC), Ant Colony Optimization algorithm (ACO). For implementing 

individual sensor nodes in WSN the better optimization approaches which require 

reasonable resources to produce better results.  Particle swarm optimization (PSO) is an 

optimization technique in which natural species social behaviors are considered for the 

purpose of computation. It is a swarm intelligence technique based on population that 

performs optimization process with the objective of optimizing a fitness function. It has 
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the advantage of solutions with better quality and higher efficiency in computation [56, 57, 

58]. The ABC algorithm mimics the foraging behavior of honeybees. The food sources in 

the ABC algorithm denote a solution in the search space. The fitness of a food source is 

determined by its nectar value. In ABC algorithm a colony of bees is used as the swarm, 

the swarm of bees is made up of three types of bees namely the employee bee, the onlooker 

bee and the scout bee [59, 60]. Ant colony [61, 62, 63] is a standard solution for finding 

optimal path from source to destination that is proposed by authors for solving optimization 

problems such as traveling salesman problem (TSP) with multi-agents. The fuzzy theory 

[64, 65] is also very useful to determine the optimal paths between source and base station 

for wireless sensor network (WSN). 

1.5 Major Challenges 

 Based on the analysis of the existing state-of-art algorithms for cluster based data 

aggregation and fusion in wireless sensor networks. 

 In literature most of the work done based on probabilistic clustering techniques but 

these techniques do not take into account the relative positions of selected cluster 

heads; and uses fixed inter cluster head election latency  and also not considered  

differential & Temporal factors for a node and cluster, which gives rise unbalanced 

clustering and wastage of energy in inter cluster communication. 

 Partitioning the network into optimal number of clusters and selecting an optimal 

set of nodes as CHs is N-P hard problem.  

 Determining the optimal positions of the sensors to maximize area coverage and it 

becomes harder when sensor nodes are mobile. 
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 Power consumption remains one of the critical issue for routing in mobile adhoc 

sensor networks. 

1.6 Problem Statement 

A wireless sensor network is designed to gather the information through the area and 

the sensed information must be transmitted to a central node i.e. a base station or sink. The 

technique through which data is gathered and transmitted to sink node through a network 

has a great impact on lifetime of the network and energy consumption. Sensor nodes 

deployed in the area of interest may send sensed data directly or indirectly to sink node. In 

both direct mode sensor has to upload information to base station or sink using one hop 

wireless communication, while in indirect mode information transmitted by sensors using 

multi-hop wireless communication but due to short communication range of sensor nodes 

base station node communicate with limited number of sensor nodes. In WSN, each sensor 

node has limited storage capacity so some nodes may fail to receive or transmit information 

further to base station or sink node. Positioning of sensor nodes also affects the overall 

performance of the sensor networks so by considering these the statement of problem 

addressed in this thesis that how to deploy and reduce the transmissions rate of the sensors 

in order to optimize network lifetime. 

1.7 Research Goals  

The main goal of the thesis is to study the performance of different data aggregation 

and fusion protocols for periodic data collection in sensor networks. The cluster-based 

aggregation has three fundamental issues are addressed in the thesis. The first issue deals 

with the balanced clustering and cluster head selection. The second issue deals with the 
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determining of the optimal positions of the sensors if sensor nodes are mobile. The third 

issue deals with how packets are transmitted to sink node. 

 First part of the thesis explored issues of probabilistic clustering and cluster head 

selection in which timing control has a great impact on aggregation efficiency and 

data forwarding delay.  

 The second part of the thesis examines the performance of coverage maximization 

and redundancy minimization with data aggregation based on node deployment. 

 The third part of the thesis examines routing based aggregation that minimizes the 

number of packet transmissions, increases network lifetime by reducing routing 

overhead and network energy consumption. It also reduces routing delay by 

establishing minimum hop count paths.  

1.8 Contributions of the Thesis 

This thesis investigates protocol design and performance issues related to periodic 

data aggregation & fusion for wireless sensor network. In particular, probabilistic cluster 

based aggregation, dynamic deployment based aggregation and routing based aggregation 

are investigated. 

First, we have developed probabilistic clustering technique considering relative 

positions of selected cluster to ensure more or less optimal number of clusters and well 

distributed CHs across the network in each round with two generic approaches to integrate 

the proposed technique to existing algorithms.We also used differential temporal and 

energy based aggregation to optimize lifetime of  the wireless sensor network by using 

optimal differential inter cluster head election latency determination and optimal 
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differential energy based cluster head selection approach.Simulation results show that 

proposed technique obtains considerable improvement and allows a large stable network. 

“This work has been published in Wireless Personal Communications, DOI: 

10.1007/s11277-017-4370-5, 2017(Pub.: Springer), [SCI Indexed].” 

 

Second, we proposed a PSO based solution to clustering problem in which a new 

operator is defined to make it work with discrete search space. Here aim is to minimize the 

intra-cluster communication energy and energy loss due to cluster head and base station 

communication. Simulation results show a considerable increment in Network lifetime. 

“This work has been  published in International Journal of Control Theory and Applications, 

Vol.10, No. 13, pp. 241-253,2017 [Scopus Indexed]” 

 

Third, We have developed an algorithm for dynamic positioning of sensor nodes in 

the area of interest using artificial bee colony algorithm with the search for new solutions 

be guided along the global best solution found till that instant instead of random searching 

around an old solution. Another shortcoming of the ABC is also addressed which balances 

exploration and exploitation phase. In proposed work, we have incorporated a memetic 

search for balancing the exploration and exploitation along with another possible scope of 

improvement in the functioning of ABC algorithm is to use the fittest food sources to 

generate new food sources using a cross over operator. 

“This work has been published in International Journal of Control Theory and 

Applications, Vol. 10, No. 18, pp. 167-176,2017 [Scopus Indexed].” 
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Lastly, we have proposed a routing approach, which exploit the principles of swarm 

intelligence inherent in ant colony optimization (ACO), and the goodness of a path is 

evaluated by a set of fuzzy rules. Simulation results show that the performance of the 

proposed protocol is improved in comparison of a standard state of the art routing protocol. 

“This work is Communicated to Ad Hoc & Sensor Wireless Networks (under review)” 

1.9 Thesis Organization 

The remainder of the thesis is organized as follows: Chapter 2: review prior work 

on data aggregation and fusion. It also gives the highlights of research gap in the concerned 

area and based on the research gap, the objectives formulated and explained. Chapter 3: 

proposes an algorithm based on the probabilistic clustering approach, which maintains the 

requirement of clusters of almost same size and the optimal percentage of CHs in each 

round. It also includes differential temporal and energy based aggregation to optimize 

lifetime of the wireless sensor network with experimental results and analysis. Chapter 4: 

considers data aggregation based on particle swarm optimization with discrete search space 

and hybrid clustering protocol (HCP) for multilevel heterogeneous wireless sensor 

networks with experimental evaluation of proposed algorithm. Chapter 5: presents new 

coverage maximization approach using dynamic deployment of mobile sensors based on 

modified -ABC and compares the performance of the proposed protocol with conventional 

ABC. Chapter 6: describes Ant Colony Optimization Based Routing Approach for In-

Network Data Aggregation. Chapter 7:  summarizes the thesis and outlines future 

directions. 
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CHAPTER 2                              

LITERATURE REVIEW  

In wireless sensor networks, Batteries of the sensor nodes generally not replaced so 

energy is the most careful analysis parameter.  Power consumption is an important issue in 

sensor networks. Communication is considerably more energy consuming than 

computation as it has been shown in past research. Transmitting a single bit information 

may cost hundreds or even thousands of times as much energy as executing a single 

instruction [66, 67].  Based on a basic observation data aggregation has been proposed to 

improve energy efficiency in sensor networks [52, 68, 69].The main idea is to perform in-

network processing to reduce communication cost. If sensor nodes are densely deployed 

then sensed data produced by neighboring nodes may be highly correlated and redundant. 

Particularly in event detection applications, some event may be detected and reported by 

many nodes. Transmitting of data consumes more energy in comparison of processing; 

energy consumption can be improved by reducing the amount of transmissions through in-

network processing or data aggregation [32]. In [70] authors have identified three basic 

parameters in data aggregation: efficient networking protocols, effective aggregation 

functions and efficient ways of representing data. A well-designed routing algorithm is one 

of the best ingredients for data aggregation. Traditional routing algorithms mainly focused 

on the shortest path routing mechanism. In sensor networks, however, data-centric routing 

is adopted mostly because it is based on the content of data packets, which also promotes 

data aggregation. 
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In data collection applications such as habitat, monitoring and environment 

monitoring nodes collect data after some interval and collected data transmitted to sink 

node [6, 9, 12]. Aggregation is performed as packets are being forwarded to sink. In 

periodic collection aggregation, mechanism generally based on network structure such as 

trees and clusters. Nodes those are participating in the task are relatively stable, which may 

increase cost of construct and maintain the structure. While in event-based application, 

source nodes change dynamically according to requirement or situation [71, 72]. The 

overhead of building and maintaining tree structure may be costly. A structure free protocol 

also has been proposed to avoid the maintenance cost of the underlying structure [73]. 

Multipath routing based aggregation protocols are also have been proposed [40, 41, 55, 74, 

75]. Unicast based data aggregation protocols, which are further, classified as cluster based, 

tree-based, structure free, semi-structured and data aggregation based on other structures. 

In structure-based protocols, nodes generally form a structure such as tree or cluster in 

which aggregation is performed at intermediate nodes as data is transmitted to the sink over 

the structure. There are some structure free data aggregation protocols have also been 

proposed for event-based applications with dynamic source nodes [73, 69]. Aggregation 

protocols for periodic data collection are usually based on network structure such as trees 

and clusters. 

2.1  Tree-Based Aggregation 

Several works [46, 41, 76, 77, 78, 79] have used the tree-based structure as a solution 

for efficient data aggregation in WSN. The works presented in [76] and [77] are based on 

the improvement of the direct diffusion (DD) protocol [46] which is one of the well-known 

protocols in WSN. It is a data-centric protocol, where all the communication is for named 
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data, which are named using attribute-value pairs. After the data naming, the sink 

broadcasts a message (called interest) describing its desired data to its neighboring nodes. 

This broadcast that passes throughout the network sets up gradient to indicate the back 

route of the collected data. By sending the broadcast, the sensor node matches the 

properties of the measured data with the interest of the sink and then gives its data, if there 

is any correspondence. According to [77], in the data aggregation process applied with DD, 

data obtained by the source nodes aggregated locally after a fixed length of time, this only 

reduces the data flows from the source, rather than prohibiting the direct forwarding in the 

central nodes. Thus, the true advantages of data aggregation applied in monitoring type 

WSNs are not fully realized. In authors proposed an improved data aggregation mechanism 

based on cascading timeouts principles, with the aim of reducing redundancy caused by 

large amounts of forwarding. The accuracy and Real-time properties of the data are 

guaranteed by the introduction of cascading timeouts, which also balances data flows on 

different transmission paths. In [76] even though source nodes are near to the sink node, 

many other unnecessary nodes in the networks are involved to propagate interests and setup 

gradients to the whole network. Due to this, DD generates unnecessary traffic during data 

transmission. It also achieves energy inefficient data aggregation because sources do not 

know where to forward data for aggregation. In DD, data are aggregated only by chance if 

the gradients are established as a common path for all sources nodes. As a result, many 

nodes involved in aggregating data are energy inefficient. A well-known aggregation 

mechanism TAG [41]: a Tiny Aggregation service for ad-hoc sensor networks. It is a data-

centric protocol, which is based on a tree structure aggregation and is specifically designed 

for monitoring applications. This means that all nodes should produce relevant information 
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periodically. The implementation of TAG consists of two main phases: (1) the distribution 

phase, where queries are disseminated to the sensors and (2) the collection phase, where 

the aggregated sensor readings are routed up the aggregation tree. The distribution phase 

passes by a broadcast message from the sink in order to organize the sensor nodes into a 

tree. As for most tree-based schemes, TAG may be inefficient in case of dynamic 

topologies or link/device failures. The trees are particularly sensitive to failures at 

intermediate nodes as the related sub tree may become disconnected. In [42] authors have 

studied the impact of timing in periodic tree based aggregation. In [71, 72] authors have 

proposed dynamic convoy tree based collaboration (DCTC),here convoy tree is tree 

structure which includes only those nodes surrounding the target and it changes 

dynamically as the target moves around. The information is collected by the root node of 

the convoy tree from the source nodes then it generates a report and forwards it to sink 

node. However, the main challenge of this approach is how to reconfigure tree in an 

efficient manner as target moves. Some new nodes may join the existing tree and some 

existing nodes may need to be quit. Due to movement of the target root may have to be 

replaced also. 

2.2  Cluster Based Aggregation 

In cluster-based data aggregation, nodes are grouped into clusters, with one cluster head 

(CH) for each cluster. Cluster members(CMs) may send data to their cluster heads via 

single hop or multi-hop communication, cluster head aggregates received data and forward 

the result to sink node (base station) via single hop or multi-hop communication. In Fig. 

2.1 cluster members communicate with their cluster heads (CHs) directly and the cluster 

heads communicate with sink node (base station) directly. Important design issues in 



 

22 

 

clustering systems include energy consumption balancing, cluster head placement, and 

determining the optimal number of cluster heads. 

Sensor Node

Cluster 1
Cluster 2

Cluster 4

Cluster 3

Cluster Head

Base Station

Cluster 5

 

Fig. 2.1: Cluster-based Data Aggregation 

Low energy adaptive clustering hierarchy (LEACH) [34] is a widely known example of 

this type of algorithms. It protects from battery reduction and stability in nodes energy 

consumption. However, it wastes energy during Cluster Head (CH) selection phase & uses 

a huge amount of energy when CH is at large distance from the sink.  Moreover, it doesn’t 

guarantee of good CH distribution. It is a cluster based data aggregation protocol in which 

nodes are assumed to be able to adjust their power level to achieve different transmission 

ranges. Based on randomization function a predetermined fraction of the nodes elects 

themselves as cluster heads and broad cast a message to the whole network. Other nodes 

decide which cluster they should join based on the signal level of the messages that they 
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received. Each cluster members are assigned different time slot based on TDMA 

mechanism by the respective cluster heads. CHs receives data from each member of the 

cluster then aggregates the received data before sending to sink node via CDMA to avoid 

interference between clusters. LEACH avoids excessive energy consumption of the cluster 

heads by rotating cluster head positions among nodes. It has two phases: setup and study 

state phase. The former focuses on cluster formation, whereas latter transmits data packets 

from source nodes to sink. The cluster heads (CHs) are periodically selected based on a 

distributed random algorithm in which each cluster member (CM) may become a CH for a 

particular round according to probability value (p). The probability value allows a cluster 

member to become a CH for 1/p round.The source node collects and transmit data packets 

to CHs using Time division multiple access (TDMA) [80] to avoid intra cluster collisions. 

Code division multiple access (CDMA) is used by CHs to avoid inter-cluster interference. 

LEACH uses periodical CH selection to replace low battery CHs with new ones would 

increase energy consumption. It establishes one hop inter and or intra cluster links between 

the sink, CHs and cluster members to forward data which is not suitable for large network. 

It has non-balance cluster heads distribution and uncertainty in cluster count and size. It 

also uses distributed way for cluster head election and cluster formation, which may lead 

poor cluster head placement. To resolve these draw backs many protocols have been 

proposed. TLLEACH [81] is a two level LEACH resolves inter/intra cluster single hop 

communications by establishing a two-level clustered infrastructure, they are called 

primary and secondary clusters. MRLEACH (Multi-hop routing with LEACH) [82] 

provides multi-hop paths between the CHs to transmit data packets to the sink. M-LEACH 

[83] it is suitable for large size network but it suffers from hotspot and limited scalability. 
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As the utility of WSNs is being realized, in hindsight the various challenges related to 

sensor networks are coming to the fore, one such issue is the dynamic deployment of the 

sensor nodes in a monitoring area. ELEACH (energy aware LEACH) [84] this protocol 

initially selects CHs similar to LEACH randomly and then utilizes residual energy at each 

node to selects the CHs for next round. In Low energy adaptive clustering hierarchy-

centralized (LEACH-C) [37] the base station initiates centralized algorithm to elect the 

CHs according to their location information. It forms better-balanced Clusters. However, 

it wastes energy to attain global information & not robust. The sensor nodes forward the 

required clustering information such as location, residual energy and connectivity degree 

to the sink during set up phase. The sink node proactively forms a set of balance clusters 

in terms of energy, coverage and connectivity then allocates the role of CHs or CMs to the 

nodes. However, collection of clustering information by the sink to form clusters is a 

drawback of LEACH-C. V-LEACH (Vice Cluster head LEACH) [85] is a protocol in 

which vice cluster head is also selected in each cluster to handle cluster communication 

and computation in case of CH failure. CHs may go out of energy very fast because of 

heavy load in comparison of cluster members in this situation vice cluster head would stay 

in the cluster to takes the responsibility of CH if it fails. LEACH-FL (LEACH fuzzy logic) 

[86] in this approach fuzzy logic based on three parameters: residual energy, density, and 

distance from sink node utilizes to select cluster heads (CHs).it has potential to reduce 

energy consumption in the selection of CH and consequently enhances the network 

lifetime. In authors have proposed two hybrid clustering based data aggregation in target 

tracking application of wireless sensor networks. Multiple clustering technique is applied 

simultaneously in a single network depending on network environment. Low energy 



 

25 

 

consumption and high packet transmission ratio are achieved because of clustering based 

on the velocity and number of the targets [87]. 

Hybrid energy-efficient distributed clustering approach (HEED) [88] is another 

typical clustering algorithm in WSNs and the cluster head election strategy of it is directly 

related to node's residual energy. However, HEED did not take into account of network 

structure that causes the imbalance of energy consumption about the cluster. It considers 

two parameters to select cluster heads and form the clusters: residual energy and node 

connectivity degree. In this algorithm, clusters are formed by selecting the nodes that have 

sufficient energy and are able to dominate a specific number of nodes as CHs.it would 

result in forming well-distributed clusters in the network. It performs better than LEACH 

in terms of energy consumption due to minimization of the number of re-clustering 

rotations. The network consumer manages reforming of clusters according to a finite 

iteration number. In addition to this lifetime of CHs are increased because of the selection 

based on energy-aware approach. On the other hand, in LEACH cluster heads have a higher 

chance to fail as they are selected based on probability value and without considering 

energy level. However finding an efficient number of clustering rotation is challenging 

issue in HEED. If the clusters are formed frequently then resource consumption increase 

and if clusters are formed less frequently then bottleneck and cluster head failure increases. 

Power-efficient gathering in sensor information system (PEGASIS) [89] protocol is 

an enhancement over LEACH. In order to extend network lifetime, nodes are organized to 

form a chain, so that they need to communicate only with their closest neighbors. This 

reduces the power required to transmit data per round as the power draining is spread 

uniformly over all nodes. A greedy chain construction scheme is proposed in this 
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algorithm, which needs global knowledge of the network at each node. Based on residual 

energy and location information, it selects a set of nodes as leader nodes to collect, 

aggregate and transmits data packets. Greedy algorithm is to forward the data packets from 

source nodes to next hop nodes if they are closer to leader nodes. The leader nodes are 

responsible for transmitting results to sink. The nodes construct a new chain if leader node 

fails. The difference of PEGASIS and LEACH is that the sensor nodes do not need to pay 

frequently clustering cost to re-cluster the network. It out performs LEACH in terms of 

network life time but over head of leader selection is increased in PEGASIS when the 

network works over long period. Data collection delay is also increased in PEGASIS due 

to multi hop transmissions from source node to sink. Hierarchical PEGASIS is an 

improvement over PEGASIS by the same author aiming to solve the delay drawback. It 

reduces delay using parallel transmissions from source nodes to the sink. H-PEGASIS uses 

two techniques to provide parallel communications: 1. Signal coding, in which the nodes 

construct a tree of chains, which is rooted in the sink. Data packets are transmitted by the 

node to their leaders in parallel where each level of transmission is coded by CDMA that 

allows collision free parallel communications. 2. Transmitting spatially separated data, 

which allows the nodes that physically close to each other to transmit data packets to the 

leaders at each round. Unequal clustering size (UCS) is proposed for providing uniform 

energy dissipation it solves the problem by varying the size of the clusters with respect to 

the relay load it is extended to homogeneous networks in which packets are forwarded to 

the sink node over a backbone formed by the cluster heads. In [90] authors have considered 

heterogeneous network in which sensor nodes may use single hop or multiple hop 

communication for the communication with their cluster heads while cluster heads 
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communicate directly to sink node with long range transmissions.in single hop 

communication nodes further away from sink node spend more energy on transmission, 

however in multi-hop communication the nodes closest to the sink have higher energy 

communication because of their relaying burden. In [91] authors explored how to 

determine the optimal number of cluster heads to minimize total energy consumption in a 

homogeneous network. There are some applications demand real time delivery, which 

needs tradeoff between waiting delay and aggregation accuracy. Cluster heads generally 

wait for a certain period of time to aggregate the packets it has received and sends result to 

sink node but in this case packets received after transmitting of aggregated result may not 

be aggregated in that particular round. DSFC (Delay sensitive feedback control) [92] 

proposed a mechanism to solve the trade-off in cluster-based aggregation. In DSFC, the 

ratio of the number of packets aggregated by the cluster head to the total number of packets 

received by the cluster head for a round is defined as the aggregation scale. Means 

difference between the aggregate it transmitted and the aggregate of all received packets 

for that round. The error is then used to adjust the required aggregation scale for next round. 

If the error is bigger than a specific value then aggregation scale is increased [93, 94, 95, 

96, 74, 97, 98, 99]. 

TEEN (Threshold sensitive energy efficient sensor network protocol) [100] utilizes 

a reactive-DC (data centric) approach to cluster the network in which data packets are 

reported in a time sensitive manner. It restrains needless data transmission by buffer 

mechanism to reduce data stream in the networks, sequentially can save energy of sensor 

nodes so as to prolong the lifetime of networks. The source nodes are grouped into a set of 

clusters based on their available data samples. They are assigned by two parameters: Hard 
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threshold (HT) and soft threshold (ST). The hard threshold is a threshold value of sensed 

data that shows new type or value data. The soft threshold is acceptable change rate of 

similar data samples. It leads to report data in the case of sudden changes. Data samples 

are transmitted to a cluster head based on threshold value, if it is beyond HT and /or greater 

than soft threshold.Threshold values are also considered by the CHs to report collected and 

aggregated data to sink. It does not allow all source nodes to transmit data according to 

changes that are interesting for the data consumer. Data collection delays are reduced 

because of few source nodes try to access the wireless channels to forward data packets. 

However, it is not suitable for periodic data collection as it returns no result until data 

values are changed and threshold is reached. Adaptive periodic threshold sensitive energy 

efficient sensor network protocol (APTEEN) [101] resolves the existing drawback of 

TEEN. It is able to support three types of queries: a. historically based on past data analysis, 

b. one time and c. persistent by continuous monitoring the environmental events over a 

period. In this approach, each cluster head (CH) sends a message containing four 

parameters attributes, thresholds, scheduling metric and count time. Attributes show the 

elements of data in which data consumer interested. Scheduling metric assigns a time slot 

to each CM to provide intra cluster scheduling, while count time determines maximum 

allowed period between two data reports, source nodes re-sense or retransmit data if CT 

counter is expired. Hence, CT enhances data collection flexibility when data consumers 

need periodic data gathering. Assigning the threshold values to the nodes is a challenging 

issue for both TEEN and APTEEN algorithms. Threshold value allocation also consumes 

network resources if the values are frequently transmitted from sink to the CHs especially 

in a dense network. In [102] authors proposed a novel cluster-based data aggregation 
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protocol which divides network into grids with unequal size, the grid further away from 

BS has bigger size and more nodes. The CHs rotation is performed in each grid. Although 

the CHs in the grids that are further away from BS consume more energy in each round, 

these grids have more nodes to participate in CHs rotation and share energy load to balance 

energy dissipation. Some of the researches performed for improving aggregation in sensor 

network used specialized branch of computational intelligence, for instance entropy and 

information theory, wavelet theory, Brownian motion etc. [103]. In significance research 

in [28] the authors have provided an energy efficient and loss less data aggregation scheme 

for sensor network scenario. In [30] Brownian Motion is applied to model the data 

gathering process, which reduces redundancy in the sensed data by performing filtration at 

sensor node of network hierarchy. Subsequently entropy based aggregation is performed 

at sensors, followed by wavelet-based data aggregation at cluster head resulting in 

minimized number of packet transmissions. In [98] authors have proposed data density 

correlation degree based clustering method for data aggregation Power efficient data 

gathering and aggregation protocol (PEDAP) [104], a type of minimum spanning tree is 

constructed to minimize energy consumption in WSNs, but the residual energy of the 

sensor node is neglected. Energy efficient clustering algorithm (EECA) for data 

aggregation has been proposed [99] by considering the node ’s residual energy as well as 

the average distance to its neighbors, the cluster head is selected and an aggregation tree is 

constructed to save energy on communication. SEP (Stable Election Protocol) [105] it is a 

heterogeneous proactive protocol, which consumes energy from the nodes having high 

energy and increase the stability period and lifetime of the network. In [106] authors 

proposed to utilize mobility for joint energy replenishment and data gathering. A multi-
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functional mobile entity, called SenCar was employed, not only as a mobile data collector 

roaming over the field to gather data via short-range communication but also as an energy 

transporter that charges static sensors on its migration tour via wireless energy 

transmissions. In [107] Author proposed energy efficient adaptive multipath routing 

technique to reduce overhead and efficiently utilizes the energy availability. Grid based 

aggregation protocols also found in the paper [108] in which entire target area is divided 

into number of grids and inside each grid one node is selected as data aggregator 

[109].Authors in the paper [110] suggested that hierarchical clustering save energy in tree 

structured wireless sensor network. It conserves communication bandwidth and stabilizes 

network topologies. The authors in [111] have shown that particle swarm optimization out 

performs over probabilistic clustering algorithms and increase the network span and overall 

throughput. The Authors in [112] has suggested that appropriate number and size of 

clusters is essential for increasing the network lifetime. If number of cluster are low then 

large amount of energy consumed between cluster members and cluster heads. On other 

side if number of clusters are high then it consumes more resources in cluster head 

selection. In [113] authors have proposed data aggregation mechanism that combines 

clustering with directed diffusion in which different categories of data are recognized and 

treated different during transmission. 

CLUstered diffusion with dynamic data aggregation protocol (CLUDDA) [114] it 

diffuses the sink queries into the clustered network in which CHs are in charge of 

performing in-network data aggregation. Information required for collection of data are 

contained in queries. It allows users for the partial collection of data as per requirement. It 

allows data aggregation only at a selective set of CHs instead of all CHs, which reduces 
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energy consumption. However, redundant and overlapped data collection is the major 

drawbacks of CLUDDA. Clustering based heuristic for maximum lifetime aggregation 

protocol (CMLDA) [106] [115] resolves drawbacks of CLUDDA by partitioning the 

network into a set of non-overlapped clusters with constant number of cluster members 

(CMs). 

In EEHC [103] energy efficient hierarchical clustering authors have proposed a 

technique that increases the lifetime of the sensor network. However, in hierarchical 

clustering, cluster heads are overloaded and reduces its energy sooner than other nodes. 

Authors in [116] have proposed an algorithm to network sensors into well-defined clusters 

with less energy constrained gateways nodes called cluster heads and load balancing is 

done among these gateways to improve lifetime of system. In this paper [117] authors have 

proposed an enhanced PSO based clustering energy optimization in which clustering and 

cluster head selection is done by using PSO algorithm. The authors in [118] proposed a 

sensor deployment technique and optimized it using PSO but due to execution in 

centralized manner increases the load of the base station. 

2.3  Structure Free Aggregation  

A fixed network structure may result in poor aggregation efficiency for an event-based 

applications with dynamic source nodes because changing structure dynamically may 

cause high overhead.  
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Fig. 2.2: Structure free data aggregation 

For example, as shown in Fig 2.2 suppose node X and Node Y are within the range of each 

other their event reports take entirely different routes to the sink. If nod Y sends its event 

report to node X and node X aggregates received data with its own and forward the result 

to the sink node then only four transmissions are needed to report the event to the sink 

assuming that event report can be aggregated into single packet. In [73] [119]potential of 

structure free data aggregation explored. Here two mechanisms are proposed in structure 

free protocol to improve spatial and temporal convergence: Data aware anycast (DAA) and 

randomized waiting (RW), because there is no pre-configured structure, routing decisions 

are made on the fly through DAA. An RTS with an aggregation ID (AID) is broadcasted 

to its neighbors when a node has something to transmit. Packets with same AID can be 
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aggregated for the improvement of spatial convergence the node’s neighbors are assigned 

different priority to respond with CTS. Highest priority is given to neighbors having packet 

with same AID and closer to the sink, followed by neighbors that have packets with same 

AID but farther away from sink. Neighbors that have no packets with same ID and are 

farther away from the sink are assigned the lowest priority. Structure free aggregation even 

does not have any overhead in construction of structure and its maintenance but it does not 

guarantee aggregation of all packets from a single event, which results wastages of energy 

in transmitting un aggregated packets to sink. 

2.4  Deployment Based Aggregation  

In [120] authors have used the ABC metaheuristic to direct the movements of sensors in a 

sensing field for maximizing coverage area. The sensor network used in this paper 

comprised of both static and mobile sensors. In paper [121] authors have addressed the 

problem of autonomous deployment of mobile sensors that need to cover a predefined goal 

with a connectivity constraint. The relative neighborhood graph reduction is chosen to 

provide global connectivity locally. The node positioning approach based on genetic 

algorithm proposed in [122] . The authors used a multi-objective fitness function whose 

parameters included field coverage, sensor overlap error, network energy etc. Every 

positioning was coded as bit string sequences and each was evaluated using the fitness 

function. 

In paper [123] a new approach was suggested by authors based on probabilistic 

localization technique along with virtual forces (VF) for maximizing coverage area. The 

VF algorithm uses a force directed approach for moving the sensors to improve the 
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coverage. The VF algorithm had the advantage of minimal computational overhead and 

one-time sensor repositioning. The researchers of the paper [124] used a metric called DT- 

score based on it deployment sequence was generated. DT- score aims at maximizing area 

coverage in a static environment with obstacles. The initial deployment of sensors was 

done using a contour based method to minimize the number of holes, which were later 

filled using delaunay tri-angulation.In [125] authors have proposed a new approach that 

used particle swarm optimization (PSO) for maximizing coverage area at the same time 

decreasing the distance between the sensors. Authors of paper [126] put forward a new 

approach for energy efficient coverage in WSN using distributed PSO and simulated 

annealing (SA).The fitness of a solution was gauged on the parameters of coverage and 

energy consumption. For reducing the energy intake, the authors proposed the use of a 

hybrid algorithm comprising of PSO and SA. The local best and the global best solutions 

of the PSO are calibrated and corrected using SA which is per-formed on the nodes of the 

sensor network. In paper [127] dynamic positioning technique for coverage control in 

wireless sensor networks was proposed by authors based on biogeography-based 

optimization (BBO) meta-heuristic. In BBO, the initial solutions are called ‘habitats ‘and 

the fitness function is called the habitat suitability index (HIS).Two operations called 

mutation and migration were used to generate new solutions. In paper [128] authors have 

suggested an approach that not only guides the mobile nodes to cover the holes by 

calculating their best position but also ensures minimum number of mobile sensors 

required to achieve the objectives. The have proposed a GA based algorithm for reducing 

the number of holes left after the random deployment of static sensor nodes. In paper [129] 

authors suggested a memetic based multi-objective optimization of the coverage problem 
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in sensor networks. In their work, the authors proposed the use of multiple local searches 

to find better deployment sequences that had high area coverage, efficient node utilization, 

and increase network lifetime. In [130] authors formulated a new approach for optimizing 

area coverage problem using hybrid particle swarm optimization and differential evolution 

algorithm. PSO is used by the hybrid algorithm for deployment of the sensor nodes to cover 

maximum o the preferential target points in the sensing area while differential evolution is 

used to carry out the cross over and mutation operations on the solution generated by the 

PSO algorithm. To find the better positions of some of the sensors in the deployment 

sequence that was generated by PSO, mutation and crossover operations used. In [131] 

authors proposed two algorithms for supporting distributed wireless network. Their 

approach deals with the problem of coverage and optimization subject to limitations such 

as uncertainty in detection and irregularity of terrain. The mission area divided by the 

authors into grids. In [132] authors proposed a computational geometry based mechanism 

for solving the sensor node deployment problem. In this, authors used Voronoi diagram 

and stationary nodes with the same sensing radius. Monitoring space is divided into cells 

using Voronoi diagram once stationary nodes are placed then genetic algorithm is used for 

placing additional mobile sensor nodes inside the cell. The fitness function used to 

minimize the deployments with overlaps in order to increase the area coverage. In [133] 

authors have suggested a new information exchange process of ABC algorithm which is 

being performed in one dimension with random neighbor in each solution improvement, 

thus convergence speed decreases as the dimension of the problem increases. In [134] 

authors have suggested a dynamic positioning strategy for coverage control in wireless 

sensor networks using biogeography-based optimization meta heuristic. Authors used the 
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binary sensing model and a network model consisting of both static and mobile sensor 

nodes. In [135] authors has proposed population based optimization approach to increase 

coverage area of the network with electromagnetism like algorithm. In [136] authors have 

proposed glowworm swarm optimization based node placement algorithm with aim to 

maximize coverage for a fixed number of mobile nodes. This work is inspired by the 

behavior of glowworm that carries a luminescent substance called luciferin. The movement 

of glowworm based on the intensity of luciferin possessed by its neighbors. This algorithm 

is dealing with communication range for coverage but theoretically, in order to achieve 

maximum coverage the technique should be dealing with sensing range because 

communication range is normally associated with connectivity. 

2.5  Routing Based Aggregation 

Due to the vast dynamic nature of wireless channel, traditional metrics used such as hop 

count generally hard to provide a highly reliable path estimation in Wireless Sensor 

Networks (WSNs) and most probably consumed more energy in communication [137]. In 

paper [138] authors have proposed data routing for in-network aggregation that has some 

key aspect such as reduced number of messages for setting up routing tree, high 

aggregation rate and transmission.it also target to maximize number of overlapping routes. 

Proactive, reactive and hybrid are three main categories of routing, proactive algorithm 

Destination sequenced distance vector (DSDV) [139] [140] have a slow reaction in a 

network with more failure and restructuring [141]. The reactive or on-demand routing 

algorithm uses flooding technique for finding only one path from sender to receiver, due 

to flooding technique it imposes overhead on the network and high latency time in route 

finding. In [142] authors have proposed hybrid routing, which is a combination of reactive 
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and proactive routing protocols. AODV (Adhoc on demand distance vector routing) is one 

of the most commonly used routing protocol for both MANETs and WSNs. However, in 

WSNs, when the mobility is high, AODV needs to find new paths to the destination 

frequently as the already established links breaks because of node movement [143] . Ant 

colony [63] is a standard solution for finding optimal path from source to destination that 

is proposed by authors for solving optimization problems such as travelling sales man 

problem (TSP) with multi-agents. In [140] authors proposed a novel routing approach using 

an ant colony optimization algorithm which uses artificial ants. Each ant chooses the next 

hop, moreover the pheromone concentration amount attends to the node’s remaining 

energy by this method, the ant selects a node with longer lifetime. AntNet [144] is based 

on the principle of ant colony optimization. In AntNet, each node maintains a routing table 

and an additional table containing statistics about the traffic distribution over the network. 

In [145] the AntHocNet algorithm has been proposed which consists of both reactive as 

well as proactive components. In AntHocNet a source node reactively sets up a path to a 

destination node at the start of each communication session. HOPNET [146] is another 

routing protocol in mobile ad-hoc networks works by dividing the network into zones. It is 

a hybrid routing protocol designed to be scalable. The HOPNET algorithm consists of the 

local proactive route discovery within a node’s neighborhood and reactive communication 

between the neighborhoods. The Intra-zone Routing Table is proactively maintained so 

that a node can obtain a path to any node within its zone quickly. This is done by 

periodically sending out forward ants to sample paths within its zone and determine any 

topology changes (such as nodes moving away, link failure, new nodes entering the zone, 

etc.). Once a forward ant reaches a destination, a corresponding backward ant is sent back 
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along the path discovered. The Inter-zone Routing Table stores the path to a node not within 

its zone. This routing table is setup on demand when routes outside the current zone are 

required. The peripheral nodes of the zone are used to find routes between zones. In [147] 

competitive clustering technique with base station mobility was proposed to increase 

residual energy in sensor nodes and improve the network performance. This technique 

forms cluster in small near the fixed sink node that makes the head node be closer to the 

base station and consumes lower energy during data gathering between the clusters. To 

evaluate its performance, HOPNET was compared against AODV and it was found out 

that the HOPNET incurred higher overhead AODV for small network sizes and that the 

zone radius had a significant impact on packet delivery ratio, making it necessary to select 

this parameter carefully. Moreover, two routing tables need to be maintained for each node, 

hence requiring more memory. In [148] a novel Fuzzy ACO (F-ACO) routing algorithm is 

proposed. It extends the idea of using fuzzy logic in ant colony based protocol to present a 

multi-objective routing algorithm in MANETs for finding the most preferred route by 

evaluating the alternatives against the multiple objectives and selecting the route which 

best achieves the various objectives. The different routing metrics are taken into 

consideration using a fuzzy logic system to compute pheromone-capturing interplay of 

various metrics. Selection of the path performed by selecting the route having highest 

concentration. The inputs to the fuzzy controller for routing are buffer occupancy, 

remaining battery power and signal stability. A fuzzy set of rules is defined and the fuzzy 

cost calculated, which then decides the route cost. The inverse of the route cost gives the 

pheromone values to be deposited on the links. In [149]  an on-demand power-balanced 

routing algorithm is presented for mobile, multi-hop ad-hoc networks based on the ant 
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colony based meta-heuristic. The main goal in the design of the protocol is to reduce the 

overhead for routing. In [150] authors have proposed a new routing algorithm based on 

estimated distance to replace the hop count for the selection of the next node during the 

packet transmission. The use of the fuzzy logic to optimize the metric used in routing 

methodologies for sensor networks is a important technique since it permit us to combine 

nd evaluate diverse parameters in an effective manner [151]. In [152] authors have 

proposed a research work based on graph theory and particle swarm optimization in multi 

hop wireless sensor networks. The cluster head is elected with help of weighted function, 

which is computed iteratively for each 𝑖𝑡ℎ round. The routing of packets in the sensor 

networks optimized with the fitness function that target to maximize distance and residual 

energy after every round of transmission. In paper [153] authors have presented an 

overview of research based on swarm intelligence in both wired and wireless ad-hoc 

network. They conclude that the implementation of proposed algorithm to real-life 

problems is still too limited.In [64] [65] originally proposes fuzzy set theory and it has been 

developed for extended linguistic values. The linguistic values are terms that are used 

instead of the numbers and fuzzy set theory. The use of the fuzzy logic to optimize the 

metric used in routing approaches for wireless sensor networks is a promising technique 

since it allows us to combine and evaluate different parameters in an efficient manner. In 

[154] authors proposed a novel routing approach consisting of stable nodes based on ant 

colony optimization algorithm for wireless sensor networks to maximize network lifetime. 

Considering the energy levels of the nodes, a multipath data transfer is also accomplished 

to provide reliable network operations. In [155]  authors have adopted conventional ant 

routing algorithm for wireless sensor networks by considering their traffic pattern and other 
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constraints. In this, individual sensors are not given the task for finding its own location 

just to save the energy the proposed algorithm affects the task of route discovery to the 

base station that periodically sends forward ants over the network to discover the routes 

and inform the sensors about its location. In [156] authors proposed a mechanism for 

routing in wireless sensor network, which can be more impressive in respect of route 

length, end-to-end delay and network node energy. The proposed mechanism uses local 

inquiry and ant colony based routing algorithm to find optimal routes and to determine the 

route quality a fuzzy inference system was used. 

Based on the analysis of the existing state-of-art algorithms for cluster-based data 

aggregation and fusion in wireless sensor networks, we have found the following problems 

and proposed the solutions for these problems: 

 In literature most of the work done based on probabilistic clustering techniques but 

these techniques do not take into account the relative positions of selected cluster 

heads; and uses fixed inter cluster head election latency  and also not considered  

differential & Temporal factors for a node and cluster, so there is a fair chance that 

in several rounds a considerable number of the CHs are either in proximity or very 

far from each other, which gives rise unbalanced clustering and wastage of energy 

in inter-cluster communication, which needs to be addressed. 

 Partitioning the network into an optimal number of clusters and selecting an optimal 

set of nodes as CHs is N-P hard problem, which makes it a suitable candidate for 

the application of enhanced evolutionary algorithms to optimize energy 

conservation and redundancy elimination. 
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 A crucial issue faced in sensor resource management is that of determining the 

optimal positions of the sensors to maximize area coverage and it becomes harder 

when sensor nodes are mobile, most of the work done in the past considered static 

deployment, which is not suitable for mobile environment so the problem of 

dynamic deployment of WSNs becomes increasingly important which needs to be 

explored. 

 In recent past most of work done on WSNs focuses on mobile ad-hoc sensor 

networks due to their wide range of potential applications but power consumption 

still remains one of the critical issues for routing in mobile ad-hoc sensor networks, 

which needs to be enhanced. 

2.6  Research Objectives 

Based upon the analysis of the earlier state-of-the-art methods of the cluster based data 

aggregation and fusion is global process of gathering and routing information through 

network with the objective of optimizing resource consumption, so we have set the 

following research objectives to bridge the research gap. 

1) To develop a technique for the improvement of energy efficiency of probabilistic 

clustering technique.  

2) To explore and investigate efficient collection and transmission of data with soft 

computing techniques. 

3) To develop a model for the dynamic positioning of sensor nodes with coverage 

maximization using ABC algorithm. 
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CHAPTER 3                          

PROBABILISTIC CLUSTERING FOR 

DATA AGGREGATION  

A widely used class of clustering techniques is probabilistic clustering in which a 

predetermined optimal probability is used to facilitate the cluster head selection process. 

This chapter presents a technique that improves the energy efficiency of probabilistic 

clustering algorithms by optimizing the number of clusters and the distribution of cluster 

heads in the network. Two generic approaches are also discussed to integrate proposed 

technique into the existing probabilistic clustering algorithms. 

3.1  Introduction 

In most wireless sensor network (WSN) applications, the entire network must have the 

ability to operate unattended in harsh environments in which pure human access and 

monitoring cannot be easily scheduled or efficiently managed and it’s not even feasible at 

all [2, 157]. There is a crucial need for scalable and energy efficient routing and data 

gathering and aggregation protocols in corresponding large-scale environments. Sensor 

nodes are generally deployed randomly uncontrolled means in many significant wireless 

sensor networks and they form a network in an Ad-hoc manner [158]. Sensors in such 

networks are battery powered, energy constrained, and their batteries usually can not be 

recharged. Therefore we need energy aware routing and data gathering protocols that offer 
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high scalability and low energy consumption for a long network lifetime. Sensors sense 

their environment and send their sensed data to a processing center, called as “Sink” or 

“Base Station” where all the data is collected and processed. Many routing algorithms have 

been proposed for efficient transmission of data between base station and sensor nodes. 

Grouping of sensor nodes into clusters has been widely used by researchers to satisfy the 

scalability, high-energy efficiency and prolong network lifetime objectives [43, 95, 110, 

159]. In clustering the whole sensor network is partitioned into multiple groups of sensor 

nodes. Each group is called a cluster and each cluster has a leader called cluster head that 

perform special tasks such as data aggregation and fusion. Clustering has numerous other 

benefits and corresponding objectives, In addition to supporting network scalability and 

decreasing energy consumption through data aggregation. The route setup can be localized 

within the cluster and thus the size of the routing table stored at the individual sensor node 

can be reduced. Clustering also conserve communication bandwidth by limiting the scope 

of inter-cluster communication among Cluster heads (CHs) and reduces redundant 

exchange of information among sensor nodes. Clustered architecture is useful for sensor 

networks because of its inherent suitability for data fusion. The data gathered by all 

members of cluster can be fused at cluster head. A Cluster head can schedule activities in 

a cluster so that node can switch to low power sleep mode and reduce the energy 

consumption [157, 158]. 
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3.2  Related Work  

3.2.1 Low Energy Adaptive Clustering Hierarchy (LEACH)  

LEACH is one of the most popular clustering protocols proposed for WSNs. LEACH uses 

rotation of cluster heads to balance network energy consumption. The operation of the 

LEACH is divided into a number of rounds. Each round includes a set-up phase and a 

steady phase. Clusters are organized in set-up phase while sensed data are transferred from 

sensors to cluster heads in steady phase. Fig 3.1 and fig 3.2 shows setup and steady state 

phase of LEACH respectively. 
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Fig. 3.1 Set up Phase of LEACH 
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Fig. 3.2: Steady State Phase of LEACH 

 

In LEACH, cluster heads are elected in a distributed manner and they are independent from 

each other. Nodes make their decision to become a cluster head by choosing a random 

number r in interval [0, 1]. A sensor node decides to be a CH in a round if its generated 

random number is less than the below a threshold [34]: 

  𝑇(𝑛) = {

𝑝

1−𝑝(𝑟 𝑚𝑜𝑑 
1

𝑝
)
         𝑖𝑓 𝑛 𝜖 𝐺

         0                        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                     (3.1)                          

Where p is the desired percentage of CH nodes in the sensor population, r is the current 

round number; G is the set of nodes that have not been CHs in the last 1/p rounds. The 
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clusters are formed dynamically in each round and the time to perform the rounds is 

selected randomly. Generally, LEACH can provide a uniform load distribution in one-hop 

sensor networks. Moreover, it provides a good balancing of energy consumption by 

random rotation of CHs. LEACH uses the concept of “cluster heads” to reduce energy 

dissipation in information transmission, No conflict in transmission of information from 

cluster nodes to the cluster heads occurs due to use of TDMA, No conflict in transmission 

of information from cluster heads to gateway/base station node occurs due to use of 

CDMA, but it has some drawbacks: 

 Because of probabilistic decision on cluster head election there is a good chance 

that a node with very low energy gets selected as a CH. 

 Because of same reason, it is possible that the elected CHs may fall in one part of 

the network and some nodes may not have any CH in their range. 

 CHs are assumed to have a long communication range so that data can reach the 

BS directly but this is not always a realistic assumption because the CHs are usually 

sensors and the BS is often not directly reachable to all nodes. 

 LEACH uses a fixed inter cluster head election latency. 

 LEACH does not take into account the differential energy and temporal factors for 

a node and cluster. 

 LEACH chooses the node with the maximum remaining energy and completely 

ignores the communicational energy dissipation for a node.  
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Fig. 3.3: LEACH operation 

3.2.2 Hybrid Energy Efficient Distributed Clustering (HEED) 

HEED is another improved and very popular energy efficient protocol. It allows multi hop 

communication among cluster heads (CHs) and base station (BS). HEED is a hierarchical, 

distributed, clustering scheme in which a one-hop communication mechanism is retained 
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within each cluster [88]. There are two basic parameters, residual energy and intra cluster 

communication cost to choose CH nodes. The initial set of CHs obtained by using residual 

energy of nodes. On the other hand, intra-cluster communication cost reflects the node 

degree or node’s proximity to the neighbor and is used by the nodes in deciding where to 

join a cluster or not. Thus, unlike LEACH, it does not select Cluster head nodes randomly. 

Only sensors that have a high residual energy can become CH nodes. In HEED, each node 

is mapped to exactly one cluster and directly communicate with its cluster head. Energy 

consumption is not assumed to be uniform for all the nodes. The algorithm is divided into 

three stages. 

3.2.3 Stable Election Protocol (SEP) 

SEP is a heterogeneous proactive protocol proposed in [105] with two levels of 

heterogeneity. It considers two types of sensor nodes, normal nodes and advance nodes. 

Advance nodes have more energy as compared to normal nodes. In SEP both types of nodes 

have weighted probabilities of becoming cluster heads. Advance nodes have more chances 

of becoming cluster head than normal nodes. Weighted election probabilities of the normal 

and advance nodes, 𝑃𝑛𝑟𝑚  and 𝑃𝑎𝑑𝑣 can be calculated as: 

                                   𝑃𝑛𝑟𝑚 =
𝑝

1+𝛼𝑚
                                                                               (3.2) 

                                  𝑃𝑎𝑑𝑣 =
𝑝(1+𝛼)

1+𝛼𝑚
                                                                               (3.3) 
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3.2.4 Threshold Sensitive Energy Efficient Network Protocol (TEEN) 

This protocol focuses on information aggregation rather than on cluster formation. It 

provides a hierarchical clustered structure, grouping nearby nodes within the same cluster. 

TEEN [100] use data centric method with hierarchical approach. The protocol defines two 

thresholds: the hard threshold is a threshold (absolute) value for the sensed attribute, while 

the soft threshold is a threshold (small change) value of the sensed attribute. The soft 

threshold can be varied, depending on the criticality of the sensed attribute and the target 

application. The nodes transmit sensor readings only when they fall above the hard 

threshold and change by given amount (soft threshold). In TEEN, medium continuously 

sensed by sensor nodes, but data transmission is done less frequently which favours the 

energy saving. However, if the thresholds are not crossed, the nodes will never 

communicate.  

3.2.5 First Order Radio Energy Model 

We assess our approach using the first order radio energy model [34]. The Fig. 3.4 shows 

that ETx(m, d) is the energy spent to transmit an m-bit packet between a transmitter and 

receiver along the distance, d is 

 

                     ETx(m, d) =  {
m ∗ Eelec +m ∗ Efs ∗ d

2  ∶  if d < do 

m ∗ Eelec +m ∗ Emp ∗ d
4 ∶ if d ≥  do

        

                                  (3.4) 

Where do = √Efs/Emp signifies the threshold distance, Eelec signifies the energy loss for 

forwarding or receiving one bit, Efs ∗ d
2and Emp ∗ d

4 means power loss for free space and 

multipath fading channel.  



 

50 

 

ERx(m) is the energy wasted by the receiver to obtain an m-bit message is given by 

                      𝐸𝑅𝑋(𝑚) = 𝑚 ∗ 𝐸𝑒𝑙𝑒𝑐                                                                                        (3.5) 
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Fig. 3.4:  First Order Radio Energy Model 

 

3.3  Proposed Work 

In this section, the detailed reasoning of proposed Energy Efficient Probabilistic Clustering 

Technique (EEPCT) for Data Aggregation in Wireless Sensor Network is discussed. We 

have used the same radio energy model for power consumption in radio transmission as 

used in most of the probabilistic Clustering algorithms such as LEACH [34]. 

3.3.1 Requirement of Clusters of Almost same size 

Probabilistic clustering techniques usually do not take into account the relative positions 

of selected cluster heads; as a result, there is a fair chance that in several rounds a 

considerable number of the CHs will be either in proximity or very far from each other. In 
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case, when a considerable number of cluster heads are in close proximity, the number of 

nodes in the clusters associated with these cluster heads are considerably low in comparison 

to other clusters, which give rise to uneven clustering. While a well-balanced clustering i.e. 

nearly same sized clusters is crucial for reasonable performance of probabilistic clustering 

techniques such as LEACH, TEEN etc. On the contrary, if selected cluster heads are very 

far from each other, there will be a significant wastage of energy in inter-cluster 

communication in protocols such as HEED, EEHC etc. 

Therefore, a uniform distribution of cluster heads over entire network region is desirable 

to achieve a well-balanced clustering. 

Therefore, as our first proposed improvement, we want to introduce a parameter ξ to denote 

the closeness and its value depends on the size, node density and number of cluster heads 

to be selected. If in a particular round the distance between any two selected cluster heads 

is smaller than ξ, they are considered too close to each other and one of them has to drop 

its decision of becoming cluster head (CH). 

3.3.2 Maintaining the Optimal Percentage of  CHs in Each Round  

Though the above proposed improvement in cluster head selection process causes a 

significant improvement in the performance of probabilistic clustering algorithms, it has a 

small drawback. Consider the case when a large number of potential CHs (the nodes for 

which the value of generated random number is less than the threshold value) in a round 

of a particular epoch are in close proximity then many of them will drop their decision to 

become CH. In such a situation, the number of selected cluster heads would be significantly 

lesser than the optimal number of cluster heads. This will lead to bigger size clusters and 

consequently more energy consumption in intra-cluster communication. Also in the last 
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round of the epoch all the nodes that have not become cluster head so far in that particular 

epoch will have to become cluster head and so chances will be higher for the selection of 

more cluster heads than optimal number of cluster heads. This will increase the long 

distance transmission to the sink. To deal with this situation we want to increase the number 

of the potential cluster heads in each round so that the number of selected CHs after 

dropping some of potential CHs because of ξ-closeness be as near to optimal value as 

possible. For this, we need to raise the threshold value in equation 3.1 so that more nodes 

than usual will be eligible to become cluster head. 

3.3.3 Choosing Closeness Factor 𝝃  

As a first improvement, we have introduced a parameter ξ to denote the closeness of two 

cluster heads and its value will depend on size, node density of network and number of 

cluster heads to be selected. If in a particular round the distance between any two selected 

cluster heads is smaller than ξ, then they are considered too close to each other and one of 

them has to drop its decision of becoming cluster head. This way we can ensure that cluster 

heads will not be very close to each other and will be well distributed across the network. 

 

 

 

 

 

Fig. 3.5: Effect of ξ-Closeness on Cluster 
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3.3.4 Threshold Increment Factor σ 

In our second proposed improvement, another parameter σ introduced, denoting the 

threshold increment factor. The increment in the threshold value given by equation 3.1 will 

not be same for each round in an epoch as original threshold value itself increases in each 

subsequent round of an epoch and becomes equal to 1 in last round but we want to keep σ 

constant in each round so we can calculate new increased threshold using equation 3.6 

                              𝑇𝑁𝐸𝑊(𝑛) = 𝑇(𝑛) +  𝜎(1 − 𝑇(𝑛))                                               (3.6) 

In our assumption, σ will be constant for a particular configuration of network and a 

particular choice of closeness factor ξ. 

3.3.5 Determination of Closeness Factor ξ and Threshold Increment 

Factor σ 

The values of ξ and σ are very crucial for the better performance of clustering algorithms. 

Closeness Factor ξ depends on the network configuration, i.e. size of the network, number 

of nodes deployed in the network, density of nodes, and optimal number of cluster heads, 

while the value of σ depends on the value of ξ as well as on network configuration. We 

have calculated the optimal values of ξ and σ experimentally by running multiple instances 

of the algorithm for different combinations of ξ and σ, keeping other parameters of the 

network constant. 
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3.3.6 Integration with the Existing Probabilistic Techniques 

The above two proposed improvements integrated with existing probabilistic clustering 

techniques to improve their energy efficiency. We have used two generic approaches to 

integration, one that requires little intervention of centralized authority such as base station 

and other follows a completely a distributed approach. 

A. Centralized Approach: In Fig. 3.6 functioning of centralized approach of 

integration discussed.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.6: A centralized approach to integrating proposed improvements 

Use existing Algorithm’s cluster head selection mechanism with modified threshold 

values as per equation 3.6 to select M candidate CHs. 

       𝑀 > 𝐾 ? 

If any two candidate CHs are ξ-close to each other discard one of them based on 

some predefined performance metric and select M′ candidate CHs. 

𝑀′ > 𝐾 ? 

Select best K candidates based on some predefined performance metric as final CHs 

 

Use this selected set of CHs for further operations of the existing algorithm 

 

Each of M candidates will send its id and QoS parameters to centralized authority 

for further decision 

Yes 

Yes 

No 

No 
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Here K is the optimal number of CHs that is precalculated using analytical methods as 

described in [34]. The predefined performance metric can include QoS factors such as 

quality of link between candidate and base station, congestion, node density around the 

candidate node, its residual energy etc. 

B. Distributed Approach: in distributed approach, each node autonomously takes 

decision of becoming a cluster head or not without intervention of any central 

authority. The following Fig. 3.7 explains a distributed approach for integration. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.7: A distributed approach for integrating proposed improvements 

Calculate the value of TNew as defined in equation 3.6 

                         For each node i: 

Generate a random number 𝑟𝑖 in [0, 1] 
  

     𝑟𝑖 < 𝑇𝑁𝑒𝑤? 

Wait for 
𝑐(𝜉)

𝐸(𝑖)
  time 

Drop its decision of becoming 

CH 

In mean time received any 

CH_ELECTION message? 

Broadcast CH_ELECTION 

message 

Yes 

No Yes 
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Here E(i) is the residual energy of node i and 𝑐(𝜉) is a function whose value depends only 

on closeness factor  𝜉 . Waiting for  
𝑐(𝜉)

𝐸(𝑖)
  time ensures that among the entire candidate CHs 

that are in ξ-closeness range of each other only the node with highest residual energy will 

be chosen as cluster head (CH). 

 Both centralized and distributed approaches have their own advantages. Centralized 

approach offers better QoS implementation mechanism and more tolerant to variance in 

values of σ and 𝜉 from optimal value. On the other hand, distributed approach requires 

minimal message exchange among nodes for CH election. Here we consider c as a function 

of ξ only but for QoS implementation, we can make c as a function of other QoS parameters 

with  𝜉  as well. 

3.3.7 Optimal Differential Inter Cluster Head Election Latency 

Determination                

 Conventional LEACH takes a fixed Inter Cluster Head Election Latency value. 

 The proposed technique rather than taking a fixed inter cluster head election 

latency, considers cluster activity also to determine the same. 

 Cluster Activity (A) is measured using the average value of communication latency 

in the cluster. 

 Inter cluster head election latency(C) deduced using following equation 

 

                        𝐶 =  𝑛 ∗ (  
𝑇

𝐴
  )                                                         (3.7)   

Here, 

C=Inter cluster head election latency 

n=constant dependent upon minimum possible communication latency (𝐴𝑚) for 

the network 
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T=constant Inter cluster head election latency used for conventional LEACH 

A=Cluster Activity 

 

3.3.8 Optimal Differential Energy-Based Cluster Head selection 

 Conventional LEACH selects a cluster head solely on the basis remaining energy 

of the nodes 

 The proposed technique in addition to energy, also takes into account the 

communicational energy dissipation measured using the Cluster activity (A), as 

described above. 

 We assign a metric value to each node, the node with the maximum value of the 

metric is elected as the cluster head. 

 

                    𝑀𝑒𝑡𝑟𝑖𝑐 =  (𝐸)𝑎 ( 
1

𝐴
 )
1−𝑎

                                       (3.8) 

Here, 

E=Energy of the node 

A=cluster activity 

a,1-a=weights assigned to the two components 

 The value of a was calculated using ant colony successive magnification 

optimization algorithm. 
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START

Set Node id (n) = 1

Check Energy of Node

Calculate Cluster 

Activity A of Node 

and compute Cluster 

head selection metric

Is value Maximum Cluster head = n

n = n+1

Is Max Node Id 
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Calculate Inter Cluster 

Head Election Latency 

value

STOP

YES

NO

NO

YES

 

Fig. 3.8: Shows operation of Modified LEACH 
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3.4  Simulation Results 

We conducted a rigorous simulation study to evaluate the performance of proposed Energy 

Efficient Probabilistic Clustering Technique (EEPCT). We assume a square network field 

of dimension 100m X 100m with 100 sensors deployed in it and MATLAB is used for the 

simulation. Specific parameters for simulation are shown in Table 3.1. The performance of 

EEPCT evaluated and compared with some representative probabilistic clustering 

algorithms such as LEACH [34], HEED [88], SEP [105]. 

Table 3.1: Simulation parameters 

Description Parameter Value 

Initial energy 𝐸0 0.5J 

Electronic circuitry energy 𝐸𝑒𝑙𝑒𝑐  50nJ/bit 

Multi-path co-efficient 𝜀𝑚𝑝  10 pJ/bit/m2 

Free space co-efficient 𝜀𝑓𝑠 0.0013 pJ/bit/m4 

Data aggregation energy 𝐸𝐷𝐴 5 nJ/bit/signal 

Data packet size 𝑃𝑝𝑘𝑡 30 bytes 

Total no. of nodes 𝑁 100 

Optimal percentage of CHs  𝑃𝑜𝑝𝑡  0.1 

3.4.1 Determination of ξ and σ  

To determine optimal values of ξ and σ we run our algorithm multiple times for different 

combinations of ξ and σ for a given configuration of the network and choose best values. 
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Table 3.2 shows energy consumption for different combinations of ξ and σ for two different 

network configurations. 

Table 3.2: Values of  ξ  and σ  

ξ σ 

Energy Consumption in 

Configuration 1 

(Joule) 

Energy Consumption in 

Configuration 2 

(Joule) 

 

0 0.00 14.69 119.65 

5 

5 

5 

0.05 

0.09 

0.17 

14.56 

14.66 

14.27 

117.74 

117.80 

119.46 

10 

10 

10 

0.05 

0.15 

0.20 

13.62 

13.73 

13.91 

119.43 

116.77 

115.99 

11 

11 

11 

0.05 

0.15 

0.19 

13.54 

13.46 

13.27 

115.54 

115.54 

115.54 

12 

12 

12 

0.05 

0.15 

0.20 

13.22 

13.47 

13.67 

115.59 

114.91 

115.67 

13 

13 

13 

0.05 

0.15 

0.20 

13.22 

13.08 

13.17 

115.27 

115.13 

115.17 

14 

14 

14 

0.05 

0.15 

0.20 

13.10 

13.01 

12.93 

115.76 

115. 58 

115.58 

15 

15 

15 

0.00 

0.05 

0.10 

13.23 

13.01 

12.66 

116.44 

116.01 

116.62 
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15 

15 

15 

15 

15 

15 

0.11 

0.13 

0.15 

0.16 

0.17 

0.19 

12.61 

12.63 

12.54 

12.51 

12.84 

12.73 

116.49 

116.49 

116.32 

117.51 

117.96 

116.59 

16 

16 

16 

17 

17 

17 

18 

18 

18 

19 

19 

19 

20 

20 

20 

22 

22 

22 

25 

25 

25 

27 

27 

27 

29 

0.05 

0.15 

0.20 

0.05 

0.15 

0.25 

0.05 

0.10 

0.20 

0.05 

0.15 

0.20 

0.05 

0.20 

0.25 

0.05 

0.10 

0.15 

0.05 

0.15 

0.20 

0.05 

0.15 

0.25 

0.02 

12.87 

12.69 

12.67 

12.95 

12.83 

12.83 

12.87 

12.67 

12.68 

12.93 

13.11 

13.09 

13.83 

13.59 

13.77 

13.69 

13.62 

13.71 

14.20 

14.25 

14.19 

14.30 

14.67 

14.83 

14.55 

116.87 

116.76 

116.14 

116.97 

116.52 

117.01 

116.66 

117.67 

116.19 

114.93 

114.27 

114.81 

115.36 

116.94 

116.27 

115.07 

115.21 

114.71 

112.52 

112.65 

111.19 

111.69 

112.74 

111.73 

110.88 
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29 

29 

29 

29 

29 

29 

29 

29 

29 

29 

29 

29 

30 

30 

30 

0.04 

0.05 

0.07 

0.09 

0.10 

0.13 

0.14 

0.15 

0.16 

0.20 

0.21 

0.25 

0.05 

0.10 

0.20 

14.07 

14.34 

14.39 

14.94 

14.99 

14.21 

14.69 

15.12 

14.99 

14.45 

14.56 

14.74 

14.69 

15.67 

15.19 

110.86 

110.47 

110.39 

110.43 

110.59 

110.04 

110.54 

110.87 

110.51 

112.68 

112.37 

114.90 

114.12 

115.07 

115.43 

 

We have calculated the optimal value of ξ and σ for two Network configurations. In first 

configuration, 30 sensors deployed in a 50m X 50m network field. In second configuration, 

we have taken a 100m X 100m network field with 100 sensors deployed in it. We found 

15m and 0.16 to be optimal values for ξ and σ respectively for first configuration. Similarly, 

for second configuration optimal values are 29m and 0.13 respectively. 

3.4.2 Evaluation of ‘a’ 

 Since the parameter a for differential energy based cluster head selection can 

assume values in range [0, 1], we run the optimization algorithm over the range. 

The results obtained as follow: 
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Fig. 3.9: Metric value vs a-value 

Seeing that the peak occurs at 0.55 a-Value we now use ant colony successive 

magnification algorithm between 0.5 and 0.6. 

 

Fig. 3.10: Metric value vs a-value 
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Fig. 3.11: Metric value vs a-value between 0.5 and 0.6 

 

Fig. 3.12: Metric value vs a-value between 0.5 and 0.6 

Now the acquired data is sufficient for ant colony protocol for tracing a smooth curve 
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Fig. 3.13: Smooth curve between metric value and a-value 

The curve has a max value at 0.525 a-Value 

 

Fig. 3.14: Normalised routing load vs number of nodes 
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Normalised Routing Load refers to ratio of routing packets and data packets. In our 

modified algorithm due to the selection of an optimal zone for a node, routing packets per 

data packet decreases. Absolute temporal and energy analysis restrains the flexibility and 

efficiency of the network, which increases routing loads. Therefore, by using Differential 

Temporal and Spatial analysis using an optimal a-Value and appropriately calculated 

Cluster Activity value (A), we have achieved reduction in normalized routing Load. 

 

Fig. 3.15: Throughput vs number of nodes 

 

Average throughput refers to the data packets delivered per unit time. Due to reduction in 

energy consumption by choosing a cluster head having minimum Cluster Activity (A)(by 

using Differential Energy-Based protocol) which leads to selection of shorter paths, 

delivery of packets increases with respect to time in our algorithm. This results into a better 

Average Throughput with respect to LEACH. 
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Fig. 3.16: End to end delay vs number of nodes 

It refers to the difference in sending and receiving time.Due to election of a better cluster 

head following Differential Energy-Based analysis we generally choose a shorter 

transmission path. This results into decrease in end-to-end delay. 

 

Fig. 3.17: Average Energy Consumption vs number of nodes 
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Average Energy Consumption, as the name implies, refers to the average amount of energy 

consumed during the WSN operation. This is probably the most important metric for 

comparison. The proposed protocol used Cluster Activity (A) to determine optimal inter 

cluster head election and optimal cluster head selection using an optimal a-Value. This 

results in a significant decrease in average Energy consumption. 

 

Fig. 3.18:  Number of alive nodes per round 

 

In above figures, we have shown the performance of existing probabilistic clustering 

algorithms in their original form and after the application of our proposed technique. Fig. 

3.18 and  Fig. 3.19 shows that after applying our proposed technique there is an increase 

of 43% in stability period of HEED and an overall 66 % increment in total lifetime of 

network in simulated environment. 
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Fig. 3.19:  Number of Cluster heads (CHs) per round 

 

 

 

Fig. 3.20:  Number of alive nodes per round 
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Fig. 3.21:  Number of Cluster heads (CHs) per round 

 

 

Fig. 3.22:   Number of alive nodes per round 
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Fig. 3.23:  Number of Cluster heads (CHs) per round 

 

Similarly, in case of SEP, in Fig. 3.20 and 3.21 we can see a considerable increase in the 

energy efficiency and network lifetime. We can also observe that after application of our 

proposed modification there is a significant improvement in the no. of clusters formed in 

each round. 

 Similarly, in case of LEACH, Fig. 3.22 and 3.23 shows a significant improvement in 

overall lifetime of the network. There is also an increase of around 37 % in stability period 

of the network. 

3.5  Conclusion 

The proposed probabilistic clustering technique for data aggregation outperforms in 

comparison of state of art techniques HEED, SEP and LEACH. By using differential 

temporal and spatial analysis using an optimal a-Value and appropriately calculated Cluster 

activity value, we have achieved reduction in normalized routing Load, improvement in 

average throughput with respect to LEACH and significant decrease in average energy 
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consumption. After applying proposed technique there is an increase of 43% in stability 

period of HEED and an overall 66 % increment in total lifetime of network in simulated 

environment. Similarly, in case of LEACH, there is a significant improvement in overall 

lifetime of the network. There is also an increase of around 37 % in stability period of the 

network. While in the case of SEP, significant improvement is there in network lifetime. 

 

Published work related to this chapter: 

Rajesh K. Yadav, Daya Gupta, D. K. Lobiyal, “Energy Efficient Probabilistic 

Clustering Technique for Data Aggregation in Wireless Sensor Network,” Wireless 

Personal Communications,2017, DOI: 10.1007/s11277-017-4370-5(Pub.: Springer), 

[SCI Indexed]. 
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CHAPTER 4                                     

CLUSTER BASED DATA AGGREGATION 

USING PSO  

In this chapter, particle swarm optimization based clustering with discrete search space is 

presented in which clustering and cluster head selection are done using particle swarm 

optimization(PSO) algorithm, then an energy efficient hybrid clustering protocol (EEHCP) 

for multilevel heterogeneous wireless sensor networks are explored to minimize the power 

consumption in WSN. 

4.1  Introduction 

The main goal of data aggregation algorithms is to gather and aggregate data in an efficient 

manner so that lifetime of the network increases by decreasing the number of packets to be 

sent to sink or base station, in turn reduces the communication costs and energy 

consumption. Grouping of sensor nodes into clusters has been widely used by researchers 

to satisfy the scalability, high-energy efficiency and prolong network lifetime objectives 

[6, 7]. In clustering, the whole sensor network is partitioned into multiple groups of sensor 

nodes. Each group is called a cluster and each cluster has a leader called cluster head that 

perform special tasks such as data aggregation and fusion.  

Particle Swarm Optimization (PSO) is an optimization technique in which natural species 

social behaviors are considered for the purpose of computation [56]. It is a swarm 
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intelligence technique, which is based on population that performs optimization process 

with the objective of optimizing a fitness function. This approach makes use of a swarm 

for the purpose of search on every particle and records the fitness value of each particle. 

Then the particles are linked with their matching velocity. It helps the particle to make a 

move to a proper location by considering the optimized fitness function’s cost [29, 160]. 

4.2  Related Work 

Particle swarm optimization (PSO) inspired by social behavior of bird flocking or fish 

schooling is a population based stochastic technique to solve continuous and discreet 

optimization problems. PSO learned from the scenario and used it to solve the optimization 

problems. In PSO, every single solution is named as "bird" in the search space. We call it 

"particle". All of particles have fitness values, which are evaluated by the fitness, function 

to be optimized, and have velocities, which direct the flying of the particles. The particles 

fly through the problem space by following the current optimum particles [58, 57].  

PSO is initialized with a group of random particles (solutions) and then searches for optima 

by updating generations. In every iteration, each particle is updated by following two "best" 

values. The first one is the best solution (fitness) it has achieved so far. (The fitness value 

is also stored.) This value is called 𝑝𝑏𝑒𝑠𝑡 . Another "best" value that is tracked by the 

particle swarm optimizer is the best value, obtained so far by any particle in the population. 

This best value is a global best and called 𝑔𝑏𝑒𝑠𝑡. When a particle takes part of the 

population as its topological neighbours, the best value is a local best and is called 𝑙𝑏𝑒𝑠𝑡 

[161] Suppose, there is a group of K random particles in an n-dimension searching space, 

the position of the  𝑖𝑡ℎ particle is  𝑋𝑖 = (𝑥𝑖1 ,  𝑥𝑖2 , …… . , 𝑥𝑖𝑛), the personal best value of the 
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particle is   𝑝𝑏𝑒𝑠𝑡𝑖 = (𝑝𝑖1 ,  𝑝𝑖2 , …… . , 𝑝𝑖𝑛), and the velocity of the particle is     𝑉𝑖 =

(𝑣𝑖1 ,  𝑣𝑖2 , …… . , 𝑣𝑖𝑛). The best value obtained so far by any particle in the population 

is  𝑔𝑏𝑒𝑠𝑡 = (𝑔1,  𝑔2, …… . , 𝑔𝑛). After finding the two best values, 𝑝𝑏𝑒𝑠𝑡 and 𝑔𝑏𝑒𝑠𝑡 the 

particle updates its velocity and positions as follows 

        𝑣𝑖𝑗 = 𝑤. 𝑣𝑖𝑗 + 𝑐1. 𝑟1 (𝑝𝑖𝑗 − 𝑥𝑖𝑗) + 𝑐2. 𝑟2 (𝑔𝑗 − 𝑥𝑖𝑗)                                       (4.1) 

              𝑥𝑖𝑗 = 𝑥𝑖𝑗 + 𝑣𝑖𝑗                                                                                                 (4.2) 

Where 𝑤 is inertia and used to control the trade-off between the global and the local 

exploration ability of the swarm, 𝑐1 and 𝑐2 are learning factors, 𝑟1 and 𝑟2 random numbers 

between 0 and 1. 

4.3  Proposed Work 

4.3.1 Fitness Function 

Success of proposed algorithm depends greatly on the formulation of fitness function. 

Therefore, we are defining a fitness function that includes all optimization criteria. The aim 

is to minimize the intra-cluster communication energy and energy loss due to cluster head 

and base station communication, so we can define the fitness of a particle 𝑖 as 

 

                     𝐹(𝑃𝑖) = 𝐸1(𝑃𝑖) + 𝜇 𝐸2(𝑃𝑖)                                                                       (4.3) 

            𝐸1(𝑃𝑖) = ∑  ∑
𝑓(𝑛𝑘𝑗 ,𝐶𝐻𝑘)−𝐸𝑚𝑖𝑛

𝐸𝑚𝑎𝑥−  𝐸𝑚𝑖𝑛

 
∀𝑛𝑘𝑗∈𝐶𝑘

𝐾 
𝑘=1                                                            (4.4) 
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                    𝐸2(𝑃𝑖) = ∑
𝑔(𝐶𝐻𝑘,𝐵𝑆)−𝐸𝑚𝑖𝑛

𝐸𝑚𝑎𝑥−  𝐸𝑚𝑖𝑛

𝐾  
𝑘=1                                                                     (4.5) 

𝑓 (𝑛𝑘𝑗 , 𝐶𝐻𝑘) = {
𝑠2 (𝑛𝑘𝑗 , 𝐶𝐻𝑘)      𝑖𝑓 𝑠 (𝑛𝑘𝑗 , 𝐶𝐻𝑘) ≤ 𝑑0

𝑠4 (𝑛𝑘𝑗 , 𝐶𝐻𝑘)      𝑖𝑓 𝑠 (𝑛𝑘𝑗 , 𝐶𝐻𝑘) > 𝑑0
                                              (4.6) 

      𝑔(𝐶𝐻𝑘, 𝐵𝑆) = {
𝑑𝐶𝐻𝑘,𝐵𝑆
2           𝑖𝑓 𝑑𝐶𝐻𝑘,𝐵𝑆 ≤ 𝑑0

𝑑𝐶𝐻𝑘,𝐵𝑆
4           𝑖𝑓 𝑑𝐶𝐻𝑘,𝐵𝑆 > 𝑑0

                                                         (4.7) 

        𝑠(𝑛𝑖 , 𝐶𝐻𝑘) =
min (𝑠𝑛𝑖,𝐶𝐻𝑘)

∀𝑘 = 1,2, … , 𝐾 
                                                                                (4.8) 

Where, 𝑑𝑖,𝑗 is the distance between node 𝑖 and node 𝑗; 𝑠 is a function that finds the 

minimum distance cluster head for a given node; 𝑓 is a function whose value for a given 

node is proportional to the energy consumed in communication between the node and its 

cluster head; similarly  𝑔 signifies the energy loss due to cluster head and base station 

communication; 𝐸𝑚𝑎𝑥 and 𝐸𝑚𝑖𝑛 are the maximum and minimum energy loss in the network. 

𝐶𝑘 is  𝑘𝑡ℎ cluster in a solution or particle. 

𝐸1 and 𝐸2 are two normalized functions that represent the energy dissipated in intra-cluster 

communication and due to communication between sink and CHs respectively. 𝐹 is fitness 

function and our aim is to minimize this function. 

𝜇 is a controlling parameter for  controlling the distance between base station and cluster 

heads. The higher the value of  𝜇 shows the closer CHs from BS. 𝐾  is the optimal number 

of cluster heads. For each particle or solution k random nodes are chosen as cluster heads 

and remaining nodes joined the cluster whose CH is at minimum distance from it. Then the 

value of fitness function evaluated for each particle and values of  𝑝𝑏𝑒𝑠𝑡 and  𝑔𝑏𝑒𝑠𝑡 
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calculated. Then the velocity vector and position vector updated according to equation 4.1 

and 4.2. 

4.3.2 A new operator ⊕𝑵𝑾 

We have defined a new operator ⊕𝑁𝑊 that when applied on a location with respect to a 

network, it returns a valid sensor node location in the network. In each iteration of our 

algorithm location of CHs updated in each particle or solution. Keeping this into 

consideration operator ⊕𝑁𝑊 is defined as follows: Suppose �̇� = (𝑎1, 𝑎2) is any location 

with respect to a sensor network 𝑁𝑊 then ⊕𝑁𝑊 �̇�  returns a valid location in network 𝑁𝑊. 

The operator ⊕𝑁𝑊 first enquires if �̇� is a valid location then it return �̇� as it is; if not then 

it returns nearest valid location in the network 𝑁𝑊 toward base station with highest 

residual energy. After calculating new velocity and position, using equation 4.1 and 4.2 

operator is applied to the calculated positions to get new valid positions. 

4.3.3 Working of proposed PSO Algorithm 

1. Create and initialize a 𝐾 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 swarm of 𝑃 particles by choosing 𝐾 

CHs with residual energy higher than average energy of network for each 

particle. 

2. Repeat 

3. for each particle  𝑖 = 1,2,3……… . . , 𝑃 do 

4. if  𝐹(𝑋𝑖) < 𝑙𝑏𝑒𝑠𝑡𝑖 then  

5. 𝑙𝑏𝑒𝑠𝑡𝑖 = 𝑋𝑖 

6. end 
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7. if   𝐹(𝑋𝑖) < 𝑔𝑏𝑒𝑠𝑡   then 

8. 𝑔𝑏𝑒𝑠𝑡 = 𝑋𝑖 

9. end 

10. end 

11. for each particle  𝑖 = 1,2,3… . , 𝑃 do 

12. update velocity  𝑉𝑖 using equation 4.1 

13. update position vector  𝑋𝑖 using equation 4.2 

14. apply  ⊕𝑁𝑊 operator to updated position 

15. end 

16. until the maximum number of iteration reached 

 

4.3.4 Working of proposed EEHCP Protocol 

4.3.4.1 Optimal Number of Clusters 

The optimal number of clusters  𝐾𝑜𝑝𝑡  can be found using simple analysis as in [105]. Let 

us assume an area of  𝑀 𝑋 𝑀 square meters with base station situated at the center and 

𝑁 sensor nodes are distributed over this area. The energy dissipated in the cluster head 

node assuming its distance from BS less than 𝑑0, during a round can be given by the 

following formula: 

             𝐸𝐶𝐻 = (
𝑁

𝑘
− 1) 𝐿. 𝐸𝑒𝑙𝑒𝑐 +

𝑁

𝑘
. 𝐿. 𝐸𝐷𝐴 + 𝐿. 𝐸𝑒𝑙𝑒𝑐 + 𝐿. 𝜀𝑓𝑠. 𝑑𝑡𝑜𝐵𝑆

2                              (4.9) 
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Where 𝑘 is the number of clusters, 𝐸𝐷𝐴 is the data aggregation cost of a bit per report to 

the base station, and 𝑑𝑡𝑜𝐵𝑆 is the average distance between the cluster head and the base 

station.  

The energy used in a non-cluster head node is equal to: 

                            𝐸𝑛𝑜𝑛𝐶𝐻 = 𝐿. 𝐸𝑒𝑙𝑒𝑐 + 𝐿. 𝜀𝑓𝑠. 𝑑𝑡𝑜𝐶𝐻
2                                                           (4.10) 

Here 𝑑𝑡𝑜𝐶𝐻 is the average distance between a cluster member and its cluster head. 

Thus energy dissipated in a cluster per round:  

                           𝐸𝑐𝑙𝑢𝑠𝑡𝑒𝑟 ≈  𝐸𝐶𝐻 +
𝑁

𝑘
. 𝐸𝑛𝑜𝑛𝐶𝐻                                                                   (4.11) 

The total energy dissipated in the network is equal to: 

                       𝐸𝑡𝑜𝑡 = 𝐿(2.𝑁. 𝐸𝑒𝑙𝑒𝑐 + 𝑁. 𝐸𝐷𝐴 + 𝜀𝑓𝑠(𝑘. 𝑑𝑡𝑜𝐵𝑆
2 + 𝑁. 𝑑𝑡𝑜𝐶𝐻

2 )                     (4.12) 

According to HEED [88]: 

                     dtoCH
2 = ∫ ∫ (𝑥2 + 𝑦2)𝜌(𝑥, 𝑦)𝑑𝑥𝑑𝑦

𝑦=𝑦𝑚𝑎𝑥

𝑦=0

𝑥=𝑥𝑚𝑎𝑥

𝑥=0
=

𝑀2

2𝜋𝑘
                         (4.13) 

and 

                             𝑑2𝑡𝑜𝐵𝑆  = ∮ √𝑥2 + 𝑦2
1

𝐴𝐴
. 𝑑𝐴 = 0.765

𝑀

2
                                              (4.14) 

Differentiating 𝐸𝑡𝑜𝑡 with respect to k and equating to zero, the optimal number of 

constructed clusters can be found: 
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                                         𝐾𝑜𝑝𝑡 =√
𝑁

2𝜋
 

𝑀

𝑑𝑡𝑜𝐵𝑆
2  √

∈𝑓𝑠

∈𝑚𝑝
                                                             (4.15) 

4.3.4.2 Network Deployment Model 

Most of the routing protocols for heterogeneous WSNs consider the random deployment 

of sensor nodes in the network space but to take advantage of heterogeneity present in the 

network in term of energy level we partitioned the network space into two zones: α- zone 

and β - zone. 

This protocol assumes three levels of heterogeneity with three types of nodes: α-nodes, β-

nodes and ω-nodes. α-nodes have the highest energy among all the nodes, β-nodes have 

energy less than α-nodes but greater than ω-nodes and ω-nodes are normal nodes. We 

assume that a small fraction of total nodes are α or β-nodes while most of the nodes are ω-

node. As in SEP, we consider that the base station is not mobile and coordinates of the base 

station are known. The area in network space near the base station is β-zone and β-nodes 

are deployed in this region while the α-nodes are deployed in the farthest region, i.e. α-

zone and ω-nodes are randomly deployed in the whole network space. 

4.3.4.3 Cluster Head Selection 

Let us assume that A is fraction of total nodes that are α-nodes and B is the fraction of total 

nodes that are β-nodes. The energy of an α-node is α times higher than a ω node while the 

energy of a β-node is β time higher than a ω node. If the initial energy of a ω-node is E0 

then the total energy of all the nodes will be: 

                𝐸𝑡𝑜𝑡𝑎𝑙 = 𝑁(1 − 𝐴 − 𝐵)𝐸0 + 𝑁.𝐴. 𝐸0(1 + 𝛼) + 𝑁. 𝐵. 𝐸0(1 + 𝛽)                (4.16)                                                                   
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The optimal probability of cluster head selection in case of homogeneous network is given 

by [37]: 

                                                     𝑃𝑜𝑝𝑡 =
𝑘𝑜𝑝𝑡

𝑁
                                                                    (4.17) 

Where  𝐾𝑜𝑝𝑡   is optimal number of cluster heads as calculated above and 𝑁 is total number 

of nodes in network. 

Now optimal probability of a node to be cluster head on the basis of residual energy can be 

calculated as: 

                                           (𝑃𝜔)𝑖 =  
𝑃𝑜𝑝𝑡 𝐸𝑖(𝑟)

(1+𝐴𝛼+𝐵𝛽)�̅�(𝑟)
                                                           (4.18) 

                                           (𝑃𝛽)𝑖 =  
(1+𝛽)𝑃𝑜𝑝𝑡 𝐸𝑖(𝑟)

(1+𝐴𝛼+𝐵𝛽)�̅�(𝑟)
                                                           (4.19) 

                                          (𝑃𝛼)𝑖 =  
(1+𝛼)𝑃𝑜𝑝𝑡 𝐸𝑖(𝑟)

(1+𝐴𝛼+𝐵𝛽)�̅�(𝑟)
                                                           (4.20) 

Here 𝐸𝑖(𝑟) is residual energy of  𝑖𝑡ℎ node in  𝑟𝑡ℎ round and �̅�(𝑟) is the average energy in 

the 𝑟𝑡ℎ round. 

Depending on the weighted probabilities the threshold values can be calculated as follows 

 

                                   𝑇𝜔 = {

𝑃𝜔

1−𝑃𝜔(1−𝑟 𝑚𝑜𝑑 
1

𝑃𝜔
)    
     𝑖𝑓 𝜔 𝜖 𝐺′′   

              0                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   

                                    (4.21) 
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                                   𝑇𝛽 = {

𝑃𝛽

1−𝑃𝛽(1−𝑟 𝑚𝑜𝑑 
1

𝑃𝛽
)    

     𝑖𝑓 𝛽 𝜖 𝐺′   

              0                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   

                                     (4.22) 

 

                                    𝑇𝛼 = {

𝑃𝛼

1−𝑃𝛼(1−𝑟 𝑚𝑜𝑑 
1

𝑃𝛼
)    
     𝑖𝑓 𝜔𝜖 𝐺   

              0                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   

                                     (4.23) 

 

Where G, G’ and G’’ are the sets of α, β, ω-nodes that have not been the cluster head in 

last epoch respectively. 

Each node generates a number in interval [0, 1] randomly. If this random number is less 

then corresponding threshold the node will become cluster head. Once the cluster head is 

selected, it broadcasts an advertisement message to all the nodes, a node that receives such 

message decides on the basis of received signal strength that to which cluster head it will 

associate for the current round.  

4.3.4.4 Data Transmission Techniques 

In this approach, we use two techniques for data transmission: 

a) Single-hop direct transmission 

b) Multi-hop transmission through cluster heads(CHs) 

In single hop transmission, a node n near the base station will directly send the data to base 

station if 

𝑑 𝑛 𝑡𝑜 𝐵𝑆   <  
𝑑0

𝑘′
⁄      and       Residual energy 𝐸𝑛(𝑟) ≥ 𝐸 ̅(𝑟) 
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Here 𝑑𝑛 𝑡𝑜 𝐵𝑆 is distance between 𝑛𝑡ℎ node and base station; 𝑘′ is a parameter, which is used 

to control the single hop transmissions; 𝐸𝑛(𝑟) is residual energy of  𝑛𝑡ℎ node in  𝑟𝑡ℎ  round; 

𝐸 ̅(𝑟) is average energy of whole network in  𝑟𝑡ℎ round. 

If the above two conditions do not satisfy simultaneously, the node will send data to cluster 

head for further processing. Each cluster head creates a schedule based on TDMA and 

nodes send data to their cluster head at their respective time slots as described in the 

schedule. We used Dijkastra’s shortest path algorithm to find the shortest route from a 

cluster head to base station through other cluster heads. For this, we have used the distance 

of nodes from each other and base station as weights.  

4.4  Simulation Results and Analysis 

For simulation, we assume a square network field of size 100m X 100m with 100 sensor 

nodes deployed uniformly in it. We assume that sink is at the centre of the field. 

Performance of proposed algorithm compared with LEACH and its popular variant 

LEACH-C. For the simulation of second proposed algorithm,the network field and number 

of sensors taken are same as in first but deployment is not uniform. 20m X 20m area 

centered at (50, 50) is normal-zone and the area of width 20m surrounding the normal zone 

is β-zone and β-sensors (b=no. of sensors) have been deployed in this zone randomly. 

Similarly, the remaining area of width 20m that surrounds the β-zone is α-zone and α-

sensors (a=no. of sensors) are deployed in the α-zone remaining ω-sensors are deployed 

randomly in whole network field. MATLAB is used for the simulation, using different 

values of α, β, A and B. Simulation parameters are shown in Table 4.1. 
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Table 4.1: Simulation Parameters 

 

Fig. 4.1, 4.2 and 4.3 shows the number of alive nodes in each round of LEACH, LEACH-

C and proposed protocol PSOBC for different positions of base station. Simulation results 

show a considerable improvement in lifetime of network.  

Description Parameter Value 

Initial energy of normal nodes 𝐸0 0.5 J 

No. of 𝛼 nodes as fraction of total 

nodes 
𝐴 0.1, 0.2 

No. of 𝛽 nodes as fraction of total 

nodes 
𝐵 0.1, 0.2 

Energy coefficient for  𝛼 nodes 𝛼 2 

Energy coefficient for  𝛽 nodes 𝛽 1, 1.5 

Data aggregation energy 𝐸𝐷𝐴 5 nJ/bit/signal 

Electronic circuitry energy 𝐸𝑒𝑙𝑒𝑐  50 nJ/bit 

Free space co-efficient 𝜀𝑓𝑠 10  pJ/bit/m2 

Multi-path co-efficient 𝜀𝑚𝑝  0.013 pJ/bit/m4 

Optimal percentage of CHs  𝑃𝑜𝑝𝑡  0.1 

Initial Energy of 𝛼 nodes 𝐸𝛼  E0 (1+α) 

Initial Energy of 𝛽 nodes 𝐸𝛽  E0 (1+ β ) 

Data packet size 𝑃𝑝𝑘𝑡 30 bytes 

Total no. of nodes 𝑁 100 
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Fig. 4.1: Alive Nodes per Round for BS position (50, 0) 

 

Fig. 4.2: Alive Nodes per Round for BS position (0, 50) 
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Fig. 4.3: Alive Nodes per Round for BS position (200, 200) 

 

Fig. 4.4: No. of Alive Nodes vs Round  
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HEED          A=0.1,a=2,b=1,B=0.1

LEACH        A=0.1,a=2,b=1,B=0.1

EEHCP       A=0.1,a=2,b=1,B=0.1

SEP            A=0.1,a=2,b=1,B=0.1



 

87 

 

 

Fig. 4.5: No. of CHs vs Round  

 

Fig. 4.6: No. of Alive Nodes vs Round  
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The above figures 4.4-4.6 shows a comparison of HEED, LEACH, SEP and EEHCP for 

different numbers and energy levels of α, β and ω nodes. In each case, EEHCP outperforms 

LEACH and SEP and HEED. 

4.5  Conclusion 

In this work, we proposed a PSO based solution to clustering problem in which a new 

operator is defined and used it with PSO algorithm to make it work with discrete search 

space. Simulation results show a considerable increment in Network lifetime as compared 

to LEACH and LEACH-C. In the second approach, hybrid cluster head selection 

mechanism applied which uses the heterogeneity in sensor node for an intelligent 

deployment of nodes in the network and the residual energy of nodes in particular data 

transmission round to weight the optimal probability of cluster head selection. The 

simulation result shows that proposed algorithm outperforms SEP, LEACH and HEED. It 

also prolongs the stability period and Network throughput.  
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CHAPTER 5                                     

DYNAMIC POSITIONING BASED 

AGGREGATION  

As the utility of WSNs is being realized, in hindsight the various challenges related to 

sensor networks are coming to the fore, one such issue is the dynamic deployment of the 

sensor nodes in a monitoring area. This chapter presents a modified artificial bee colony 

algorithm that is used to deploy the mobile sensors with the aim of increasing the coverage 

area of the network in turn reducing redundancy and improving the performance of the 

network.  

5.1 Introduction  

With considerable technical advancement being achieved in the field of 

electromagnetic theory and communication theory, wireless sensor networks (WSNs) are 

being increasingly used in diverse applications in research, business, and surveillance 

domains. The WSNs can be made up of homogenous sensors or heterogeneous sensors. 

WSNs constantly monitor the mission area detecting events of interest and processing the 

gathered information, which is then relayed up to the base station for further analysis. 

While deploying WSNs special consideration is given to the problem of coverage and 

energy usage, optimization of these problems are crucial for the lifetime of the network.  
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The positioning of sensors of a WSN directly influences resource management. A crucial 

issue faced in sensor resource management is that of determining the precise positions of 

the sensors in the mission area that reduces communication cost, overheads and has a high 

area coverage, as a result tackling the problem of dynamic deployment of WSNs becomes 

increasingly important. 

Researchers have extensively studied the problem and have proposed different 

approaches to tackling the problem. These problems fall into two broad categories namely 

static and dynamic deployment. In static deployment, the position of a sensor once fixed, 

it cannot be altered throughout the lifetime of the network. On the other hand dynamic 

deployment approaches are full-bodied in comparison to their static equivalent. In 

dynamic deployment, the sensors are mobile and hence have the ability to alter their 

positions if need arises like in the case of a node failure, in which case the topology of the 

network needs to be altered to compensate for the loss. The precise location where a sensor 

should be positioned can be determined either randomly or deterministically, but as it has 

been shown that the problem of dynamic node deployment is NP-Complete hence 

deterministic approaches are less preferred. 

5.2 Related Work 

The efficiency of a deployed wireless sensor network in accomplishing its aims is governed 

by how efficiently we can position the sensors of the network. The most intuitive approach 

for node deployment is random deployment that is easy to achieve but on another side, 

such deployments fail to satisfactorily achieve the objectives like maximizing area 

coverage, minimization of redundancy and communication cost, fault tolerance etc.  
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5.2.1 Dynamic Deployment of Sensor Network using Artificial Bee 

Colony Algorithm  

In ABC [60] algorithm authors mimics the foraging behavior of honeybees. The 

food sources in the ABC algorithm denote a solution in the search space. The fitness of a 

food source is determined by its nectar value. In ABC algorithm a colony of bees is used 

as the swarm, the swarm of bees is made up of three types of bees namely the employee 

bee, the onlooker bee and the scout bee. The bee that initially wanders in search of food is 

called the employee bee, the bees that wait in the dancing area to choose a food source that 

was previously found by an employee bee are called the onlooker bees, and lastly the bee 

that looks for new food sources to replace the abandoned food source is called the scout 

bee. 

In [120] authors were the first to use the ABC metaheuristic to direct the 

movements of sensors in a sensing field for maximizing coverage area. The authors used a 

sensor network that comprised of both static and mobile sensors. The authors used a food 

source of the ABC algorithm to represent a deployment sequence that has the positions of 

the sensors in the mission area and the coverage of the deployment that was calculated 

using equation 5.1 as its nectar value. The results showed that the ABC algorithm 

outperformed the PSO algorithm by generating a deployment sequence that covered more 

area.  
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Fig. 5.1: A food source of the ABC algorithm here Xi, Yi represents the Cartesian 

coordinates of the sensor Si 

 

Artificial Bee Colony algorithm [60] draws its inspiration from foraging behavior of 

honeybees. In a bee hive there are three types of bees, the first type is the explorer.The job 

of the explorer bee is to wander around the hive in search of food, once a food source is 

found the bee memorizes its path from the hive, it also factors in the distance to be travelled 

to reach this source ,the amount of nectar available, the  effort required to reach the food 

source etc. once a food source is found the then returns to its hive, where the second type 

of bee is waiting. The role of the second type of bees is to exploit the food sources found 

out by explorer bees. The explorer bees communicate with these bees and inform them 

about what they have found, the quality of available food sources are graded by these bees 

and then decide on to which food source to exploit. The area in the hive where these 

activities take place called dancing area. Each explorer bees moves around in a random 

fashion, a movement which the authors termed as “waggle dance”. It is generally noticed 

that the better quality of the food source the longer the explorer bee dances. Lastly, there 

is the third type of bees whose sole responsibility is to wander around in hunt of new 

unexplored food sources, which are to be used as replacement for those food sources that 

have been exhausted or due to external factors no longer remain as profitable as before. 

The authors classified the bees into three categories namely Employee bees, Onlooker bees 

and Scout bees. 
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 The employee bee carries out a local search around a found food sources in search 

of better food sources. The local search around a food source is modeled using equation 

5.1. 

 

                       𝑋𝑖𝑗 = 𝑌𝑖𝑗 + 𝜑 ∗ (𝑌𝑘𝑗 − 𝑌𝑖𝑗)                                                                      (5.1) 

 

Where    𝑋𝑖𝑗  is the new food source,  𝑌𝑖𝑗 is the current food source, “k” is a real number 

that is not equal to “i” and “φ” is uniformly distributed random number in the range (-1,1). 

The random number “k” determines the magnitude of the movement from the current 

position where as “φ” determines the axis of the coordinate systems along which the 

movement takes place. 

 Once a new food source is discovered around an existing food source, the quality of 

both sources is evaluated and a greedy selection is made between the two. The fitness of 

all food sources discovered is normalized in the range between 0 to 1, using equation 5.2. 

The “onlooker bee” is used for exploitation of found food sources as well as searching new 

sources. 

 

                   𝑃𝑖 =
𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖  

∑ 𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑗
𝑁𝑜.  𝑜𝑓 𝑓𝑜𝑜𝑑 𝑠𝑜𝑢𝑟𝑐𝑒𝑠
𝑗=1

                                                             (5.2) 
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5.3 Coverage calculation strategy and fitness calculation model 

5.3.1 Grid based coverage calculation strategy 

In our work, we have employed the grid-based coverage calculation strategy 

wherein instead of covering the entire area we try to cover as many gird points as possible. 

The fitness of a deployment is measured in terms of the number of such grid points covered. 

In this approach, the entire area was divided into square grids of equal size and the four 

endpoints of each of these grids were considered as grid points. The coverage is measured 

as the total number of such grid points covered by all the sensors divided by the total 

number of grid points in the mission area i.e. 

                         𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 = 
∑ Cjn
j=1

Total number of gird points
 𝑥 100%                                (5.3) 

                                           Where 𝐶𝑗  = number of grid points covered by sensor j. 

5.3.2  Sensor Detection Model 

There are two commonly used detection models for calculating the area coverage in 

wireless sensor networks namely the binary model and the probabilistic model. The binary 

model only cares about the detection range of the sensor and the Euclidian distance 

between the sensor and the point under consideration. It assumes that if the point to be 

sensed is within a sensor’s sensing radius then the sensor with absolute certainty is able to 

sense the point. The binary model is expressed as following: 

Consider there are 𝑚 sensors in the deployment scheme and each having a radius  𝑟  , if a 

sensor  𝑆𝑖  is positioned at a point, 𝑃(𝑎, 𝑏) and the Euclidian distance between  the sensor 
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𝑆𝑖  and a point 𝑋 be denoted by 𝐷(𝑆𝑖, 𝑋) .The binary model is mathematically expressed 

using equation 5.4 . 

                                𝐶𝑎𝑏 = {
  1, 𝐷(𝑆𝑖, 𝑋) < 𝑟

  
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                                          (5.4) 

 

The probabilistic model, on the other hand, states that the probability of detection of two 

points within the sensing radius of a sensor S is not always the same. The probabilistic 

model introduces a notion of uncertainty in the detection of a point if the Euclidian distance 

between the sensor and the point is greater than a distance denoted by 𝑟𝑒𝑓𝑓  . The model is 

expressed using the equation 5.5. 

 

               𝐶𝑎𝑏 =

{
 
 

 
 

0         𝑖𝑓 𝑟 + 𝑟𝑒𝑓𝑓 ≤ 𝐷(𝑆𝑖, 𝑋)

      𝑒
−𝛾1𝛼1

𝛽1

𝛼2 𝛽2
+𝛾2         𝑖𝑓  𝑟 − 𝑟𝑒𝑓𝑓 < 𝐷(𝑆𝑖, 𝑋) < 𝑟 + 𝑟𝑒𝑓𝑓

 
1         𝑖𝑓 𝐷(𝑆𝑖, 𝑋) ≤ 𝑟 − 𝑟𝑒𝑓𝑓

              (5.5) 

 

Here γ1, β1, β2 are measuring parameters, 𝛼1 = 𝑟𝑒𝑓𝑓 – 𝑟 +  𝐷 (𝑆𝑖, 𝑋)   

and 

 𝛼2 =  𝑟𝑒𝑓𝑓 + 𝑟 − 𝐷 (𝑆𝑖, 𝑋) and γ2 is the disturbing factor, 𝑟𝑒𝑓𝑓 is the detection uncertainty 

range. 

Here,we have adopted the probabilistic model of detection. If an area 𝑋𝑜𝑣𝑝 is covered by 

𝑘𝑜𝑣𝑝   sensors then a measure of the coverage is given by equation 5.6. 

    

              𝐶𝑎𝑏 (𝑋𝑜𝑣𝑝) = 1-∏ (1 − 𝐶𝑎𝑏(𝑆𝑖))𝑆𝑖∈𝑆𝑜𝑣𝑝
                                                      (5.6) 
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The fitness of a particular coverage can be calculated with respect to a coverage threshold 

(𝐶𝑡ℎ𝑟𝑒𝑠) as in equation 5.7. 

                                    𝐶𝑎𝑏 (𝑋𝑜𝑣𝑝)  >=  𝐶𝑡ℎ𝑟𝑒𝑠                                                                                             (5.7) 

5.4 Proposed work 

A potential area of improvement in the ABC is in its local search. The ABC algorithm 

uses the equation 5.1 for exploring around an existing solution (local search) and equation 

5.2 for calculating its normalized fitness value in the interval (0, 1). Both the employee bee 

as well as the onlooker bee use the same equations for finding new solutions. Researchers 

have studied the local search characteristic of the algorithm and have suggested multiple 

approaches for improving searching capability of the algorithm; their study exposed two 

areas where the local search falls short: 

 The undirected or haphazard search for new food sources around old food source 

and the way it balances exploration and exploitation. 

One approach suggested by researchers for overcoming the first shortcoming of the ABC 

is to modify the local search so that instead of randomly searching around an old solution, 

the search for new solutions be guided along the global best solution found till that instant. 

This approach derives its roots from another popular swarm intelligence meta heuristic 

called particle swarm optimization. In PSO while swarm of particles is exploring the 

solution space, each particle periodically recalibrates its movement as guided by two 

parameters namely 𝑝𝐵𝑒𝑠𝑡  and 𝑔𝐵𝑒𝑠𝑡. The particle factors in its own past best position 

and the position of the fittest particle in the swarm to adjust its velocity and position in the 

search space. 
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The local search of conventional ABC algorithm modified to take into consideration the 

current global best solution and try to search for new solution in its direction rather than 

randomly looking around the solution under consideration. The local search guided by 

global best is expressed by the following equation   

                                       𝑋𝑖𝑗 = 𝑌𝑖𝑗 + 𝜑 ∗ (𝑔𝐵𝑒𝑠𝑡𝑗 − 𝑌𝑖𝑗)                                              (5.8)  

 The results of their experiments using the modified local search in the canonical ABC 

algorithm. The global best guided local search expressed in equation 5.9. 

                                      𝑋𝑖𝑗 = 𝑔𝐵𝑒𝑠𝑡𝑗 + 𝜑 ∗ (𝑌𝑘𝑗 − 𝑌𝑖𝑗)                                               (5.9) 

Where, 𝑔𝐵𝑒𝑠𝑡𝑗    represents the 𝑗𝑡ℎ parameter of the global best solution found so far, 𝑌𝑘𝑗 

and 𝑌𝑖𝑗    represent the current solution under consideration and a randomly generated 

solution around the current solution respectively and φ is a random number ranging from  

-1 to 1. 

 The second shortcoming of the ABC is in the way it balances exploration and 

exploitation phase.  

The studies done in the past pointed out the fact that the local search of ABC favoured 

exploration to exploitation, which generally results in valuable domain knowledge 

gathered by the swarm of bees being thrown away. The solution to this problem is the use 

of variable length step size. 

In this work, we incorporated a memetic search [162] for balancing the exploration and 

exploitation. Memetic search internally uses the golden section search to determine the step 
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size. The golden section search cuts down the solution space in accordance to the fitness 

of the solutions by updating two parameters namely ‘a’ and ‘b’. it works as follows: 

while (abs(a-b) < ϵ) 

 FS1 = b – ( b - a ) * Ψ; 

 FS2 = a + ( b – a ) * Ψ; 

 if ( Obj(FS1) < Obj(FS2) ) 

  b = FS2; 

 else 

  a = FS1; 

The parameter Ψ, is a constant value and is called the golden ratio. The value of Ψ is 0.618. 

Obj (FS1) is the fitness of the solution generated by the objective function, Obj () with step 

size FS1.   Obj (FS2) is the fitness of the solution generated by the objective function, Obj () 

with step size FS2. ϵ is a constant, which defines the ending point of the algorithm, the value 

of ϵ, is 0.01. 

The memetic search introduces a new parameter called the “perturbation rate’ which 

controls the modification of 𝑖𝑡ℎdimension of the newly generated solution. To summarize, 

the proposed hybrid local search contains the following computations. 

Pseudo code for hybrid local search 

For a given food source  𝑌𝑖𝑗 , generate new solutions namely, 

  𝑈𝑖𝑗 using the local search of conventional ABC algorithm using equation 5.1 

  𝑉𝑖𝑗 using the guided best search using equation 5.9 

  𝑊𝑖𝑗   using memetic search  

Make a greedy selection between 𝑈𝑖𝑗, 𝑉𝑖𝑗, 𝑊𝑖𝑗 based on their fitness value. 
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                 𝑋𝑖𝑗 = max(𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑈𝑖𝑗), 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑉𝑖𝑗), 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑊𝑖𝑗))   

Another possible scope for improvement in the functioning of ABC algorithm is to use the 

fittest food sources food to generate new food sources. The ABC algorithm relies on a 

random search that is based on selecting a random food source and a random dimension 

for new food sources and hence does not make use of the fittest solutions that have already 

been discovered. A crossover operator similar to the one used in Genetic Algorithm (GA) 

has been incorporated before send scout bee phase in ABC. The genotypes for the crossover 

operator is the food source as shown in Fig. 5.1. For the crossover operator, a population 

of size equal half of number of food sources is generated using tournament selection.  

For generating the population, we sorted the food sources (let say there were ‘F’ food 

sources in total) in decreasing order, in accordance to their fitness values and then we 

selected 3 random food sources out of them and included the fittest food source amongst 

the three, in the population. Once the population was created, a fixed amount of food 

sources selected from the median of the sorted food sources for replacement using 

crossover. The number of food sources selected for replacement is the product of crossover 

probability and the number of food sources. 

For each of the selected food source pick two parents randomly from the population 

and after generating two random crossover points we crossed the two parents to produce 

two new solutions (food sources) as shown in Fig. 5.2. The selected food source is then 

replaced by the best among the two newly created food sources and itself.  
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             Parent chromosomes 
 

18.72 33.47 78.62 54.09 38.26 27.83 68.31 
 

42.90 85.36 19.25 49.22 50.00 63.67 90.10 

                                       Crossover pts 
 

 

18.72 33.47 19.25 49.22 50.00 27.83 68.31 
 

42.90 85.36 78.62 54.09 38.26 63.67 90.10 

               Child chromosomes 

Fig. 5.2: Two-point crossover 

 

Pseudo code for dynamic node deployment using proposed algorithm 

1. Initialize the Control Parameters of the ABC Algorithm: initialize the number of 

food sources, number of bees = colony size/2, limit etc., randomly generate the 

positions of the sensor nodes, perturbation rate = 0.4, ϵ = 0.01, set the 

crossover_probability = 20%.  

2. Set Iteration = 0 

Initialize the food source positions. 

Evaluate the nectar amount (fitness) of food sources. 

3. Repeat Until (cycle is not equal to MAXCYCLE)  

for each employee bee do 

a)    Search the neighbourhood of the food source for new solutions using hybrid 

local search 

a) Check if  𝑋𝑖𝑗   is within the bounds of the monitoring area. 

b) Evaluate the fitness of the new food source using equation 5.6. 

c)  Make a greedy selection between old solution and the new solution. 

4. Compute the probability  𝑃𝑟𝑜𝑏𝑖  of the solution using equation  

                                       𝑃𝑟𝑜𝑏𝑖   =  
0.9∗𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖

𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑏𝑒𝑠𝑡
 + 0.1                                                                 

5. For each onlooker bee do 
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        a) Generate a random number r ϵ (0, 1) and select a food source depending on the 

value of   𝑃𝑟𝑜𝑏𝑖 and r. 

        b) Look for a new food source in the neighbourhood using hybrid local search 

        c) Check if the new solution is within the bounds of the area 

        d) Evaluate the fitness of the new food source using equation 5.6. 

        e) Make a greedy selection between the old solution and the new solution. 

6. Select a fixed number of food sources (N) for replacement using the formula 

                𝑁 =  𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟_ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ∗  𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑜𝑜𝑑 𝑠𝑜𝑢𝑟𝑐𝑒𝑠 

a) Generate the mating pool for crossover operation using tournament selection. 

     b)   For each selected food source do 

          i)  Make a random selection of two food sources that will serve as parent 

genotype. 

          ii) Generate two random crossover points and swap genes as in Fig. 5.2 

         iii) Make a three-way greedy selection amongst the selected food source and 

the two newly created food sources as a candidate for replacing the selected 

food source. 

7. Iterate through the trial array of food sources 

     if (the trials for a food source is greater than max trials)  

       a) Replace the food source with a randomly generated food source. 

       b) Set trial = 0. 

8. Memorize the best solution found so far. 

9. cycle = cycle +1. 

 

5.5 Experimental Setup and Result Analysis 

The experimental setup is as follows, we modeled a sensor network with 45 mobile sensors. 

Each sensor has a sensing radius of 7m, the detection error  𝑟𝑒𝑓𝑓  is 3.5m, the monitoring 
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region is a square area of 10000m2, the value of the parameters of the probabilistic model 

are as follows: γ1=1, γ2=0, β1=1, β2=0.5,Cthres = 0.9. The crossover probability is 0.2 and 

the tournament population size is 20. The colony size is 80 and the number of food sources 

is 40. The scenario of a random deployment of sensors is run 29 times with each run having 

1000 cycles. 

For comparing the performance of the proposed algorithm with the ABC, in each 

iteration we generated random food sources that served as input for both the algorithms. 

Both algorithms worked on the same input set and produced results in the form of a 1x2S 

matrix, where ‘S’ is the number of sensors as shown in Fig. 5.1. 

 

The Fig. 5.3 shows the initial random deployment of sensors. The grid points are denoted 

in blue colour. The area was divided into squares of 5x5 dimensions, resulting in a total of 

441 grid points, in the figure however, 121 gird points (end points of squares of 10x10 

dimensions) are shown rather than 441 for the sake of improved visibility. The points 

marked in red are the center points of the sensors whose sensing radius is pictorially 

represented by a circle. 

5.5.1 Performance Metric 

The “Maxcycles” is the parameter, which is used as metric for evaluation of the proposed 

algorithm and ABC algorithm. This parameter denotes the stipulated number of trials that 

the algorithm carries out for finding better solutions starting from a randomly generated 

solution that was fed to it as an input. 
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Fig. 5.3:    Initial deployment sequence 

 

 

 

 

Fig. 5.4: Best deployment sequence with conventional ABC 

 

Fig. 5.4 shows the best deployment returned by the ABC algorithm starting with the 

deployment in fig.5.3 as input, the coverage of this deployment is 84.58%. The fig. 5.5 

shows the best deployment of the proposed algorithm, the coverage of this deployment is 



 

104 

 

89.79 %. The fig. 5.6 – 5.9 shows the best deployment sequence found by ABC at various 

cycles. The deployment at 50th, 100th, 500th and 1000th cycle is shown in figures 5.6, 5.7, 

5.8 and 5.9 respectively.  

 

Fig. 5.5: Best deployment sequence of proposed algorithm 

 

 

 

Fig. 5.6:  Best deployment sequence by ABC at 50th cycle 
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Fig. 5.7:  Best deployment sequence by ABC at 100th cycle 

 

 

 

 

 
 

 

Fig. 5.8: Best deployment sequence by ABC at 500th cycle 
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Fig. 5.9:  Best deployment sequence by ABC at 1000th cycle 

 

 

 
 

 

Fig. 5.10: Best deployment sequence by the proposed algorithm at 50th cycle 
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Fig. 5.11: Best deployment sequence by the proposed algorithm at 100th cycle 

 

 

 
 

Fig. 5.12: Best deployment sequence by the proposed algorithm at 500th cycle 
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Fig. 5.13: Best deployment sequence by the proposed algorithm at 1000th cycle 

 

The figures 5.10 - 5.13 show the best deployment sequence found by our proposed 

algorithm at various cycles. The deployment at 50th, 100th, 500th and 1000th cycle is shown 

in figures 5.10, 5.11, 5.12 and 5.13 respectively.  

 

Fig. 5.14: Comparison of ABC and Proposed (Modified-ABC) 
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Fig. 5.14 shows the execution of artificial bee colony algorithm (ABC) and our proposed 

algorithm i.e. Modified ABC (M_ABC). The mean coverage of ABC for this experimental 

setup was 83.58% whereas as that of our proposed algorithm was 88.84%. 

 5.6 Conclusion  

In this chapter, we have demonstrated an ABC based technique for dynamic positioning of 

sensor network. We addressed two deficiencies of the conventional ABC algorithm using 

a hybrid local search and a crossover operator. The results showed that the proposed 

algorithm outperformed the ABC algorithm by finding positioning sequences having 

higher coverage area hence minimizing redundancy.  

 

Published work related to this chapter: 

Rajesh K. Yadav, Daya Gupta and D.K. Lobiyal, "Dynamic Positioning of mobile 

sensors using Modified Artificial Bee Colony Algorithm in a Wireless Sensor 

Networks," International Journal of Control Theory and Applications, Vol. 10, No. 

18, pp. 167-176,2017.  [Scopus Indexed]. 
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CHAPTER 6                                     

ROUTING BASED IN-NETWORK DATA 

AGGREGATION  

Data aggregation is important in energy constraint mobile wireless sensor networks 

(MWSNs) which can make use of the energy of the sensor nodes efficiently and reduce the 

traffic in the network. Components of in-network aggregation include: routing protocols, 

aggregating functions and ways of representing the data. This chapter focused on a routing 

approach which exploits the principles of swarm intelligence inherent in ant colony 

optimization (ACO) for routing and the goodness of a path is evaluated by a set of fuzzy 

rules. 

6.1  Introduction 

Many applications of WSNs have stationary nodes and many others have mobile 

sensor nodes include live stock breeding and migration pattern tracking where sensor nodes 

are attached to animals, sensors are attached to patients to monitor their vital parameters 

and sensors are attached to unmanned aerial vehicles for surveillance or environmental 

monitoring.In all these applications the movement of the node is arbitrary just like in 

MANETs (Mobile Adhoc Networks). As there is no fixed infrastructure between wireless 

sensor networks for communication, routing becomes an issue in large number of sensor 

nodes deployed along with other challenges of these networks. In Mobile Wireless sensor 
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network applications, AODV is the most suitable routing protocol due to its advantages of 

quickly adapting to dynamic link conditions, its requirement of low memory and 

processing overhead [143, 150]. 

 Ant colonies, and more generally social insect societies, are distributed systems that, in 

spite of the simplicity of their individuals, present a highly structured social organization. 

Because of this organization, ant colonies can accomplish complex tasks that in some cases 

far exceed the individual capabilities of a single ant. The ant colony optimization is one of 

the most successfully proven swarm intelligence. It has been successfully applied in many 

difficult discrete optimization problems such as the traveling salesman problem [61, 153]. 

Fuzzy logic consists of a decision system approach, which works similarly to the human 

control logic. It provides a simple method to reach a conclusion from imprecise, vague, or 

ambiguous input information [151]. 

6.2  Related Work 

Recently many researchers have been attempting to address this problem. Being 

attentive to structural constraints that have mobile wireless sensor networks such as sensor 

limitation energy, developing efficient algorithms for routing seems necessary [137, 152, 

144]. In [140] authors proposed a novel routing approach using an ant colony optimization 

algorithm which uses artificial ants. Each ant chooses the next hop, moreover, the 

pheromone concentration amount attends to the node’s remaining energy by this method, 

the ant selects a node with longer lifetime. 
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6.3  Proposed Work 

The proposed routing approach is hybrid in nature and employs artificial ant routing 

packets for updating routing tables, which store pheromone values indicating the 

“goodness” of paths. When a source node needs to send data packets to a destination node 

(Sink node), but it has no routing information for the same, reactive ants are broadcasted 

from it towards the sink node. Broadcasting implies that the ants perform a breadth-first 

search from the source node towards the destination. All nodes except the destination (Sink 

node), drop duplicate ants based on sequence numbers. This allows multiple paths to be set 

up between the source and the destination, each being the shortest path between them for 

the given neighbor of destination present in the path, by virtue of breadth-first search.  

Once the ants reach the destination, they are sent back towards the source retracing their 

paths to update the routing table entries by “depositing” pheromone values on the links 

between nodes. In general, when a path is used for routing packets, it will go down when 

any of the nodes in it run out of energy. Hence paths having comparatively low energy 

values of their nodes should be avoided. In order to evaluate the lifetime of a path, we 

consider the node in it having the minimum remaining energy among all the nodes in the 

path, for it is the most likely to go down first and break the path. In order to be energy 

efficient and hence prolong the lifetime of the network, lower pheromone values deposited 

on paths having lower values of energy of their minimum energy nodes, other factors 

remain same. Once the source node has established a path towards the destination, it 

proactively sends out ant packets, which follow the stored pheromone values to search for 

new paths and maintain existing ones. 
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6.3.1 Data Structures at each node 

A number of data structures are maintained at each node. These are required for 

neighborhood maintenance, generation of proactive ants, and routing of packets. The 

routing information of a node  𝑖  is represented in a pheromone table 𝑇𝑖. 

Table 6.1: Structure of Pheromone Table  

Neighbour Destination Pheromone value 

n d ph_value 

Each entry, 𝑇𝑖𝑛𝑑 𝜖 𝑅 represents the pheromone value for a (Neighbour = n, Destination = 

d) pair, which represents the pheromone value on the link from node 𝑖 to its neighbour 𝑛 for 

routing packets to the destination d. Higher pheromone values indicate better path quality 

in terms of number of hops and path stability . 

Neighbour table of a node i, 𝑁𝑖 maintains all its current neighbours in the network. This is 

done via periodic broadcasts of Hello packets. This allows a node to maintain a 1-hop path 

to its neighbours in the pheromone Table 6.1. 

Table 6.2: Structure of Neighbour Table 

Neighbour Expiry Time 

n t 

Also associated with each neighbour node n, is an expiry time value-indicating till when 

the link between nodes i and n is assumed to be up. On receiving Hello Packet from node 

n, the expiry time for the link between nodes 𝑖 and 𝑛 is updated to a future value. Node 

𝑖 also periodically checks its neighbour table and removes entries whose expiry time is less 

than the current time. 
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The active destination table at a node i, 𝐷𝑖  maintains a list of all the destinations for a node 

i. This table is used to randomly select a destination to which Proactive Ants are sent for 

discovering new paths and/or maintaining existing ones. The sequence number cache at a 

node i, 𝐶 𝑖  acts as a look-up to avoid repeated broadcasting of the same generation of ants. 

Its structure is as follows:  

Table 6.3: Structure of Sequence Number Cache  

Source Destination Sequence Number 

s d seq_num 

 

Each entry, 𝐶𝑖𝑠𝑑 represents the sequence number for a (Source = s, Destination = d) pair, 

which represents the highest sequence number of a Forward Ant packet received by node 

i which are sent over the network by source node s for destination node d. On receiving a 

forward ant packet sent by source node s for destination node d, node i looks up 𝐶𝑖𝑠𝑑 and 

will only process the packet if it has a higher sequence number than the stored value and 

otherwise discards it. 

6.3.2 Neighbourhood maintenance using hello packets 

During the course of a communication session, a source node performs proactive path 

maintenance and exploration. It takes proactive actions to update the information about the 

currently used paths to the destination and tries to find new and better ones when possible. 

An important role in this process is played by hello packets. Hello Packets are short 

messages broadcast every Thello seconds by all nodes. In proposed protocol Thello  set to 1 

second. 
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Hello, messages are used in many existing protocols to allow nodes to detect which are 

their immediate neighbours. When a node i receives a hello message from a new node n, it 

can assume that n is its neighbour. After that, i expect to receive a hello message from n 

every Thello seconds. After missing a certain number of expected hello packets i assume 

that n has moved away, and no longer considers it a neighbour. Here a node i allowed to 

miss a maximum of 2 hello packets from any of its current neighbours before erasing it 

from its neighbour table.  

 

 
 

Fig. 6.1: Hello packets for neighbourhood maintenance 

 

Here a node S is sending hello packets to its neighbour nodes. Therefore, S is listed in the 

neighbour table of the other nodes. Similarly, the four nodes in turn send hello packets in 

S, so S lists them in its neighbour table. 

6.3.3 Ant Routing Packets 

 

To update pheromone tables in proposed approach employs routing packets whose 

behaviour is modeled on the lines of ants exploring paths to a food source from their nest. 

Ants can be either forward or backward ants depending on whether they are traveling from 
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a source to a destination node, or from a destination to a source node. They can be either 

reactive or proactive depending on whether they were sent out reactively or proactively. 

Hence there are 4 types of routing packets, namely Reactive Forward Ants (REFA), 

Reactive Backward Ants (REBA), Proactive Forward Ants (PRFA) and Proactive 

backward Ants (PRBA). 

6.3.4 Reactive Forward Ant (REFA) 

When a source node s starts a communication session with a destination node d, and it does 

not have routing information for d available, it broadcasts a REFA packet. The task of these 

ants is to discover a path to the destination node. At each node, the REFA is either unicasted 

or broadcasted, according to whether or not the current node has routing information for d. 

For getting the routing information the pheromone table is consulted. If routing information 

is available in the pheromone table, the ant chooses its next hop n for destination d with 

the probability 𝑃𝑛𝑑: 

                                 𝑃𝑛𝑑 = 
𝑇𝑛𝑑
𝑖

∑ 𝑇𝑛𝑑
𝑖

𝑗𝜖𝑁𝑖
                                                                              (6.1) 

To avoid repeated broadcasting of the same generation of ants, each forward ant carries a 

sequence number, and it is processed by a node only if the receiving node has not a seen 

higher sequence number forward ant for the source and destination pair. To assign 

sequence numbers to a packet, each node maintains a counter initially set to zero. Whenever 

a sequence number needs to be assigned to a routing packet, the sequence number of the 

packet is set to the current value of the counter and the counter is then incremented by one. 

The REFA also keeps a list of nodes it has visited in its “memory” to be able to backtrack 
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to the source node in case it reaches the destination node. Upon arrival at the destination d, 

it is converted into a backward ant, which travels back to the source retracing the path 

stored in its memory. A REFA packet carries a number of fields that store information for 

routing the packet. The fields present in a REFA packet are summarized in the following 

Table 6.4: 

 

Table 6.4: Fields in a REFA Packet 

S. No. Field Name Purpose 

1. Ant Direction Specifies whether the ant is a forward or a backward ant. It is 

set to “Forward” for a REFA packet 

2. Ant Type Specifies whether the ant is a reactive or proactive ant packet. 

It is set to “Reactive” for a REFA 

3. Sequence 

Number 

Specifies sequence number of the REFA packet 

4. Source Specifies the address of the node which originated the REFA 

packet 

5. Destination Specifies the address of the node to which the source node 

wants to discover a path 

6. Memory Size Specifies number of entries in the memory of the REFA 

packet 

7. Memory It is a list which stores address of nodes visited by the REFA 

packet 

6.3.5 Reactive Backward Ant (REBA) 

Upon arrival at the destination d, it the REFA packet converted into a REBA packet, which 

travels back to the source retracing the path stored in its memory. Its aim is to deposit 

pheromone on the links it has travelled which reflect the “goodness” of the path it is 

travelled to reach the destination such that better quality paths have higher pheromone 

values that poorer ones. To do so, after having arrived at an intermediate node i, the REBA 

calculates the number of hops between node i and the destination, and the minimum energy 

of the path (energy of node having minimum value of energy on that path) between node i 
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and the destination. Both these values are used to update the pheromone table entry for 

node i. The update rule is a fuzzy function, which takes the number of hops and the value 

of minimum energy as an input and as an output that represents the pheromone update 

value for that link.  

The value of 𝑇𝑖𝑛𝑑 i.e. the pheromone value on the link from node i to its neighbour n for 

routing packets to the destination 𝑑 is updated as follows: 

     𝑇𝑛𝑑
𝑖 = 𝛼 ∗ 𝑇𝑛𝑑

𝑖 + (1 − 𝛼) ∗ 𝜏𝑛𝑑 
𝑖 ,           α ϵ [0, 1]                               (6.2) 

                            Where,  𝜏𝑛𝑑
𝑖 =  𝐹𝑢𝑧𝑧𝑦(𝑁𝑖

𝑑 , 𝐸𝑖
𝑑)                                                      (6.3)   

𝑁𝑖
𝑑

 = number of hops travelled from i to d and is defined recursively as follows assuming 

that the REBA arrives at node i+1 from node i 

𝑁𝑖+1
𝑑 = 𝑁𝑖

𝑑  + 1                                                            (6.4) 

                                                                𝑁𝑑
𝑑 = 0                                                                             (6.5) 

𝐸𝑖
𝑑  = minimum energy of intermediate node in the path from node i to d and is defined 

recursively as follows assuming that the REBA arrives at node i+1 from node i 

                         𝐸𝑖+1
𝑑 = 𝑚𝑖𝑛(𝐸𝑖

𝑑, 𝑒𝑖+1)                                                                           (6.6) 

                         𝐸𝑖+1
𝑑 = 𝑒𝑑                                                                                             (6.7) 

Here 𝑒𝑖 represents the energy of a node i.  

After backtracking along the sequence of nodes listed in its memory, the REBA packet will 

eventually reach the source node and update its pheromone table entries for the destination 

node. The source node now has routing information available for the destination node. 
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Since multiple paths may be discovered by the REFA packets, the source node 

stochastically selects one among multiple next hops for the data packet. The source node 

now generates a next hop from its pheromone table in a manner similar to the case when a 

REFA packet is unicasted, which is given by equation 6.1. Therefore, in effect there are 

multiple paths set up between the source and the destination node, which makes the 

proposed protocol a multipath routing protocol. A REBA packet carries a number of fields, 

which store information for routing the packet. The fields present in a REBA packet are 

summarized in Table 6.5: 

 

Table 6.5: Fields in a REBA Packet 

S. No. Field Name Purpose 

1. Ant Direction Specifies whether the ant is a forward or a backward ant. It 

is set to “Backward” for a REBA packet 

2. Ant Type Specifies whether the ant is a reactive or proactive ant 

packet. It is set to “Reactive” for a REBA 

3. Source Specifies the address of the node which originated the REFA 

packet corresponding to the REBA packet 

4. Destination Specifies the address of the node to which the source node 

wants to discover a path 

5. Memory Size Specifies number of entries in the memory of the REBA 

packet 

6. Memory It is a list which stores address of nodes which need to be 

visited by the REBA packet to backtrack to the source node 

7. Hop Count Specifies the number of hops visited by the REBA packet. 

8. Minimum 

Energy 

Specifies the energy of the node having the minimum energy 

among the nodes visited by the REBA packet 
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6.3.6 Use of Fuzzy Logic for Pheromone Update 

In the proposed protocol, fuzzy logic is used for updating the pheromone value of the links. 

This pheromone value is determined by a combination of two input fuzzy variables:  

1. Number of hops: This is the number of intermediate nodes between the current node 

(node i) and the destination node (node d). Lesser number of hops gives a better path. 

2. Minimum Energy: This is the remaining energy of the intermediate node having the 

minimum value of energy on the path between node i and destination d. A higher energy 

value corresponds to a more stable link and vice-versa. 

The fuzzy variables, namely Pheromone Update, Number of hops and Minimum energy 

are defined as having linguistic values, low, moderate and high corresponding to low, 

moderate and high values, respectively of the corresponding variables and are defined by 

the following set of equations 

Equation for the LOW region: 

                  𝑌 = {

  1                       , 0 <  𝑥 < 𝑎

 
𝑏−𝑥

𝑏−𝑎
                    , 𝑎 ≤  𝑥 < 𝑏

            0                        , 𝑥 ≥ 𝑏                   

                                               (6.8) 

Equation for the MODERATE region: 

                     𝑌 = {

            0             , 𝑥 < 𝑐 𝑎𝑛𝑑 𝑥 > 𝑒
𝑥−𝑐

𝑑−𝑐
           , 𝑐 ≤  𝑥 ≤ 𝑑

𝑒−𝑥

𝑒−𝑑
           , 𝑑 <  𝑥 ≤ 𝑒

                                                   (6.9) 

Equation for the HIGH region: 

                  𝑌 =  {

0                    , 0 <  𝑥 < 𝑓
𝑥−𝑓

𝑔−𝑓
                , 𝑓 ≤  𝑥 < 𝑔

         1                      , 𝑥 ≥ 𝑔                   

                                               (6.10) 
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The values of variables from a to g are as follows: 

Table 6.6: Value of Graph Parameters for Fuzzy Variables 

 a b c d e f g 

Number of hops 1 3 2 4 6 5 7 

Minimum Energy 0.0 3.0 2.0 5.0 8.0 7.0 9.0 

Pheromone Update 0.0 0.35 0.25 0.5 0.75 0.65 1.0 

 

Fig. 6.2: Membership function for Number of hops 

 

A path with lesser number of hops tends to increase the duration between the time the 

source sends a packet and the destination receives it. Therefore, other factors remain same, 

paths with smaller hop count should be preferred to improve the performance of the routing 

protocol. 

In Fig. 6.2, the blue region represents the lower values of number of hops. A link 

with lower number of hops will have a higher value of pheromone update. The orange 

region represents the moderate values of number of hops. A link with moderate value of 

number of hops will have a moderate value of pheromone update. 
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The grey region represents the higher values of number of hops. A link with high value of 

number of hops will have a low value of pheromone update. 

 

Fig. 6.3: Membership function for minimum energy 

 

A path with greater value of minimum energy of intermediate nodes present in the path is 

less likely to go down earlier than a path with a smaller value for the minimum, energy of 

intermediate nodes along it. Therefore, other factors remaining same paths with greater 

value of minimum energy of intermediate nodes present in the path should be preferred to 

improve the performance of the routing protocol. 

In Fig. 6.3, the blue region represents the lower values of minimum energy. A link 

with lower value of minimum energy will have a lower value of pheromone update due to 

low link stability. The orange region represents the moderate values of minimum energy. 

A link with moderate value of minimum energy will have a moderate value of pheromone 
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update. The grey region represents the higher values of minimum energy. A link with high 

value of minimum energy will have a higher value of pheromone update. 

The rules to calculate the value of pheromone update are as follows: 

1. If number of hops are high AND minimum energy is low  

             THEN pheromone update is low. 

   OR 

2.  If number of hops are moderate AND minimum energy is moderate  

              THEN pheromone update is moderate. 

   OR 

3. If number of hops are low AND minimum energy is high  

             THEN pheromone update is high.  

 

Fig. 6.4: Membership function for Pheromone Update 

6.3.7 Proactive Forward Ant (PRFA) 

Each node, which is the source of a communication session periodically, sends proactive 

forward ants in search of better paths than the current best path. The destinations for which 
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PRFAs are to be sent is selected randomly from the active destination table, 𝐷𝑖 of a node 

i. Proactive forward ants are unicasted towards the destination, using the same probabilistic 

routing rule as reactive forward ants.  

 

Table 6.7: Fields in a PRFA Packet 

S. No. Field Name Purpose 

1. Ant Direction Specifies whether the ant is a forward or a backward 

ant. It is set to “Forward” for a PRFA packet 

2. Ant Type Specifies whether the ant is a reactive or proactive ant 

packet. It is set to “Proactive” for a PRFA 

3. Sequence Number Specifies sequence number of the PRFA packet 

4. Source Specifies the address of the node which originated the 

PRFA packet 

5. Destination Specifies the address of the node to which the source 

node wants to discover a path 

6. Memory Size Specifies number of entries in the memory of the 

PRFA packet 

7. Memory It is a list which stores address of nodes visited by the 

PRFA packet 

 

Unlike reactive ants, proactive ants are never broadcasted, and when they arrive at a node 

where there is no pheromone available they are just discarded. The main function of these 

proactive forward ants is to find paths to the destination other than the path currently being 

used so that if the link goes down or path becomes non-existent routing can still take place 

without the need of sending reactive ants from the source node. The fields present in a 

PRFA packet are summarized in Table 6.7. 
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6.3.8 Proactive Backward Ant (PRBA) 

When a proactive ant arrives at the destination, a backward ant identical to the ones used 

during the reactive path setup is sent back to the source. This way, promising paths other 

than the current path can be found. This increases the number of paths available for data 

routing, which grows to a full mesh, and allows the algorithm to exploit new routing 

opportunities in the ever-changing topology. The rules for updating pheromone table by 

PRBA packets are the same as those used for updating pheromone table by REBA packets. 

The fields present in a PRBA packet are summarized in the following table: 

Table 6.8: Fields in a PRBA Packet 

S. No. Field Name Purpose 

1. Ant Direction Specifies whether the ant is a forward or a backward ant. 

It is set to “Backward” for a PRBA packet 

2. Ant Type Specifies whether the ant is a reactive or proactive ant 

packet. It is set to “Proactive” for a PRBA 

3. Source Specifies the address of the node which originated the 

PRFA packet corresponding to the PRBA packet 

4. Destination Specifies the address of the node to which the source 

node wants to discover a path 

5. Memory Size Specifies number of entries in the memory of the PRBA 

packet 

6. Memory It is a list which stores address of nodes which need to 

be visited by the PRBA packet to backtrack to the source 

node 

7. Hop Count Specifies the number of hops visited by the PRBA 

packet. 

8. Minimum 

Energy 

Specifies the energy of the node having the minimum 

energy among the nodes visited by the PRBA packet 
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6.3.9 Procedural description of the protocol 

6.3.9.1 Procedure ForwardDataPacket: Called when source node s needs to send data  

packets to  destination node d 

 

1.   if (routing information for d exists) then 

           Randomly generate next hop from pheromone table according to 

pheromone         

           values and forward packet 

                       else 

            Create new REFA 

            REFA.source ← s 

            REFA.destination ← d 

            REFA.sequenceNumber ← counter++ 

            REFA.memory[0] ← s; 

            REFA.memsize ← 1; 

            Broadcast REFA 

6.3.9.2 Procedure ReceiveREFA: Called when a node i receives a REFA 

1. s  ←REFA.source 

2. d ←REFA.destination 

3. seq_num = REFA.sequenceNumber 

4. if ( i!=d ^ 𝐶𝑖𝑠𝑑 ≥ seq_num) then 

              drop REFA and return 

5. 𝐶𝑖𝑠𝑑 ← seq_num 
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6. REFA.memory[REFA.memsize++] ← i; 

7. if (the node i is not the destination d) then 

                  if (routing information for d exists) then 

            Randomly generate next hop from pheromone table according to    

            pheromone values  and forward packet 

                 else 

            Broadcast REFA 

                       else 

            Convert REFA to REBA and set following initial values: 

                                         REBA.hop_count ← 0 

                                         REBA.min_energy ← ∞  

            Unicast REBA backwards to node  

            REBA.memory[REBA.memsize-2] 

6.3.9.3 Procedure Receive REBA: Called when a node i receives a REBA 

1. s ← REBA.source 

2. d ← REBA.destination 

3. n ← REBA.memory[REBA.memsize-1] 

4. REBA.memsize ← REBA.memsize -1 

5. REBA.hop_count ← REBA.hop_count + 1 

6. REBA.min_energy ← min(REBA.min_energy, energy of current 

node) 

7. 𝑁𝑑
𝑖  ← REBA.hop_count 

8. 𝐸𝑑𝑖 ← REBA.min_energy 
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9. Compute pheromone update,  𝜏𝑛𝑑
𝑖 =  𝐹𝑢𝑧𝑧𝑦(𝑁𝑖

𝑑 , 𝐸𝑖
𝑑)  

10. Update pheromone table, Tnd
i  ←  α ∗ Tnd

i + (1 − α) ∗ τnd
i  

11. if (the node i is same as source node s) then 

            drop REBA 

                         else 

            Unicast REBA backwards to node  

            REBA.memory[REBA.memsize-2] 

6.3.9.4 Procedure Send PRFA: Called when a node i needs to send PRFA 

 

1. if (Active Destination Table of node i, 𝐷𝑖 is empty) then 

         return 

                        else 

           d ← randomly select destination from 𝐷𝑖 

2. PRFA.source ← i 

3. PRFA.destination ← d 

4. PRFA.sequenceNumber ← counter++ 

5. PRFA.memory[0] ← s; 

6. PRFA.memsize ←1; 

7. if (routing information for d exists) then 

         Randomly generate next hop from pheromone table according to     

         pheromone values and forward PRFA 

                     else 

         Broadcast PRFA 

6.3.9.5 Procedure Receive PRFA: Called when a node i receives a PRFA 
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1.  s ←PRFA.source 

2. d ← PRFA.destination 

3. seq_num = REFA.sequenceNumber 

4. if ( 𝐶𝑖𝑠𝑑  ≥ seq_num) then 

              drop PRFA and return 

5.  𝐶𝑖𝑠𝑑  ← seq_num 

6. PRFA.memory[PRFA.memsize++] ← i; 

7. if (the node i is not the destination) then 

                 if (routing information for d exists) then 

            Randomly generate next hop from pheromone table according to                             

            pheromone values    

            and forward packet 

                 else 

            drop PRFA 

                       else 

            Convert PRFA to PRBA and set following initial values: 

                                    PRBA.hop_count ← 0 

                                    PRBA.min_energy ←∞  

            Unicast PRBA b 

6.3.9.6 Procedure Receive PRBA: Called when a node i receives a PRBA 

1. s ←PRBA. source 

2. d ←PRBA.destination 

3. n ← PRBA.memory[PRBA.memsize-1] 
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4. PRBA.memsize ← PRBA.memsize -1 

5. PRBA.hop_count ← PRBA.hop_count + 1 

6. PRBA.min_energy ← min(PRBA.min_energy, energy of current 

node) 

7. 𝑁𝑑
𝑖  ← PRBA.hop_count 

8. 𝐸𝑑𝑖 ← PRBA.min_energy 

9. Compute pheromone update,  𝜏𝑛𝑑
𝑖 =  𝐹𝑢𝑧𝑧𝑦(𝑁𝑖

𝑑 , 𝐸𝑖
𝑑)  

10. Update pheromone table, Tnd
i ← α ∗ Tnd

i + (1 − α) ∗ τnd
i  

11. if (the node i is same as source node s) then 

         drop PRBA 

                    else 

         Unicast PRBA backwards to node PRBA.memory[PRBA.memsize-2] 

6.4  Simulation Results and Analysis 

The Performance of proposed protocol is evaluated by Network Simulator 2(NS2) .In this 

simulation, we consider a network with 10, 20, 30,40,50,60,70,80,90, and 100 sensor nodes 

that are randomly moves in a dimension of 500 meter × 500 meter area for 100 seconds. 

The simulation settings and parameters are as in summarized as per Table 6.9.  

Table 6.9: Simulation Parameters 

Parameter Simulation Value 

Antenna type Omni Directional Antenna 

Channel Type Wireless channel 

Radio-propagation model Two Ray Ground 

MAC type IEEE 802.11 
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Simulation area 500*500 m2 

Node velocity 5ms-1 to 10 ms-1 

Node movement model Random Waypoint 

Traffic type CBR 

Packet Size 512 bytes 

Pause time 5 s 

Simulation time 100 s 

6.4.1 Evaluation Metrics 

The performance evaluation involves the following metrics: 

 Average End to End Delay: This parameter represents the average time for 

transmitting a data packet from source to destination.  

 Normalised Routing Load: This parameter tells us about the quantity and size of 

control packets generated by the protocol to discover and hold a route. It is defined 

as the ratio of the number of generated control packets to the number of generated 

data packets. 

 Packet Delivery Ratio: It is the rate of packets successfully delivered.  

 Average Throughput: It is the rate of successful message delivery over a 

communication channel.  

Fig. 6.5 below depicts that packet delivery fraction in proposed protocol is more than in 

standard AODV. This behaviour is also credited to multipath routing since the availability 

of multiple paths allows an alternative route to be followed to a destination in case another 

one goes down due to a node or link failure without requiring the initiation of another route 

discovery. This results in more packets being delivered as compared with AODV in which 

each node which maintains only a single path to the destination node. 
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Fig. 6.5: Packet Delivery Fraction vs Number of nodes 

 

 

 

Fig. 6.6: Normalized Routing Load vs Number of Nodes 
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The Fig. 6.6 above infers that the normalized routing load in proposed protocol tends to be 

greater than that for AODV.  This is attributed to the hybrid nature of proposed protocol. 

Being both reactive and pro-active in nature, it tends to send out “Proactive Ants” to 

maintain existing paths and discover new ones. Sending out Proactive routing packets 

increases the number of routing packets in the network and hence results in a much greater 

value of normalised routing load for our proposed protocol. In contrast, AODV is a purely 

reactive routing protocol and hence sends out routing packets only when a source node 

needs to send data packets to a destination node but the source node does not have any 

information stored for the destination nodes in its routing table. Although this type of 

reactive behaviour incurs more time to discover paths ,but it effectively lowers the routing 

overhead 

 

Fig. 6.7: Average Energy Consumption vs Number of Nodes 

The Fig. 6.7 depicts that average energy consumed per data packet in proposed protocol is 

less than the standard AODV protocol. This is due to the fact that multipath routing tends 
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to distribute the load in the network among multiple paths and hence effectively eliminates 

bottlenecks. Also in the case of AODV, bottleneck nodes i.e. nodes which are responsible 

for routing a high amount of network traffic tend to loose energy quickly and may become 

“dead” quite early rendering them unavailable to participate in the routing of packets in the 

network. 

The Fig. 6.8 depicts that the average throughput in our proposed protocol is more than in 

standard AODV. This behaviour is also credited to multipath routing since the availability 

of multiple paths allows an alternative route to be followed to a destination in case another 

one goes down due to a node or link failure without requiring the initiation of another route 

discovery.  

 

 

Fig. 6.8: Average Throughput vs Number of Nodes 
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Fig. 6.9: Average end to end delay vs Number of Nodes 

 

The average end-to-end (ETE) delay refers to the average time taken by a data packet to 

be transmitted across a network from the source to destination (Sink). Since it is desirable 

to deliver data packets to the destination, nodes with as much less delay as possible, a 

routing protocol must have a comparatively lower value for average end-to-end delay 

(ETE). In cases when there are more path failures, the proposed protocol may use another 

established route to send packets whereas a route discovery phase has to be initiated in 

AODV, which results in more delay due to additional time required to discover routes. 

Hence, multipath routing presents a trade-off for end-to-end delay. From the Fig. 6.9 above 

we can infer that the proposed protocol performs considerably well compared to AODV 

with respect to end-to-end delay, indicating that path failures tend to dominate over longer 

paths. Also as number of nodes increases, Route Request packets in AODV broadcasted to 

https://en.wikipedia.org/wiki/Packet_(information_technology)
https://en.wikipedia.org/wiki/Computer_network
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more number of nodes increasing the load on the network and affecting its performance 

largely.  

6.5  Conclusion 

The proposed approach is based on the principles of swarm intelligence, which are inherent 

in ant colony optimization. The goodness of a path is evaluated by a set of fuzzy rules, 

which consider both the number of hops in it and the energy of the node having minimum 

energy among nodes in the path. The performance of the proposed approach is compared 

to a standard state of the art routing protocol, namely AODV (Ad-hoc on demand distance 

vector routing).  

 The proposed approach performs better than the standard AODV protocol in terms 

of delivering packets and energy efficiency at the cost of using proactive routing 

packets to search for new paths and maintain existing ones.  

 The result depicts that average energy consumed per data packet in proposed 

protocol is less than the standard one. This is due to the fact that multipath routing 

tends to distribute the load in the network among multiple paths and hence 

effectively eliminates bottlenecks. 

 The results also depicts that the average throughput in proposed protocol is more 

than in standard. This behaviour is also credited to multipath routing since the 

availability of multiple paths allows an alternative route to be followed to a 

destination in case another one goes down due to a node or link failure without 

requiring the initiation of another route discovery.  
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CHAPTER 7                           

CONCLUSIONS AND FUTURE SCOPE 

In this research, we have developed four new algorithms for Data Aggregation & Fusion  

in the wireless sensor network. First algorithm is based on the probabilistic clustering 

approach, which maintains the requirement of clusters of almost same size and the optimal 

percentage of CHs in each round and also used differential temporal and energy based 

aggregation to optimize lifetime of the wireless sensor network by using optimal 

differential inter cluster head election latency determination and optimal differential energy 

based cluster head selection approach. The second algorithm uses particle swarm 

optimization (PSO) based approach with discrete search space, the success of our proposed 

algorithm depends greatly on the formulation of the fitness function. Therefore, we have 

defined a fitness function that includes all optimization criteria. The third algorithm is 

based on Grid-based coverage calculation strategy and uses dynamic positioning of a 

mobile sensors using Artificial Bee Colony Algorithm. In the fourth proposed algorithm, 

we have explored routing approach, which exploits the principles of swarm intelligence 

inherent in ant colony optimization (ACO) for transmission of data in which goodness of 

a path is evaluated by a set of fuzzy rules. The exhaustive experimentation and analysis 

show that the proposed algorithms improve the degree of optimization in the performance 

of sensor network and enhances the lifetime of wireless sensor networks. 

 There are many open issues related to the research in this thesis. Some possible 

future research directions are listed below 
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 Specific aggregation function is not considered for example duplicate sensitive 

may be investigated. 

 Analytical approach may be investigated to distributed multi sensor data 

aggregation & fusion problems where there are time varying communication 

bandwidth constraints  

 Spatial and temporal correlation among the sensor nodes based on coverage and 

location may be investigated.  

 Coverage preservation by node scheduling may be investigated. 
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