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ABBREVIATIONS 

 

PCA                  Principle Component Analysis 

ANN                Artificial Neural Network 

SVM                Software Vector Machine 

PRED              Prediciton 

MMRE            Mean Magnitude of Relative Error 

UIMS               User Interface System 

QUES              Quality Evalution System 

NNEP               Neural Network Evolutionary Programming 

GRNN              General Regression Neural Network 

LOOCV           Leave One Out Cross Validation 

SDLC               Software Development Life Cycle 

LCOM              Lack of Cohesion of Methods   

DIT                   Depth Of Inheritance 

NOC                 Number Of Children 

MPC                Message Passing per Class 

NOM               Number Of Methods 

DAC                 Data Abstraction Coupling 

Pred                 Prediction 

MSE                Mean Square Error 



ABSTRACT 

Maintenance of software is a repetitive stage in the software development life cycle. 

It starts just after the software product is deployed to the customer and this phase ends 

when the product is no longer in use or its been outdated. There are different exercises 

carried out in software maintenance phase, for example, the addition of advance 

feature, deletion of unwanted feature, error correction, adaption to new condition and 

so forth. Maintainability of software is the quality property of the product software 

which decides the path with which these adjustments or modifications can be 

performed to give better outcome. 

The principle target of this report is to analyse machine learning technique, its use along 

with genetic algorithm particularly with Ward neural network or NNEP GRNN(Neural 

Network Evolutionary programming) for maintainability prediction of software and 

tried to improve the performance and efficiency measures obtained from previous 

studies using different machine learning techniques but with improvised approach using 

object oriented metrics only, Here In this work the datasets which are used is same as 

other study because it is more accurate and useful for software maintenance and hence 

we follow the same datasets and obtain the result with better efficiency. This procedure 

is connected to appraise practicality on two diverse case studies, that is Quality 

Evaluation System(QUES) and User Interface System (UIMS). In this approach, for 

updating the weight amid learning phase, genetic algorithm is utilized. Later, We plot 

graph and table and depict its performance with various other machine leaning 

techniques such as General   Regression Neural Network, Decision table/tree etc. Neural 

network along with evolutionary/genetic programming is analysed as the best model for 

prediction than comparing with other ML techniques like ward neural network  (i.e 

neural network with different slabs in  the hidden layer). Neural network along with 

genetic algorithm i.e the hybrid approach that we used with PCA is capable in reducing 

MSE  (Mean squared error) and MMRE (maximum magnitude of relative error) into a 

less error value so that this approach can be used further for new data or software 

industry as well. 
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                            CHAPTER 1

INTRODUCTION 
 

Maintenance of Software plays a more critical part in arranging and executing new 

programming items. Hence any new information which can better depict or propose 

an answer for speedier and most practical determination of issues in software 

maintenance is exceptionally helpful. As indicated by Software Life Cycle Procedures 

Standard, the software Maintenance is characterized as an essential process in 

Software life cycle. Along these lines assessment of programming support 

undertakings, which is perceived as the most critical and most exorbitant part of the 

software life cycle, can altogether add to the effectiveness of software management 

maintenance.  

Software maintenance is a methodology of adjusting a product framework or module 

after dispatch to rectify mistakes, grow execution or different properties, or acclimate 

to a changed conditions. We can state that Software maintenance can devour as much 

as 92% of the general effort consumed on a framework in software life-cycle. In order 

to predict software maintenance, one of the overall best instrument is prediction by 

utilizing Maintainability Index, keeping in a view that software applications will be 

more viable. We can likewise go for risk analysis phase to compute cost factor 

analysis. In this manner the design team might be call for planning a more reliable 

outline while anticipating the Maintainability Index in early period of development of 

the software. Those support costs are regularly viewed as the cost of the product 

engineers in upkeep in light of the fact that those developers must be not just 

experienced in software development yet in addition to have profound information 

about the area the specific software product. Prediction precision measures are then  
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utilized for the assessment of those systems which depend on the machine learning 

models. 

Regarding software Maintenance prediction, recent studies of Maintenance provide a 

detailed review of several studies. The prediction techniques are classified into 2 

general categories 

 

 Expert analysis: This sort of strategy is not been used generally. This method 

assesses the software maintenance based on expert involvement for similar tasks. 

The precision of such estimates exceptionally relies upon the ability of the expert 

and to what degree expert involvement associated with which new project agrees. 

expert judgment is not effective for maintenance prediction as requirement of each 

and every software varies unexpectedly. 

 

 Machine Learning: The approach of machine learning is widely used in 

maintenance prediction, all previous studies concluded with the use of machine 

learning approaches and optimized them. Some stochastic search algorithm like 

genetic algorithm are often used with machine learning algorithm in order to 

provide better result. 

 

As per various survey papers from last decades, Optimization of various machine 

learning approaches targeted the most. Expert analysis could perform better in the field 

estimation of effort but it does not worth for maintenance prediction and hence 

researchers and practitioners are working in maintenance prediction estimation 

keeping their mind on machine learning approaches and stochastic algorithm and their 

hybrid approaches so as to provide best among all approaches. In this thesis we also 

concentrate on machine learning approaches including General regression, Linear 

regression, Software vector machine, Decision Tree, Neural network and hence for               
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optimization of result we also discussed hybrid approach which is the combind 

performance of neural network along with evolutionary algorithm/genetic algorithm. 

 

There are numerous machine learning techniques are proposed in the studies like linear 

regression, Support vector machine, TreeNet, GRNN, ANN etc. but in order to best 

predict the maintenance it is very difficult to find out the best approach of machine 

learning out of all the proposed techniques. Hence deep study is required to find out 

the best approach and hence to provide best result and hence this leads to following 

research question: 

 

 RQ1: Which is the best machine learning approach used for maintenance 

prediction? In this research question, we determine the efficiency of most of the 

machine learning techniques and the techniques which suits best for prediction 

accuracy measures are termed to be the best machine learning approach. 

 

 RQ2: How to utilize machine learning techniques with stochastic search 

algorithm? In this research question, We used genetic algorithm with ANN and 

provide improvised result to the individual machine learning approach. 

 

 RQ3: What is the time constraint of machine learning approach and hybrid 

approach with stochastic algorithm? In this research question, we compare the time 

complexity of each and every techniques we used. 

 

The objective of this report is to compare all the machine learning approaches 

including linear regression, Decision tree, Software vector machine and then compare 

this techniques with the hybrid approach i.e. neuro-genetic algorithm of NNEP(Neural 

network evolutionary programming approach). For this, various machine learning are 

used and all are implemented on same dataset. For testing and training of neural 

network we used two famous datasets that is Quality Evaluation System(QUES) and  
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User Interface System (UIMS) consist of 71 and 39 classes respectively and hence 

consider only object oriented metrics that we detailed discussed later in the chapter 

including  its method as well in a class. We later applied LOOCV i.e leave out out 

cross validation where only one data attribute is used for testing and rest are used for 

training and hence in each iteration testing and training data set varies with each 

iteration. 

 

Rest part of thesis consist of various chapters: In second chapter, we explained the 

work related to this study of maintenance prediction in short. In third chapter different 

Machine learning methods/approaches for software  maintenance prediction and the 

research methodology have been discussed along with the explanation of genetic 

algorithm/evolutionary procedure. In fourth chapter, entire research background on 

maintenance prediction have been talked about. We explained the famous datasets that 

we used and metrics associated with them, After explanation of datasets and metrics 

cross validation methods and feature selection methods are explained along with 

prediction accuracy measures and later we explained the machine learning API used 

for training the neural network. In fifth chapter the result is explained after computing 

various  machine learning algorithm. Threats to validity and future related to 

approaches towards maintenance prediction work have been explained in chapter sixth 

and then all the references related to the given study have been mentioned. 

 

 

 

 

 

 



CHAPTER 2 
RELATED WORK/LITRETURE SURVEY 

 

 

The most costly phase is software maintenance in software development life cycle 

(SDLC). It is the last period of the lifecycle and starts simply after the release of the 

software or the product. During the whole duration of the product/software, it gets 

altered consistently in view of advancement in the innovation and competition among 

industries. According to the study by Pressman and Friedman [5], most part of the total 

efforts are being used in maintenance phase of the current framework. As indicated by 

his study, some part of the work is to redress faults and some is utilized for the 

portability and the significant part is utilized to implement the modification made in 

the need. 

 

Hence as considering the importance of maintaining software in software development 

life cycle, Many scholars and researchers in this field have worked towards its 

importance so that cost of this maintenance phase could minimize. Maintenance 

prediction is the basic requirement in order to deal with the alteration in the software 

because of competition among industries and hence previous studies basically consider 

maintenance prediction as the tool to deal with the high cost of this phase in software 

development life cycle. Software maintainability is the important attribute of the 

product or software which decides the simplicity with which these alterations can be 

performed. If we can predict the maintainability precisely, cost and time related with 

the activity of maintenance can be exceptionally diminished. Hence this chapter 

discussed the some un-improvised work similar to this thesis and all the previous work 

related to maintenance prediction . 

 

Research paper by Tong-Seng Quah, Mie Mie Thwin [3] also used machine learning 

i.e neural network for prediction if quality using object oriented paradigm i.e. metrics  
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and concentrate mainly on reliability and neural network using QUES as the dataset 

having metrics are DIT,MPC,RFC etc., but at last they also concluded the use of   

 

GRNN i.e. general regression neural network perform better then simply using neural 

network for quality prediction[4], This study is used for estimating both the 

maintenance and reliability. They also used the Ward neural network and general 

regression neural network and conclude general regression  neural network performed 

better than ward neural network.  

 

As discussed before machine learning and evolutionary algorithm gained a lot of 

attention towards prediction in software engineering wither it would be effort 

prediction or maintenance prediction. Study from 2010 by A. kaur and R. Malhotra in 

their study [9] also use the soft computing approaches for prediction of software 

maintenance. This work performed better then all the preceded works as this is the 

hybrid approach which combine ANN and FIS i.e. artificial neural network and Fuzzy 

inference systems, they also used the famous dataset proposed by li and henry that is 

QUES and UIMS and maintenance is measured using change in number of lines per 

class, it could be deletion or addition of a line. UIMS and QUES consist of 39 and 71 

classes respectively which we used for our technique, They normalized the data using 

z-score normalization. They formulate the architecture as one hidden layer in which 

five neurons are setup using hyperbolic tangent as activation function in hidden layer. 

Later they used MARE, MRE in order to estimate the models variability towards 

overestimation and underestimation and then p-value I order to find out the no 

correlation hypothesis and they concluded the working of ANFIS was better than 

GRNN and hence evolution of soft computing for maintenance prediction. 

 

Paper by A. chug and R. Malhotra in their study [11] showed comparison of various 

techniques and evolve GMDH as best among all i.e. Group method of  data handling, 

This method used for unstructured system in which high order input output is required.  
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GMDH is an algorithm which is not based on regression analysis but heuristic. It is 

called neural network in polynomial way and output is also not that linear function but 

polynomial which is the requirement of unstructured data it is not fully dependent on  

 

the working of feed forward neural network, It can be used for reliability in software 

analysis or software prediction including maintenance and effort. Additionally, it was 

assumed that better cohesion and advantage to industry would be picked up, if a similar 

model can adequately predict both maintainability quality and practicality of recently 

created software since they work to accomplish the in general objective of software 

quality. The target of this study was to use GMDH model alongside two different 

models GA & PNN. At last they conclude over their research that Additional research 

is arranged trying to join GMDH model with other information mining methods to 

create prediction models which can evaluate the  software maintainability  more 

precisely with minimum error in precision. 

 

Other than prediction method sometimes other factors played a vital role in software 

maintainability prediction, It could be the usage of datasets or metrics related to the 

maintainability. Similarly in the study of H. sharma and A. chug in their study [1 , In 

this study the software metrics are compared i.e. dynamic metrics and static metrics, 

software metrics assist us with making significant estimates for products of software 

and guide us in taking specialized choices like budget estimation, cost estimation, 

quality confirmation testing, debugging of software,  software performance 

enhancement, and ideal undertaking assignments. Numerous design metrics have 

proposed in study to quantify different builds of Object Oriented (OO) paradigm, for 

example, coupling, class, cohesion, inheritance polymorphism and data hiding and 

utilize them further in deciding the different aspects of software quality. Basically, the 

usage  of  metrics like static have found to be deficient for current OO software because 

it has run time polymorphism present in it, template class and methods dynamic 

binding  unexecuted code that are left out due to particular input conditions. This gap  
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gave a sign to center around the utilization of dynamic metrics rather than conventional 

static metrics to catch the software attributes and further use them for maintenance 

prediction [15]. As the dynamic metrics are more exact in catching the execution  

 

conduct of the software framework, in the current empirical investigation with the 

utilization of open source code, they validate and confirm the predominance of 

dynamic metrics over static metrics.    

 

Along with machine learning, Genetic algorithm also gained a lot of popularity from 

last one decade especially in the field of prediction and estimation, and hence many 

researchers and scholars are continuous working to improve genetic algorithm or 

evolutionary algorithm. Lot of studies have been done in  previous years and one of 

the study namely statistical comparison of modelling methods by A. kaur [12] also 

explains the improvised result using genetic algorithm, This study also worked on 

different datasets than the datasets previous studies used, In this study four open source 

software are used and its different version are analysed three years and hence all the 

open source software has different number of classes. These open source softwares are 

analysed for maintenance prediction using genetic algorithm, decision table, Radial 

basis function neural network(RBFN), Bayes net and sequence minimal 

optimization(SMO, after the proposed work it was concluded that genetic algorithm 

performs good number than proposed machine learning algorithm, genetic algorithm 

scored very less error in terms and MAE and RMSE and friedman test ranked genetic 

algorithm first. It also compared the time complexities of several algorithms and in 

terms of time complexity genetic algorithm did not perform well and almost all the 

machine learning algorithm proposed in that study outperformed evolutionary 

algorithm in terms of time complexity using Friedman test. 

 

Considering time complexities as the factor of concern, A study based on SVM and 

other kernel method was proposed in their study under machine learning [18], In this  
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study web service was taken as to depict the usage of SVM for maintainability 

prediction, According to them SOC is the basic foundation of present software 

development. The nature of SOC can be best evaluated by the utilization of software 

metrics . In this study, numerous object oriented  software metrics are considered  so  

 

as to plan a model for maintenance prediction of SOC factor. Additionally support 

vector machine with various kind of kernels are considered for maintenance prediction 

of SOC paradigm. This paper additionally centers around the importance of feature 

selection algorithm, for example, univariate, cross, logistic, rough-set and principal 

component analysis. The results demonstrate that, SOC maintainability can be 

anticipated by use of different object oriented metrics. The outcome additionally 

showed that, it is conceivable to find a little subset of object oriented metrics out of all 

available object-oriented metrics, that empowers maintainability prediction with more 

accuracy.    

 

Overall study concentrate on artificial intelligence and genetic algorithm and hence 

hybrid approach for this is mandatory. Various study also worked over the combined 

approach of genetic algorithm and neural network. Research paper by Lov Kumar and 

Santanu ku.[19]  worked on the hybrid approach of neural network and genetic 

algorithm. The majority of the maintainability prediction models in studies depend on 

method for example, basic neural network and regression analysis. In this paper, three 

AI techniques for example, FLANN, GA, PSO and CSA are discussed. These three AI 

methods are applied for maintenance prediction and use two famous datasets that is 

Quality Evaluation System (QUES) and User Interface System (UIMS). This study 

likewise focussed on feature selection feature as well, for example RSA and PCA. 

 

                          

 

 



CHAPTER 3 
RESEARCH METHODOLOGY 

 

 

3.1          OVERVIEW 

 

In this study we proposed the approach which is based on machine learning  and 

evolutionary algorithm and later hybrid approach also proposed which is the hybrid of 

machine learning as well stochastic algorithm i.e. evolutionary algorithm. Ward 

Neural network is considered as a neural network having feed forward mechanism and 

genetic algorithm is used with this neural network and it provided improvised result 

than simply using machine learning approach for maintenance prediction. Here for 

machine learning algorithm we used linear regression, linear regression using outlier 

function, Decision tree, General regression neural network(GRNN), Ward neural 

network and later evolutionary algorithm. 

 

 

3.2          MACHINE LEARNING TECHNIQUES: 

 

3.2.1       Linear regression 

 

Linear Regression is a process which examine the connection between independent 

and dependent variables which is indicated as Y and X respectively. Linear regression 

is a technique of the factual method which is utilized by dependent varaibles for data 

regression. Independent variables may contain categorial or continuous values while 

dependent variables only have continuous variables. We can state in a different way, 

LR is a method, utilized for prediction of the Y variable based on the values of X 

variables also, It is likewise utilized as a prediction of continuous quantity. 

  

10 
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Fundamentals 

 

To start with linear regression, It is mandatory to have some basic measurements ideas. 

Such that: 

 Correlation: Correlation describe the relation between two variables and its value lies 

between [-  

 Variance: It measures how the dataset is spread, It is denoted by  

 Standard deviation: It also measure how the dataset is spread but having different form 

 

 Normal distribution 

 Residual: It is nothing but Error which is simply calculated by subtracting predicted 

with actual value {Actual value-predicted value}.  

 

Linear Regression Line 

 

If we have to apply linear regression, our principle objective is to fit a line which is 

nearest to most of the points by appropriation in the sample space. In this manner we 

continuously try to diminish the separation (i.e. Error) between data points and fitted 

line. 

 

Figure 3.1: Linear Regression 
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In the right figure, we have shown a line which is called an approximate line which is 

based on the points drawn in the left figure. The line drawn in the right figure explain 

the relation between y and x axis. In order to find or draw the approximate line, we 

always follow linear regression. For the single value of the independent variable (X) 

and dependent variable(Y). The relation shown above can be equated in linear 

equation as: 

 

 

                                                              Y = B0 + B1X 

 

Where, 

0= intercept y-  

1= relationship coefficient between Y and X. 

 

 B0 and B1 parameters = these are two parameters which specify a line and it is 

estimated using datasets. 

 

used. 

 

As an intercept at y-axis passing through approximate line, B0 is used. It is denoted as 

bias in machine learning which added to the offset for all the prediction which we 

made. The slope of the line here is showed using B1, it also explain how the value of 

X translated into the value of Y before the addition of bias into them. 

 

 

3.2.2     Software Vector Machine  

 

SVM is a method which is supervised in nature that analyse the data and sort it out 

into one of the two categories. SVM  is one of the best classifier among those which  
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are sort of linear mathematical behind SVM [3] [4]. Software vector machine has a 

clever way to prevent overfit and hence it worked with a relative larger number of 

features without requiring or doing too much computation. It is a good alternative to 

bayesian learning because of active computational process. SVM fundamentally a 

two-class classifier. In order to choose the best possible prediction we define the 

distance between support vector and the hyperplane should be as far as possible, where 

support vectors are the points in extreme position at the dataset and maximum distance 

to the support vector reside in the hyperplane. 

 

Advantages of SVM over another classifier 

 

 SVM is a high dimensional input space 

 It can sparse document vectors and helpful for regularization of parameters. SVM has 

a clever way to prevent overfit It is a good alternative to bayesian learning because of 

active computational process. 

Figure 3.2: Software Vector Machine 
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3.2.3     Decision Tree  

 

Decision tree is said to be a machine learning techniques which is based on 

classification problem, In order to classify we can use decision tree. Decision tree has 

a shaped which is similar to tree like structure diagram which is utilized to find a 

course of action. Each branch of the decision tree used to represent reaction, possible 

occurrence and decision. Decision tree can solve two types of problem or decision tree 

is basically useful in making two types of decision: One is classification and another 

is Regression. Example of classification problem is to discriminating between three  

types of flowers based on certain features or we can called this decision tree as 

classification tree. Example of regression is used when target variable is continuous or 

numerical in nature, Each independent variable is used in order to fit a regression based 

model to the desired variable [8] and we called this type of tree as regression decision 

tree. 

 

 

Figure 3.3: Decision Tree 
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Advantages of decision tree 

 

 Simple to visualize, understand and interpret. 

 Less effort is required for data preparation. 

 

 

3.2.4      Neural Network  

 

Artificial neural network(ANN) are processing systems propelled by the biological 

neural systems that constitute living brains. Such systems learn or it continuously 

enhance its execution to do tasks. by thinking about examples, generally without task-

specific systems. Neural Network explains artificial neurons called perceptron. It is 

based on training and testing/using mode.  

 

In the training mode, the neuron can be trained using particular input patterns or with 

the training datasets and In the testing the output is finalized on the basis of detected 

output matched with the available datasets. It consist of input layer, output layer and 

the hidden layer. In the hidden layer activation function is used which could be step 

function, sigmoid function, sign function [4]. Weights and threshold weightage also 

given accordingly.  

 

If output is below threshold then neural network need to be improved using different 

activation function and layer arrangement in input, output and hidden layer. This 

arrangement is known as multilayer perceptron arrangement.  

 

In our project we used ward neural network as an artificial neural network. This neural 

network is on back propogation network [5] that has different slab arranged in the 

hidden layer. This slab arranged system called feature analyser. Slab is nothing but the  
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arrangement of neurons in the hidden layer, having different activation function is used 

which helps in different visualization of data.   

 

We used three slabs with different activation function like hyperbolic, Gaussian 

function and Gaussian complement respectively and later we compared our neural 

network with General regression neural network.  We used here is the ward neural 

network which is based on backpropagation algorithm having three slabs in the hidden 

layer. Each slab is having different activation function or can say each neuron in the 

hidden layer having different activation function. 

 

 

Input layer                                              Hidden layer                                       output 

layer 

 

Figure 3.4: Artificial Neural Network 

 

 



                                  17              

 

 

Figure 3.5: Ward Neural Network 

 

 

 

3.2.5      Genetic algorithm 

 

Evolutionary algorithm is an inquiry based calculation and based with respect to 

mechanics of natural determination and common genetics qualities. It depends on 

Darwinian hypothesis [17] and it invigorates the procedure of advancement. 

evolutionary algorithm is used as a part of search, improvement and machine learning. 

The objective of genetic algorithm is to continue enhancing execution to achieve some 

ideal focuses. genetic algorithm utilizes stochastic progress principles and it doesn't 

use deterministic standards.  genetic algorithm does not work with only parameters, 

but it worked with the parameter coding. It works over the number of population in 

focuses however not with a solitary point. It utilizes objective work data and stochastic 

function information and not deterministic tenets. Fundamental genetic algorithm has 

populace of 2n to 4n trail solution is utilized, where n is the quantity of factors. Every 

possible solution generally denoted by a string of double variables which relates to the  
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chromosomes in evolutionary algorithm. The string length utilized as a part of it can 

be made large enough to accomplish any coveted wellness of estimate and 

consequently any desired exactness can be acquired or accomplished. After trial 

arrangements are chosen, another generation (a new arrangement of strings) is 

delivered by choosing, utilizing stochastic mechanism, The "fittest" parent to create 

"children" from among the trail arrangement. 

 

 

Figure 3.6: Genetic Algorithm 
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3.2.6      GA-NN Hybrid Approach   

 

In this approach, for updating the threshold and weight during initial or learning phase, 

genetic algorithm is used and neural network for estimation [19] [21]. In our project 

We used ward neural network along with evolutionary algorithm in order to obtain 

better result. This approach basically works with the following points: 

 s 

extracted. 

 For training the network, weight is used as input. 

 If stopping criteria does not met then Min fitness value chromosome is replaced with 

Max fitness value chromosome and again crossover is performed, and again weight 

set is extracted which again the previous task until stopping criteria met. 

 

Figure 3.7: GA-NN Hybrid Approach 



CHAPTER 4 

RESEARCH BACKGROUND 
 

4.1          OVERVIEW 

 

This chapter concern over the selection of independent and dependent variables and 

the techniques that are useful for validation of machine learning techniques. For 

maintenance prediction we paid attention towards object oriented parameters such as 

cohesion, coupling, complexity, abstraction and inheritance which are all the part of 

used datasets. We are using C&K metrics which is generally used by practitioners. 

This metric suite contains various dependent variables and various independent 

modification in LOC.  

 

4.2          INDEPENDENT AND DEPENDENT VARIABLES 

 

Many object oriented metrics are selected from the used metrics as independent 

variables like  

Cohesion, coupling, abstraction, inheritance and complexity like WMC, DIT, NOC, 

LCOM, LOC etc mostly of which are proposed by Chidamber et al. [22] and also by 

Li and Henry [23], And using the same metrics suite we have categorized some 

dependent variables as well and change or modification in lines of code like addition, 

deletion or any modification.  

Some of the metrics are defined as: 

 WMC (weighted method per class) = It is the summation of all the complexities 

obtained from the different classes either local or global classes. 

                                          WMC =  

 

20 
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Where Ci is used to refer the complexities of each classes 

 DIT (Depth of Inheritance Tree) = Here root class is considered as zero and it is the 

depth from the root class 

 

 RFC (Response For a class) = It is the collection of local and non-local functions in a 

class or can say local or non-local method in a class. 

 

 NOC (Number of Children) = It calculates the dependency of subclasses with the main 

class i.e this metrics is used to count the number of dependent classes i.e the child 

classes of the main class. 

 

 LCOM (Lack of cohesion of methods) = It decides the count of disjoint subsection of 

local functions in a class. The function said to be disjoint set function. 

 

 MPC (Message passing coupling) = It counts the calling function from the class or 

messages require that sent out from the class. 

 

 DAC (Data abstraction coupling) = Object or member of another class used within a 

class. 

 

 NOM (Number of Methods) = Number of member or function in a class. 

 

 SIZE1 (Number of properties) = It counts the number of local function or method in a 

class 

 

 SIZE2 (Number of properties) = It counts number of local function and the data 

attributes in a class. 
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 CHANGE (Changed line in a class) = It counts the deletion  and addition of lines in a 

class, modification done in a  class and all these modification has a count of two. 

 

 

4.3         EMPIRICAL DATA COLLECTION 

 

In our study we are using one of the most popular datasets used for object oriented 

maintainability prediction proposed by Li and Henry [23] namely QUES and UIMS 

datasets. These datasets are generally used by most of the researches and practitioners 

in their previous studies, we also used the same datasets so that it would be helpful in 

order to compare the results with those studies in which the same datasets has been 

used before. UIMS(User interface management system) contain 39 classes and 

QUES(Quality evaluation system) has 71 classes. Ada were used for implementation 

of both the systems. These datasets is a collection of independent and dependent 

variables. Dependent variable is CHANGE and rest are independent variables which 

are already been explained.  

 

Table 4.1: Descriptive statistics of UIMS Dataset 
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Table 4.2: Descriptive statistics of QUES Dataset 

 

 

 

 

4.4         PREDICTION ACCURACY MEASURES 

 

It is always mandatory to measure the accuracy of models we maid, and hence 

prediction accuracy measures are used to determine it. As we already discussed that 

neural network or all other machine learning classifier are used to compare find the 

expected values. These expected values are compared with actual values using 

prediction accuracy measure and hence accuracy can be find out. In this study we have 

used MMRE, MSE, Pred(25) and Pred(30). This prediction accuracy can be calculated 

using following manner: 

 

 MMRE: This is most common prediction accuracy measurement used by most of the 

prediction models either for effort model, cost most or our model that is maintenance 

prediction model. The Mean Magnitude of Relative error is calculated  
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MMRE =   

Where MRE is defined as the ratio between the predicted value or estimated value to 

the actual value or defined value. 

 

MRE =   

 

 MSE: Mean squared deviation or Mean squared deviation used for the measurement 

of prediction accuracy in which average square if actual and predicted values is taken. 

It is always positive as it is squared prediction accuracy measures. Values closer to 

zero are considered to be the good result.  

 

                                         

For n predictions that generated from a sample having n data points. 

Here Y is the vector of the predicted variable. 

Here n is denoted by the total number of data points in a sample. 

  

 PRED(x): It checks the amount of estimated values variation from MRE value or can 

say average fraction of MREs. 

  

 

MMRE =   

                   If, 

PRED(x) =   
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Where x is the specified value. 

 

M is the number of such cases where MRE error is less than or equal to x, total number 

of datasets represented by N. 

 

 

 

4.5        CROSS VALIDATION 

 

4.5.1    Leave One Out Cross validation 

 

Cross validation is useful in order to predict model is overfit or not and this is the 

helpful to find the best fit model. It is a process to find out the error rate in the model.  

 

It is useful Once the model has been implemented in order to find the error rate, it 

gives the approximate value of the error rate. Cross validation guarantees the data is 

useful for new model as well. Our cross validation is Leave one out cross validation.  

 

It is a special case of K-fold validation where K is equals to N, N is nothing but number 

of data points in the sample. When total number of splits that is going to have is exactly 

equal to number of data points in a sample called leave one out cross validation, Here 

we do not have a subsample as a validation sample, here we have one data point and 

we take one data point as a validation sample and build a model with rest data points 

and test with holdout data point and get error e1, and again change a data points and 

find another error e2,and continue to do the same thing and at last we will get as many 

error as number of data points and average error would be summation of error to the 

number of data points. It somehow take more computation time because it requires the 

same iteration as the number of data points. 

 



                                  26              

 

4.6       TOOLS AND LIBRARIES USED FOR RESULT CALCULATION 

 

Here we simply used the python 3.5 and all the libraries and all the API has to be 

installed in it, As python language is a good scope for machine learning as it supports 

almost all the machine learning API and it also useful in the following features: 

 Classification 

 Selection of attributes 

 Visualization 

 Technical computational problem 

 Widely used in machine learning 

 Collection of various API and libraries used in machine learning including Numpy, 

Scipy, Keras, Tensorflow etc. These all libraries are written in python ans hence using 

python in machine learning project is nowadays mandatory. 

 

4.6.1     Libraries Used 

 

 Tensorflow:  Tensorflow is a open source software library which is used for various 

machine learning approaches to deal with various ranges of tasks. It was released on 9 

november 2015 having apache 2.0 open source license. It can work over linux, 

macOS, windows, Android, website and it is written in python, C++, CUDA. It is 

widely require open source software library for various machine learning algorithm 

including neural network and genetic programming. It provides API for python 

officially. 

 

 Scipy: It is also an open source python library released in 2001 under community 

library project. It has widely used in software computing including scientific and 

technical. It is used for various computational process like optimization of classifier , 

special functions which are highly computational, FFT signal, interpolation of data 



and integration of data. It is presently under BSD licence. There are various sub 

package present under this library like constants, fftpack, io, linalg, ndimage, signal,  
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spatial, stats, special, weave etc. It is basically multidimensional data structure under 

Numpy and hence used for various transformation as well. 

 

 Numpy: Numpy is a library for python language and hence used for huge 

computational process which is required during classification problem and hence used 

by various classifier and in machine learning technique like neural network and genetic 

programming. It is useful for multidimensional array and large computation algorithm 

to make them easier. It is developed under community project in 2006. It is written in 

programming language python. The basic function of Numpy is in multidimensional 

array or can say it is useful for n-dimensional array.  

 

 Keras: It is also open source library written in python. Keras is useful for most for the 

neural network classifiers as it is developed over tensorflow and hence useful in 

machine learning projects including neural network. Useful in high computational 

neural network  and evolutionary programming. It was developed in 2015 written in 

python language under various developers. It is also useful in nowadays in IOS and 

Android. It is useful for GPU and JVM.  

 

 

 

4.7        CLASSIFICATION OF UIMS DATASET 

 

4.7.1     Linear regression: 

 

Here we used UIMS dataset and applied one of the single simple machine learning 

technique called linear regression. After prediction the value is calculated based on the 

obtained value. We applied leave one out cross validation here and hence number of 



splits here is equal to the number of data points or number of datasets. After 

classification we find the squared mean error rate is 897.30 and MMRE error is 33%  
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and hence this is  not fully satisfactory as linear regression is not that accurate for huge 

data and hence it concluded the result with average satisfaction. 

4.7.2     Decision Tree 

 

Figure 4.1: Result of Decision Tree 

 

Decision tree for classification is one for the best technique to find out the prediction 

accuracy. It is used to determine the course of action. Its prediction is better than linear 



regression as It is one of the best technique for classification problem. The accuracy 

obtained by this technique has been shown in the figure given above. 
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4.7.3     General Regression neural network 

 

General regression neural network requires tensorflow backend, Tensorflow is a open 

source software library which is used for various machine learning approaches to deal 

with various ranges of tasks. It was released on 9 november 2015 having apache 2.0 

open source license. It can work over linux, macOS, windows, Android, website and 

it is written in python, C++, CUDA. It is widely require open source software library 

for various machine learning algorithm including neural networm and genetic 

programming. 

The testing and training of neural network using LOOCV and GRNN having 70 

datasets as training and one as testing shown below 

 



 

Figure 4.2: Training and Testing of GRNN 
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The output obtained from general regression neural network is good as comparison to 

linear regression and decision tree and it achieve comparatively less error rate than 

previous used machine learning techniques. 

 

 

 

Figure 4.3: Result of GRNN 
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4.7.4     Neural Network (Ward Neural Network) 

 

 

Figure 4.4: Training and Testing of Ward Neural Network 

 

This result shows the importance of neural network for prediction. The result obtained 

using ward neural network is better than all the previous approaches. Total MMRE 

error rate and squared mean error rate is comparatively low in all aspects hence neural 

network provides better solution to the problem related to maintenance prediction, 

Also the prediction 25  and prediction 30 error providing satisfactory result than 

compare to previous machine learning techniques. But in order to get more 



satisfactory result we have combined neural network with evolutionary programming. 
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the threshold and weight during initial or learning phase, and neural network is used  

for estimation the predicted value or desired result, Here we used ward neural network 

as a neural network having 3 slabs with different activation function in the hidden 

layer. 

 

 

Figure 4.5: Result of Ward Neural Network 
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4.7.5       GA-NN Approach 

 

Training of GA-NN 

 

 

 

 

 

 

 

 

 



 

 

Testing of GA-NN 
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                                                    CHAPTER 5 
RESULTS AND DISCUSSION 

 

 

We have implemented two famous datasets UIMS and QUES for maintenance 

prediction using  lots of machine learning techniques, Genetic algorithm and also 

hybrid approach of genetic algorithm which is combind with neural network to make 

it a hybrid approach. All the result obtained from hybrid approach along with machine 

learning techniques has already been discussed in the previous chapters. Here In this 

chapter we are discussing and comparing the results obtained from all the techniques 

using tables and graph. 

 

 

 

5.1        MACHINE LEARNING TECHNIQUES 

 

Here we have showed the graph for MMRE comparison between all the ML 

techniques, than comparison between Pred(25) and Pred(30) and lastly compared with 

Squared error among all the ML techniques. 

 

 All the obtained values of machine learning techniques including neural network and 

genetic algorithm using prediction accuracy measures . 
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Table 5.1: Result of all Machine Learning Techniques, Genetic Algorithm, 

Hybrid Approach 

     MODELS MMRE 
SQUARED         

ERROR 
PRED 25 PRED 30 

Linear 

Regression 
0.387576 770.5298 0.45070422 0 .4929577 

Linear 

Regression(Wit

h FS) 

0.5613561 1355.39941 0.38028169 0.4788732 

Linear 

Regression(Wit

h PCA) 

0.4745902 897.301634 0.33802816 0.4788792 

Decision Tree 0.35702764 934.830985 0.59154929 0.4084507 

Decision 

Tree(With FS) 
0.39029907 1244.9295 0.47887323 0.5211267 

Decision 

Tree(With 

PCA) 

0.45385655 1500.14788 0.47887323 0.5070422 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ward Neural 

Network 
0.65268218 1505.92718 0.30985915 0.4084507 

WardNeural 

Network(With 

FS) 

0.59916230 1151.08552 0.39436619 0.4929577 

WardNeural 

Network(With 

PCA) 

0.48689520 1145.89700 0.35211267 0.4647887 

GRNN 0.41522456 823.457714 0.39436619 0.4647887 

GRNN(With 

FS) 
0.37092986 526.238768 0.52112676 0.6056338 

GRNN(With 

PCA) 
0.41522456 823.457714 0.39436619 0.4647887 

NNEP Ward 0.51557413 401.547666 0.46065573 0.6245901 

NNEP 

Ward(With FS) 
0.47654471 605.988765 0.67965281 0.7233451 

NNEP 

Ward(With 

PCA) 

0.28578047 403.760901 0.57704918 0.6426229 
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5.2         GRAPH FOR MMRE ERROR 

Figure 5.1: MMRE Error for ML Technique 

 

 

In the above graph It can be easily seen that the MMRE obtained from Neural network 

with evolutionary programing using principle component analysis achieved good 

result of having only 0.27 MMRE error and hence it depicts that using neural network 

with evolutionary programming is a great way for prediction. 
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5.3         SQUARED ERROR GRAPH 

 

Figure 5.2: Squared Error for ML Technique 
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5.4        PRED(25) AND PRED(30) VALUES 

 

 

5.4.1     Pred(25) values 

 

 

 

Figure 5.3: Pred(25) values for ML Technique 
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5.4.2     Pred(30) values 

Figure 5.4: Pred(30) values for ML Technique 

 

 

 

5.5         THREATS TO VALIDITY 

 

 

This section plays a critical role for so that it could help of possible bias source to the 

output or result obtained to the study. It is mandatory to examine the threats to validity 

of the result that we obtained. 

 

1. Here in this project we tried our machine learning techniques using UIMS and QUES 

datatsets which are designed in ADA language. It likely should be valid in other object  
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oriented language as well i.e C++ and java. Further research required for other 

development of language other than ADA and should likely for other object oriented 

language. 

 

2. We analyse there are only ten or eleven metrics present which are beneficial for 

designing a model for maintanibility prediction and hence other metrics should also 

be considered for prediction of object oriented software for maintainability 

prediction. 

 
 

3.  Here we analyse the metrics and datasets by using various classifier including  neural 

network and genetic algorithm . Further some new feature selection techniques other 

than PCA can we used to predict better result like RST, Statistical test etc which could 

improve Hybrid approach to a new way. 

 

 

 

 

 

 

 

 

 

 
 
 
 



CHAPTER  6 
CONCLUSION AND FUTURE WORK 

 

 

After considering the result with different metrics and datasets and using different ML 

technique including genetic algorithm and hybrid  approach and analyzing the graph 

and table of comparison, It can be concluded that hybrid approach of genetic 

algorithm and neural network  provided best result than all the old models and old ML 

techniques.  

 

 

Hence combining two or more than two techniques is a better way for object oriented  

maintanabilty prediction. It is also noted that different tecnhiques provide output is 

not consistent for all the prediction accuracy measures i.e different outcomes 

obtained from altered techniques. None of the techniques is consistent throughout the 

datasets and as per the result obtained from prediction accuracy measures Like for 

some extent MMRE result is  best for NNEP technique but not satisfactory result 

obtained from same techniques using PRED(25) or PRED(30). Hence a consistency 

among the technique is required so that it can be used in a generalized way.  

 

 

The result that we obtained using hybrid approach is satisfactory and exploratory. 

However there might me various others possibilities and factors are can limit the 

results. Hence further study could improve the economically feasibility and other 

factors as well. 
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