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ABSTRACT 

 

Signature Verification is a extensively and commonly used mechanism for authentication of an 

individual because of social and legal acceptance and massive use of the written signature. There 

are two categories of signature verification based on the acquisition of the viz., on-line and off-

line verification system. Off-line signature verification is more challenging task of biometric 

than on-line signature verification because the features are extracted from the static 2D image of 

the signature therefore behavioral properties of the signature image is absent. 

In this thesis, an approach based on chain code histogram features and angular features is 

proposed for off-line signature verification. In the proposed approach 8-direction chain code his-

togram of each grid on the contour signature image is extracted. Angular features are extracted in 

two phases. In the first phase geometric center skeleton signature is used to extract the features 

and in the second phase input signature image is divided into fixed size grids to extract angular 

features.  

The extracted features from all the signature image constitutes the knowledge base. The SVM 

(Support Verification Machine) is used as verification tool. SVM is trained with the randomly 

selected training samples. Extensive experimentation have been conducted to exhibit the 

performance of the proposed approach on publicly available dataset, CEDAR. A comparative 

study is done to justify the feasibility of the proposed approach for off-line signature verification 

over the existing approaches 
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Chapter 1. INTRODUCTION 

 

People more often than not perceive each other in view of their special attributes for a very 1ong 

time. We recognize others by their face when we joining them and by their voice as we locate 

them. These qualities are their character. To fulfill more dependable check or distinguishing 

proof we should utilize something that truly perceives the given distinct. 

1.1 Biometrics 

The Expression "biometrics" is gotten from the Greek words bio (life) and metric (to measure). 

the customized obvious verification of a man in light of his/her physiological or behavioral 

qualities. This technique for confirmation is favored over customary strategies involving 

password and PIN number for its precision and case affectability. 

     

Figure 1-1 Biometric system 

A biometric system, is an individual recognizable proof by acute the realness of a specific 

physiological or behavioral trademark controlled by the customer. 

These Character-istics are measurable and special. These qualities ought not be duplicable. A 

vital issue in outlining a down to earth structure is to choose how an individual is distinguished. 

Contingent upon the particular circumstance, a biometric framework appeared in Figure 1-1 can 

be either a verification (confirmation) system or an identification framework [1]. 

1.1.1 Identification 

The activity, procedure of recognizing somebody, something of the reality is being distinguished. 

The comparator matches the acquired biometric with the ones selected in the database utilizing a 

1: N coordinating algorithm for identification. 
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1.1.2 Verification 

Check includes the way toward affirming or denying a man's asserted personality. At the point 

when the customer cases to be now enlisted in the system (introduces an ID card or login name). 

The bio-metric data gotten from the customer is stood out from the customer's data starting at 

now set away in the database [1]. 

1.1.3 Advantage of a Biometrics System 

The advantages of biometric system are listed below:- 

i) Unique: The different biometrics systems have been created around one of kind characteris-

tics of individual. The probability of 2 people having the same biometric information is 

practically null. 

ii) Can’t be Shared: Because a biometric property is a natural property of an individual, it is 

amazingly hard to copy or offer (you can't give a duplicate of your face or your hand to 

somebody). 

iii) Can’t be copied: Biometric qualities are almost difficult to forge or spoof, es-pecially with 

new technologies guaranteeing that the biometric being recognized is from a live person. 

iv) Can’t be lost: A biometric property of an individual can be lost just if there should arise an 

occurrence of genuine mishap. 

1.1.4 Disadvantages of a Biometrics System 

The Disadvantages of biometric system are listed below:- 

i) The fingerprints of those poeple, who working in Chemical businesses are frequently 

influenced. In this way those organizations ought not utilize the unique mark method of 

authentication. 

ii) It is discovered that with age, the voice of a man changes. Likewise when the person has 

influenza or throat disease the voice changes or if there are excessively commotion in the 

circumstances this technique may not work accurately. Therefore this method of verification is 

not workable all environment. 

iii) For those people, who influenced with diabetes, the eyes get influenced bringing about 

contrasts. 

iv)Bio-metrics is an expensive letter of introduction solution. 

Hence the bio-metric system are these days utilized generally in much sort of in-dustries. In the 

event that one can increase wanted exactness than no other thing can have its spot [1]. 
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1.2 Signature Verification 

The verification of hand-written signatures is one of the most seasoned bio-metric identification 

methods. As it gained-high legal acceptance, both the methods of forgers and verifiers became 

more elabo-rate. At the beginning of the twentieth century, anyone who was in some way 

professionally connected to handwriting (teachers, notaries) could be treated as handwriting 

experts. Today, however, be-ing a forensic document examiner is an independent profession, 

which requires special training and a rich technological tool-kit.  

There are even some guides [2] to modularize and organize the human work-flow of the 

verification process. Despite these facts, the task of signature verification is still challenging, 

even for a human expert. 

When confronted with professionally forged signatures, the average error rate of a forensic 

expert lies between 0.5%--7% [3] while non-expert’s results may be much worst [4](error rates 

between 10%--26% were measured). 

The aim of computer-based signature verification is to automatically decide whether a given 

signature (questioned signature) belongs to a given person. The decision must only be based on 

some samples (original signatures) from the signer. Depending on the format of  the samples. 

The field can be divided into two main categories-: 

1. Dynamic (On-line) 

2. Static  (Off-line) 

 

 

On-line (Dynamic): In on-line signature check, the entire procedure of marking is caught 

utilizing some sort of an obtaining gadget (a camera, a digitizing tablet, a stylus-worked PDA 

and so forth.), at that point investigated and used to settle on a choice.  

The caught data more often than excludes pen position, pen weight, and pen azimuth and pen 

slant as a component of time.  

This arrangement of information gives automatized check two essential points of interest. 

Initially, in light of the fact the information is accessible as an element of time. 

It is less demanding to distinguish comparing parts, second, this sort of securing records data 

which is not specifically accessible to the counterfeiter (like pen speed, or weight). 
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Figure 1-2 On-line Signature 

Notwithstanding while creating a practically consummate visual duplicate of a mark, these 

imperceptible fac-tors will normally fundamentally contrast from the qualities measured amid 

the first marking process. This is the reason best in class on-line signature confirmation 

frameworks can convey mistake rates beneath 1% [5]. 

 

Off-line (Static): On the other hand, Then again, the point of disconnected mark check is to 

choose, regardless of whether a mark starts from a given endorser only in view of the picture of 

the addressed mark and a couple of pictures of the first marks of the underwriter.  

This means the input is limited to two-dimensional images while important pieces of information 

like velocity, inclination or pressure are mostly lost.  

Dissimilar to on-line signature confirmation, which requires an uncommon air conditioning 

acquisition equipment and set-up, static check can be performed independently from the ordinary 

marking process and is along these lines not so much nosy but rather more easy to understand. 

Moreover, the off-line scenario can have a much wider range of practical applications as it can 

be seamlessly fit into many existing work-flows.  

For example, the majority of financial institutions already digitize their contracts, mail or transfer 

orders, therefore adding automatic signature verification to their work-flows would require “just” 

a software upgrade without directly affecting any of the clients and most of the employees. 
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Figure 1-3 Off-line Signature 

The Static method utilizes an optical scanner to get the penmanship information composed on 

paper.1n-this mechanism the user signs on a piece of paper which is read by a scanner or a 

camera. The image is then fed to a computer.  

The computer stores the image as specific to the signer. It is used to identify the user by the 

image. While on-line signature verification has a definite advantage over human experts because 

of the captured non-visual information, off-line verification has a disadvantage, because it works 

with the same input, but does not have the extensive background knowledge of humans. 

 

This is the main reason why even the best off-line signature verifiers on the most studied 

databases cannot break the 9% error barrier [6][7]. This limits their practical applicability 

significantly. The main difficulties in Static signature verification are listed below-: 

i) The wide intra-personal variations and complexity of signature pattern. 

ii) The minimal difference between skilled forgery and genuine signature. 

ii) The way of doing signature is depend upon the different conditions at the         

time of signing. 

Several different approaches exist to overcome these limitations, but most of the signature 

verification systems have one thing in common. They behave mostly like black boxes (mainly 

due to the software’s AI-based approach) providing only little meaningful information about the 

reasons for a decision [8]. This makes their improvement a hard task. 
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1.2.1 Characteristics of Signature 

The Automatic static signature verification system, Static Signature must be seeing as a photo 

and expelling highlights from the photo. Mark is an exceptional instance of penmanship that can 

be considered as a picture. Signature of a man might be diverse in shapes and size and it is 

troublesome for an individual to isolate a bona-fide signature from the fashioned one by just 

visual investigation of the marks. Signature might be basic like an endorser composes his name 

just, cursive when written in cursive way or graphical that substance some geometric examples. 

Before demonstrating such System some basic qualities are remember like-: 

i) Invariant: It should not change with the time at any point of time. 

ii) Uniqueness: the nature of being especially momentous, exceptional, or unordinary.. 

iii) Inimitable: Signature may not be produced by other means. 

iv) Reducible and comparable: Equipped for being change over in the organization that is 

anything but difficult to store or handle and furthermore effectively similar with the others. 

v) Singular: It must be one of a kind to the person. 

vi) Reliable and Tamper-resistant: It should be impractical to mask or manipulate. 

  

1.2.2 Advantages of Signature Verification 

In the perspective of adjustment in the commercial center, signature check presents three likely 

favorable circumstances over different biometrics procedures-: 

i) To start with these days it is a socially acknowledged confirmation strategy as of now being 

used in banks and Master-card exchange. 

ii) it’s valuable for the majority of the new era of versatile PCs and individual computerized 

collaborators (PDAs) utilize penmanship as the primary info channel. 

iii) A mark might be changed by the client. Likewise to a secret word while it is impractical to 

change fingerprints iris or retina designs. 

Therefore, programmed signature check has the extraordinary plausibility of turning into the 

technique for decision for ID in many sorts of electronic exchanges, gadgets as well as for 

different enterprises. 

 

 

 



7 

 

1.2.3 Applications of Signature Verification 

Signature verification has been and is utilized as a part of numerous applications extending from 

legislative use to business level to crimino-logical applications. There are several application 

given below -: 

i) Commercial Transactions Security: These days signature check utilized for com-mercial 

utilize. It can be utilized for validation on ATMs, for bundle conveyance organizations. The 

globally perceived messenger benefit UPS has been utilizing mark confirmation for a long time 

now for work force distinguishing proof. 

ii) PC Security confirmation: Signing on to PCs should be possible with a com-bination of 

mark check framework and unique finger impression ID framework to accomplish a more 

elevated amount security in a delicate region. We can likewise utilize a blend of secret word and 

mark check framework. This would enable the clients to have a more elevated amount of security 

and secrecy for their customers and insurance of their work. 

iii) Validation: Marks have been utilizing for quite a long time for check authenti-cation in 

managing an account situation. Yet, even specialists on fabrications can commit errors while 

distinguishing a mark. As a rule, Dis-connected mark confirmation can be utilized for check 

validation in business condition. 

iv) Measurable Applications: Signature confirmation procedures have been utilized for  check 

misrepresentation and scientific applications. 

. 

1.3 General System Overview  

A disconnected mark confirmation framework gets its contribution from a 2D static picture. The 

check framework concentrates on how the mark was composed as opposed to how the mark is 

being composed. 

1.3.1 General Diagram 

All in all off-line mark check framework has distinctive stages. These stages are dealt with as 

individual, procedures. The general framework outline for signature check is as following -: 
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Figure 1-4  General system overview 

 

1.3.2 Input 

In general, the information step changes over various paper sheets to an arrangement of 

computerized pictures, each of them, contain at least one marks. It is basic to take note of that 

filtering paper sheets with composed marks is not by any means the only approach to obtain 

advanced pictures. As noted in, tests can likewise be produced from on-line databases or by 

changing existing marks. Obviously, these last techniques can't be utilized to approve the entire 

mark check framework; be that as it may they for the most part contain important extra data (like 

the right request, heading and position of strokes), and this can be utilized to benchmark isolate 

parts of the framework. 

1.3.3 Output 

The output acquired from an on-line signature check framework is a choice if the individual 

expert viding the mark is approved or not. 

1.3.4 Pre-processing 

Pre-processing is the first step for any image processing system. Pre-processing is mainly done 

to improve the quality of the image by removing undesirable information and to represent image 

properly. 
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The pre-processing stage is a grouping of picture changes making the best pos-sible contribution 

for highlight extraction calculations. In on-line signature verifiers, the gained information is 

normally as of now in an ideal frame for additionally preparing, in this way this stage is 

pointless. In the disconnected case it is generally important to take out the commotion presented 

amid the procurement stage.  

Some pre-preparing steps, for example, clamor sifting, pivot standardization and position nor-

malization incite just insignificant data misfortune, while others, similar to binarization, 

morphological shutting or size standardization can cause the loss of important data. In this way 

the inferior of pre-preparing steps is just connected where the element extraction calculation 

straightforwardly profits by them. 

Some of the pre-processing techniques are discussed below-: 

Binarization 

Binarization converts colored (RGB) or gray scale image into binary image. In case of 

converting colored image it first needs to convert it into gray scale. To convert a gray into binary 

image one has to specify threshold value for gray level, dividing or mapping range of gray level 

into two levels either black or white i.e., either 0 or 1 not between it. In binary image each pixel 

has one of possible two values 0 or 1, representing black or white respectively. There are many 

techniques to find threshold value. The popularly used method for finding threshold value is 

Otsu’s method. 

Global binarization: Picks one edge an incentive for the whole picture which is regularly in 

view of an estimation of the foundation level from the force histogram of the picture. 

Local binarization: Utilizations distinctive limit esteems for every pixel as per the 

neighborhood. 

 

Smoothing and Noise Removal 

Noise is another hindrance in extraction of features of the image. A natural picture can have 

commotion because of many reasons; nature of paper, printing power, filtering gadget's 

effectuality and some other ecological reason can come about into clamor in the picture. Some of 

the time a molecule or unique mark on the checking gadget can make an undesirable stamp be 

available in the picture. Clamor is to a great extent show at the empty zone in the pages, out of 

content limits.  

Smoothing operations are utilized to obscure the picture and diminish the commotion. Obscuring 

is utilized as a part of pre-handling operations, for example, expulsion of little subtle elements 

from a picture. In twofold pictures, smoothing operations are utilized to diminish the clamor or 

to fix the edges of the characters, for instance, to fill the little holes or to evacuate the little 

knocks in the edges (forms) of the characters.  
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Smoothing and clamor expulsion should be possible by sifting. Separating is an area operation, 

in which the estimation of any given pixel in the yield picture is dictated by applying some 

calculation ti the estimations of the pixels in the area of the comparing input pixels. 

There are two sorts of separating approaches: direct and non-straight, in light of the estimation of 

a yield pixel as a straight or non-straight blend of the estimations of the pixel in the information 

pixel's neighborhood. For instance, two cases of averaging veil channels (straight approach) are 

appeared in figure 1.5.  

Each of these channels can expel the little bits of the clamor (salt and pepper commotion) in the 

dark level pictures; likewise they obscure the pictures to evacuate the undesirable points of 

interest. Ordinarily, these averaging channel veils must be connected to the picture a predefined 

number of times, generally all the essential elements, (for example, points of interest and edges 

and so forth.) in the picture will be evacuated totally. 

 

Thinning 

Thinning is a morphological operation that is utilized to expel chosen frontal area pixels from the 

twofold pictures, to some degree like disintegration or opening. It can be utilized for a few 

applications. In any case, it is especially helpful for the skeleton. In this mode it is ordinarily 

used to clean up the yield of edge identifiers by lessening all lines to single pixel thickness.  

 

Figure 1-5 Two 3*3 smoothing  (averaging) filters masks. The sum of all the weights (coefficients) in each mask is 

equal to one 

Diminishing is typically just connected to double pictures, and creates another twofold picture as 

yield. The skeleton acquired must have the accompanying properties: must be as thin as would 

be prudent, associated and focused. At the point when these properties are fulfilled, the 

calculation must stop. 

 

1.3.5 Feature Extraction of Static Signature verification 

Highlight extraction arrange is one of the critical phases of a Static mark confirmation 

framework. Elements jars be named worldwide or neighborhood, where worldwide components 



11 

 

speaks to mark's prop-erties all in all and nearby ones compare to properties particular to an 

inspecting point. 

 

Feature Types of Static Signature Authentication 

It is essential to execute personality confirmation methodology which gives high degree in 

performance is as yet adequate by a greater part of clients. A mark can be validated utilizing 

either static (off-line) or dynamic (on-line) verification-: 

i) Static (off-line): The sign mark is composed either on a bit of paper and after that filtered or 

specifically on the PC utilizing gadgets, for example, the computerized cushion. The state of the 

mark is then contrasted and the enrolled (reference) signature. The trouble with this procedure is 

that a decent falsifier will have the capacity to duplicate the state of the  signature. 

ii) Dynamic (on-line): The client's sign mark is gained continuously. By utilizing this dynamic 

information, additionally highlight, for example, speeding up, speed, and  immediate direction 

edges and removals can be separated. 

 

The choice of elements for extraction is troublesome for the execution of a biometric 

authentication framework. The components separated must have ready to depict the signature, 

detachable amongst classes and furthermore invariant inside a similar class. Two sorts of 

elements can be removed are both dynamic and static capabilities. For both dynamic and static 

capabilities, they are parameter based components and capacity based elements. When all is said 

in done, work based elements give preferred execution over parameters, however they typically 

tedious coordinating systems. Parameter based features are effectively processed and coordinated 

on account of its straightforwardness. 

While making a framework, it is critical assignment is to consider diverse outside variables. For 

an instance like a bank or teller application, the recovery of elements and calculation of 

coordinating must be quick and additionally exact for possibility for such an application. For 

every day get to control contingent upon the level of security, speed is an issue. The cost of 

making a framework is additionally an issue for specific applications. 

Certain basis must be built up amid include extraction to acquire the appropriateness of the list of 

capabilities. The rundown of the criteria demonstrated as follows, which go about as a rule to 

acquire the appropriate features-: 

i) Selected elements must have a high between individual differences to guarantee that the marks 

are divisible in light of various classes. This takes into account low equivalent mistake rates amid 

verification. 

ii) It is must to have a low intra-individual change for the chose highlights. This will enable a 

similar kind of marks to gather together, empowering better execution for the framework. 

iii) The elements set extraction ought to be quick, very basic and simple to figure with a specific 

end goal to have a framework which has low computational power. 
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iv) The measure of components removed must be sufficiently little to be put away in a savvy 

card. The quantity of components ought to be little, will thus take into account speedier and 

quicker calculation. 

v) The number of components ought to be sufficiently substantial to guarantee that the marks of 

various clients are recognizable with least computational hazard. 

vi)Selected components can't be figured out to get the first portray of the mark. This is to 

guarantee that regardless of the possibility that the components were to be acquired, the  first 

information of the mark is as yet obscure. 

 

1.3.6 Enrolment 

During enrollment, mark of every client is put away. The Non skilled frauds and skilled 

falsifications are likewise enlisted in the database. 

 

1.3.7 Classification 

In the grouping stage, a single classifier is prepared with reference sign marks. In light of the 

preparation, the classifier can settle on choices about the acknowledgment or dismissal of an 

example signature. 

The complexity of classifiers can vary from checking a single threshold by using a hidden 

Markov model (HMM) to involving a Support Vector Machine (SVM) or neural network in the 

decision. These methods can also be combined in a composite system to allow the decision to be 

made with a deeper understanding of the context. 

From the aspect of applicability it is essential to see whether the classification methodol-ogy 

only requires the presence of original signatures (a one-class problem) or both originals and 

forgeries (a two-class problem). The latter usually generates better results, especially for small 

databases, but in real world scenarios, it can only be used if synthetic forgeries for each signer 

are provided. 

There seems to be a major trend towards using general classifiers, like neural networks or SVM 

instead of concentrating on semantically interpretable distance measures, like the difference of 

local features. One major drawback of this is the increase in the number of two-class-problems, 

as these systems require both negative and positive samples for training. 

 

1.3.8 Verification 

During the verification stage, a sign mark to be tried and an ID of a guaranteed client are 

submitted to the framework. The test mark is contrasted and the format of reference marks 
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enlisted in the information base. Limit esteem is characterized and the test mark is named 

authentic or manufactured relying upon the edge esteem. 

 

1.3.9 Performance Evaluation 

As most bio-metric authentication systems, the performance of signature verifiers is usually 

measured in terms of error rates [11]. Different error rates can be derived from statistical 

hypothesis testing, where the null hypothesis is:  

H0 (hypothesis)-:”The sample signature originates from the same signer as the reference 

signatures”  

and the possible decisions are a definitive, ”accept” or ”reject”. We should note that in practical 

applications an ”inconclusive” answer may be also allowed, but in our case this would severely 

limit the comparability of different verification systems. 

  

Error Type I 

A Error type I , known as error of the first kind occurs when the null hypothesis (H0) is true, but 

is rejected. In signature verification, the rate of error type I  is often called False Rejection Rate 

(FRR) and is denoted by,  

  FRR (False Rejection Rate) ₌₌₌   Number of rejected original sample 

Total number of original sample 

Error Type II 

A error type II , is known as an error of the second kind, occurs when the null hypothesis (H0) is 

false, but it is erroneously accepted as true. In signature verification, the rate of error type II  is 

often called FAR (False Acceptance Rate) and is denoted by, 

 

     FAR (False acceptance Rate) ₌₌₌   Number of accepted forged sample 

           Total number of forged samples 

 

 

Equal Error Rate (EER) 

Each verification system can be tuned to a level at which both reject and accept error rates are 

equal. This rate is called EER (equal error rate). 
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EER provides a quick way to compare the accuracy of verification systems. In general, a system 

with lower EER is considered to be more accurate 

 

AER (Average error rate) 

AER (Average error rate) is average of FRR and FAR for a given experimental configuration. 

AER = F AR + F RR 

2 

 

1.4 Organization of Thesis 

The Organization of thesis is following-: 

In Second Part we have discussed literature survey relater to Signature types, Forgery types, 

feature extraction technique, and classifiers. 

In Third Part presents the proposed system, that provides detail description about pre-processing 

steps, feature extraction techniques, and classifiers are being used. 

In Fourth Part describes the experimental settings being done to provide comparative analysis of 

results and collects the results. 
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Chapter 2. Literature Survey 

 

The handwritten signature has dependably been a standout among the most straightforward and 

acknowledged approach to authenticate an official record. It is anything but difficult to get, 

comes about because of an unconstrained motion and it is special to every person. Automatic 

static signature verification can, along these lines, be connected in all situ-ations where written 

by hand marks are presently utilized, for example, changing a check, marking a charge card 

exchange and validating a report [12].  

The objective of a signature check framework is to confirm the character of an individual in light 

of an investigation of his or her mark through a procedure that segregates a veritable mark from a 

fabrication.  

 

 

Figure 2-1 Block diagram of generic signature verification system 

Figure 2.1 demonstrates a case of a bland mark confirmation framework. The procedure takes 

after the traditional example acknowledgment demonstrate steps, that is, information obtaining, 

pre-preparing, highlight extraction, arrangement (which is genre-partner called "check" in the 

mark confirmation field) and choice.  

Contingent upon the information procurement system, the procedure of mark confirmation can 

be delegated on the web or disconnected. In the on the web (or dynamic) approach, particular 

equipment, (for example, a digitizing tablet or a pres-beyond any doubt delicate pen) is utilized 

as a part of request to catch the pen developments over the paper at the season of the written 

work.  

For this situation, a mark can be seen as a space-time variation bend that can be broke down 

regarding its curvilinear removal, its precise uprooting and the torsion of its direction. Then 
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again, in the disconnected (or static) approach, the mark is accessible on a sheet of paper, which 

is later examined with a specific end goal to acquire a computerized portrayal made out of M*N 

pixels. Henceforth, the mark picture is considered as a discrete 2D work f(x, y), where x =0 

,1,2,...,M and y =0 ,1,2,...,N mean the spatial directions. The estimation off in any (x, y) 

compares to the dim level (for the most part an incentive from 0 to 255) in that point. 

In the course of the most recent two decades a few imaginative methodologies for static 

signature confirmation have been presented in writing. In this manner, this section displays a 

review of off-line sign verification systems, concentrating on the element extraction and check 

techniques.  

The objective is to introduce the most critical advances, and also the present difficulties in this 

field. Of particular intrigue are the methods that take into consideration planning a mark 

confirmation framework in light of a constrained measure of information?  

In the following areas, the sorts of sign and frauds are characterized. Next, a writing audit of the 

element extraction methods and check systems proposed in this field is exhibited. At that point a 

few techniques used to confront the issue of a constrained measure of information are examined. 

 

2.1 Signatures and Forgeries Types 

The signature confirmation is specifically identified with the letters in order (Roman, Chinese, 

Arabic, and so on.) and the type of composing of every district. The occidental marks can be 

arranged in two primary styles: cursive or graphical, as shown in Figure 2.2.  

                         

Figure 2-2 (c) Graphical signatures and (a, b)cursive 

With cursive marks, the writer composes his or her name readably, while the graphical marks 

contain complex examples which are exceptionally hard to decipher as an arrangement of 

characters. 
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As per Coetzer et al, [13 ] the produced marks can be ordered in three essential types-: 

i) Random forgery: The falsifier has no entrance to the real signature (not even the creator's 

name) and duplicates an arbitrary one. An arbitrary falsification may likewise incorporate the 

falsifier's own sign. 

ii) Simple forgery: The counterfeiter knows the creator's name, yet has no entrance to an 

example of the mark. Therefore, the falsifier recreates the mark in his own particular style. 

iii) Skilled forgery: The counterfeiter approaches at least one examples of the certified mark and 

can recreate it. Skilled forgery can be even subdivided by the level of the falsifier's aptitude. 

Figure 2.3 presents cases of the specified sorts of    fabrications. 

                            

 

Figure 2-3   (a) genuine signature, (b) random forgery, (c) simple forgery and (d) skilled forgery 

 

Generally, just arbitrary falsifications are utilized to prepare the order module of a mark verifi-

cation framework. The reason is that, by and by, it is once in a while conceivable to acquire tests 

of frauds; and for instance, when managing keeping money applications, it ends up plainly 

impracticable [14]. Then again, every one of the sorts of fabrications are utilized to assess the 

framework's performance. 

 

2.2 Feature Extraction Technique 

Feature extraction is fundamental to the achievement of a signature check framework. In a off-

line environment, the sign are procured from a medium, generally paper, and pre-handled before 

the element extraction starts. Static off-line component extraction is an essential issue on account 

of written by hand marks changeability and the absence of dynamic data about the marking 

procedure.  
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A perfect component extraction procedure removes a negligible list of capabilities that expands 

relational distance between signature cases of various people, while limiting interpersonal 

separate for those having a place with a similar individual.  

There are two classes of components utilized as a part of disconnected mark confirmation-: 

i) Static, identified with the mark shape 

ii) Pseudo-dynamic, identified with the flow of the written work 

             

Figure 2-4  Taxonomy feature types used in signature, verification The dynamic features are represented but are 

only used in online approaches 

These components can be extricated locally, if the signature is seen as an arrangement of divided 

districts, or internationally, if the mark is seen in general. Note that procedures used to extricate 

worldwide components can likewise be connected to particular districts of the mark so as to 

deliver nearby elements. Similarly, a neighborhood system can be connected to the entire picture 

to create worldwide components.  

Figure 2.4 presents scientific categorization of the classes of components utilized as a part of 

mark check. Also, the neighborhood components can be portrayed as relevant and non-logical. In 

the event that the mark division is performed with a specific end goal to decipher the content (for 

instance, bars of "t" and spots of "i"), the investigation is viewed as logical.  

This sort of investigation is not well known for two reasons-: 

i) It requires a complex division handle 

ii) It is not reasonable to manage graphical marks 

Then again, if the mark is seen as a drawing made out of line portions (as it happens in most of 

the writing), the examination is considered non-relevant. Before depicting the most vital 

components extraction systems in the field of disconnected mark confirmation, signature 

portrayal is examined. 
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2.2.1 Signature Representations 

A few systems change the signature picture into another portrayal before removing the 

components. Static mark confirmation writing is very broad about mark representations. Box and 

curved body portrayals have been utilized to speak to sign [10]. The crate portrayal is made out 

of the littlest rectangle fitting the mark. Its edge, region and edge/region proportion can be 

utilized as components. The raised structure portrayal is made out of the littlest arched body 

fitting the mark. Its range, roundness, conservativeness and furthermore the length and 

introduction of its most extreme pivot can be utilized as components. The skeleton of the mark, 

its out-line, directional wildernesses and ink conveyances have likewise been utilized has 

signature portrayals. 

The skeleton (or center) rep-introduction is the pixel wide strokes coming about because of the 

utilization of a diminishing calculation to a mark picture. The skeleton can be utilized to 

distinguish the mark edge focuses (1-neighbor pixels) that check the start and closure of strokes. 

Further, pseudo-Zernike minutes have additionally been separated from this sort of portrayal. 

                  

Figure 2-5  (a) Example of a handwritten signature and (b) its upper and lower envelopes have been extracted 

 

The design depiction is made out of every dull pixel neighboring no short of what one white 

pixel. Directional edges (in like manner called shadow pictures) are gotten when keeping quite 

recently the dull pix-els touching a white pixel in a gave direction (and there are 8 possible 

headings). To perform ink flow depictions, a virtual framework is superposed over the check 

picture. The cells containing over portion of dim pixels are completely filled while the others are 

released. De-pending on the system scale, the ink scatterings can be coarser or more low down. 

The amount of filled cells can in like manner be used as an overall part. Upper and lower 

envelopes (or profiles) are also found in the written work. The upper envelope is procured by 

picking portion insightful the upper pixels of a stamp picture, while the lower envelope is refined 

by picking the lower pixels, as delineated by Figure 2.5. As overall parts, the amounts of turns 

and openings in these depictions have been evacuated. Science changes have been utilized to 

speak to signature pictures. Discrete Radon trans-shape is utilized to remove a perception 

succession of the mark, which is utilized as a list of capabilities [13].  
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At long last, signature pictures can likewise experience a progression of changes before highlight 

extraction. For instance, Tang et al. [16] utilized a focal projection to lessen the mark picture to a 

1-D flag that is thus changed by a wavelet before fractal highlights are extricated from its fractal 

measurement. 

2.2.2 Geometrical Features 

Worldwide geometric elements measure the state of a mark. The stature, the width and the zone 

(or pixel thickness) of the mark are essential components relating to this classification. The 

tallness and width can be consolidated to shape the perspective proportion (or bore), as portrayed 

in Figure 2.6.  

More intricate geometric components comprise of the extent, the separating and the arrangement 

to pattern. Extent, as delineated in Figure 2.7, measures the stature varieties of the mark while 

dividing, portrayed in Figure 2.8, depicts the holes in the mark (signature) [17].  

Arrangement to gauge separates the general introduction of the mark as per a pattern reference 

[10] [17] and is outlined in Figure 2.9. Associated segments can likewise be removed as 

worldwide components, for example, the quantity of 4-neighbors and 8-neighbors pixels in the 

mark picture [10]. 

 

2.2.3 Directional feature 

Characters involve strokes that are arranged lines, bends, or polylines. The introduction or 

direction of strokes assumes a vital part in separating between different characters. For instance 

arrangement in view of highlight vector portrayal, characters have additionally been spoken to as 

vectors of introduction/bearing insights.  

            

Figure 2-6  Examples of handwritten signatures with two different calibers: (a) large and (b) medium 

To do this, the stroke introduction/heading point is standard titioned into settled number of 

extents, and the quantity of stroke sections in each edge extend is taken as element esteem. Both 

introduction and bearing histogram elements can be called course includes by and large.  
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Figure 2-7  Examples of handwritten signatures with three different proportions: (a) proportional,(b) 

disproportionate, and (c) mixed 

The nearby stroke introduction/bearing of a character can be resolved in dif-ferent ways: 

skeleton introduction, stroke section, shape chaincode, slope course, et cetera. The shape 

chaincode and angle heading highlights are presently broadly embraced in light of the fact that 

they have execution and are roughly invariant to stroke-width variety. The decompo-sition of 

directional elements utilizing shape and angle is quickly portrayed beneath. More insights about 

course components can be found in. 

The form pixel binary pictures are ordinarily encoded into chaincodes when they are followed in 

a specific request, say counter clockwise for external circle and clockwise for inward circle. Each 

form pixel focuses to its successor in one of the eight bearings appeared in figure 2.10.  

           

Figure 2-8  Examples of handwritten signatures (a) with spaces and (b) no space 

As the shape length is roughly invariant to stroke width, and the chaincode heading diverts the 

nearby stroke bearing, it is normal to appoint form pixels of the same chaincode to a course plane 

and concentrate highlight esteems from the bearing planes. There are essentially two approaches 

to deflect mine the course codes of shape pixels.  
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Figure 2-9  Examples of handwritten signatures with an alignment to baseline of (a) 22◦, and (b) 0◦ 

In one way, the request of shape pixel is gotten by form following, and after that the chaincodes 

are computed.  

                                         

Figure 2-10  Eight direction of chain code 

Shape following, be that as it may, is not trifling to execute. Another way analyzes a 3x3 window 

focused at each shape pixel (a dark pixel with no less than one of the 4-neighbors being white). 

The form pixel is doled out to maybe a couple headings as indicated by the arrangement of 

neighborhood. 

 

2.2.4 Fixed Zoning 

Fixed zoning characterizes discretionary locales and utilizations them for all marks. To perform 

settled zoning in light of pixels, every one of the pixels of a mark are sent to the classifier after 

the mark picture has been standardized to a given size [10]. Something else, various settled 

zoning strategies are depicted in the writing. Generally, the mark is separated into strips (vertical 

or flat) or utilizing a design like a matrix or precise apportioning. At that point, geometric 

components [18] wavelet transforms features and statistical features [18] can be extracted. Figure 

2.10 illustrate an example of feature extraction from a grid cell of a handwritten signature. 
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Figure 2-11  (a) Example of a grid-like fixed zoning and of two feature extraction techniques applied to a given cell: 

(b) pixel density and (c) gravity center distance 

Different strategies are uncommonly intended for separating nearby elements. Strips based 

techniques incorporate fringe highlights extraction from even and vertical pieces of a mark edge 

portrayal. Fringe highlights measure the separation between two edges and the range between the 

virtual casing of the strip and the principal edge of the mark. 

Most settled zoning strategies utilize a matrix design. For instance, the Changed Heading 

Highlight (MDF) strategy separates the area of the moves from the foundation to the mark and 

their comparing course esteems for every phone of network super-postured on the mark picture. 

The Angle, Basic and Concavity (GSC) technique [19] [20] extricates inclination highlights from 

edge ebb and flow, basic components from short strokes and concavity highlights from certain 

opening sorts autonomously for every phone a network covering the mark picture.  

The Expanded Shadow Code method, proposed by Sabourin and colleagues [21] fixates the mark 

picture on a network format where each rectangular cell of the lattice is made out of six bars: one 

bar for each side of the cell in addition to two askew banishes extending from an edge of the cell 

to the next in a "X" mold. The pixels of the mark are anticipated oppositely on the closest level 

bar, the closest vertical bar, and furthermore on both inclining bars. The elements are separated 

from the standardized territory of each bar that is secured by the anticipated pixels. The 

envelope-based procedure [22] depicts, for every framework cell, the comportment of the upper 

and lower envelope of the sign. The pec-strum strategy [23] fixates the mark picture on a matrix 

of covering retinas and afterward utilizes progressive morphological openings to extricate 

neighborhood granulometric estimate appropriations. 

 

2.3 Work Related to Verification Strategies 

This segment classifies some exploration in off-line mark confirmation as per the method used to 

perform check, that is, Dynamic Time Warping,  Artificial Neural Networks, Support Vector 

Machines, Bayesian Networks, Hidden Markov Models, Distance Classifiers, Structural 

Techniques. 
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In signature check, the confirmation procedure can either be sorted as author autonomous or 

essayist subordinate [20]. With essayist autonomous confirmation, a solitary classifier manages 

the entire populace of scholars. Interestingly, the essayist subordinate confirmation requires a 

contrast ent classifier for every author. As most of the examination introduced in writing is 

intended to perform author subordinate check, this viewpoint is said just when essayist 

autonomous confirmation is considered.  

Before portraying the confirmation techniques, a word on the measures used to assess the 

execution of sign check frameworks. 

 

2.3.1 Performance Evaluation Measures 

The most straightforward approach to report the execution of mark confirmation frameworks is 

as far as blunder rates. The False Rejection Rate (FRR) is identified with the quantity of bona 

fide marks wrongly arranged by the framework as fabrications. Though the False 

Acknowledgment Rate (FAR) is identified with the quantity of falsifications and misclassified as 

honest to goodness marks. FRR and FAR are otherwise called sort 1 and sort 2 blunders, 

individually. At long last, the Average Error Rate (AER) is identified with the aggregate blunder 

of the framework, that is, the sort 1 and sort 2 mistakes together.  

Then again, if the choice edge of a framework is set to have the FRR roughly equivalent to the 

FAR, the Equivalent Error Rate (EER) is being calculated. 

 

2.3.2 Artificial Neural Networks (ANN) 

An Artificial Neural Network (ANN) is an enormously parallel disseminated framework made 

out of genius ceasing units fit for putting away information gained as a matter of fact (tests) and 

utilizing it to tackle complex issues. Multiplayer Perception (MLP) prepared with the blunder 

Back Engendering calculation has been so far the most regularly ANN engineering utilized as a 

part of example acknowledgment.  

Quek and Zhou [24] proposed a framework in view of Fluffy Neural Systems, with a specific 

end goal to take out gifted frauds. To speak to the marks, they utilized reference design based 

elements, worldwide standard elements, weight elements and inclination highlights. In the 

primary arrangement of trials, utilizing both honest to goodness marks and gifted frauds to 

prepare the system, a normal EER of 22.4% was acquired. Similar outcomes were gotten in the 

second arrangement of trials, in which just honest to goodness signa-tures were utilized as 

preparing information. 

Aswini et al. [26] proposed feature extraction using horizontal and vertical splitting.In the 

experiment they used feed forward neural network using Error Back Propogation Algorithm.The 

best classification result obtained was 85.7%. 

K. N. Pushpalatha et al. [27] proposed off-line signature verification based on transform do-

main features such as gradient, coherence and dominant local orientation. The DWT technique is 
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applied on signature images to get LL, LH, HL, and HH sub-bands. The Feed Forward Artificial 

Neural Network is used for classification and verification. 

Verma et al. [28] proposed offline signature verification based on angle features and pix-

eldensity based features. ANN is used as a verification tool. They provide a comparative study of 

the performance of the both features, comparison on the basis of time required for training, 

comparison on the basis of accuracy, and comparaison on the basis of FAR and FRR. 

 

2.3.3 Hidden Markov Models (HMM) 

Hidden Markov Models (Rabiner, 1989) are limited stochastic automata used to show 

successions of perceptions. In spite of the fact that this procedure is more reasonable to 

demonstrate dynamic information, (for example, discourse and online marks) it has additionally 

been connected to disconnected marks. For the most part, HMMs are utilized to perform author 

subordinate confirmation, by demonstrating just the bona fide marks of an essayist. For this 

situation, the imitations are distinguished by shareholding. 

Rigoll and Kosmala [31] displayed an examination among on the web and off-line mark verifi-

cation utilizing discrete HMMs. To speak to the marks in the online model, they utilized both 

static and pseudo-dynamic elements. In the principal set of analyses, in which each element was 

inves-tigated independently, astonishing outcomes were acquired. The bitmap highlight was the 

most imperative one, accomplishing an order rate of 92.2%.  

The Fourier component additionally provided a high classifi-cation rate. At last, amazement was 

the low significance of the quickening. Obviously, great outcomes were acquired utilizing the 

speed include. Different tests, utilizing a few components together, were performed keeping in 

mind the end goal to acquire high characterization rates.  

The best outcome (99%) was gotten when just 4 highlights (bitmap, speed, weight and Fourier 

element) where consolidated. To speak to the marks in the disconnected model, they subdivided 

the mark picture into a few squares of 10*10 pixels. From that point onward, the dim estimation 

of each square was figured and utilized as highlight. In the tests, a characterization rate of 98.1% 

was accomplished. The little contrast between the on the web and static off-line characterization 

rates is a critical down to earth come about, since disconnected check is less difficult to actualize. 

Coetzer et al. [13] utilized HMMs and Discrete Radon Transform to recognize straightforward 

and talented phonies. In this exploration, a few techniques were proposed keeping in mind the 

end goal to acquire commotion, move, and revolution and scale invariances. By utilizing a left-

to-right ring model and the Viterbi calculation, EERs of 4.5% and 18% were accomplished for 

straightforward and talented imitations, separately. 
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2.3.4 Support Vector Machines (SVM) 

Support Vector Machines (SVM) [33] utilize a bit based learning procedure which has indicated 

effective outcomes in different areas, for example, design acknowledgment, relapse estimation, 

thickness estimation, curiosity identification and others. 

Sign check frameworks that utilization SVM as classifier are outlined comparably to those that 

utilization neural systems. That is, in an essayist subordinate approach, there is one class for the 

certified marks and different class for the falsifications. Furthermore, by utilizing one-class 

SVMs, it is conceivable to perform preparing by utilizing just veritable marks. In the exploration 

of Srihari et al. they attempted to utilize it with regards to gifted falsifications. In any case, by 

utilizing the customary two-class approach, the AER diminished from 46.0% to 9.3%. 

Justino et al. [18] played out an examination among SVM and HMM classifiers in the 

identification of arbitrary, basic and talented frauds. By utilizing a network division conspires, 

they extricated an arrangement of static and pseudo-dynamic components. Under various trial 

conditions, that is, shifting the measure of the preparation set and the sorts of imitations, the 

SVM with a straight portion beat the HMM.  

Martinez et al. (Martinez et al., 2004) utilized SVM with RBF portion so as to identify gifted 

falsifications. In the investigations, distinctive sorts of geometrical components, and additionally 

crude marks were tried. The best outcome, a FAR of 18.85%, was gotten when crude pictures 

with a size of 0.4 were utilized. 

Ozgunduz et al. [34] utilized Support Vector Machines with a specific end goal to identify 

irregular and gifted imitations. To speak to the marks, they separated worldwide geometric 

elements, heading elements and matrix highlights. In the tests, a correlation amongst SVM and 

ANN was performed. Using a SVM with RBF piece, a FRR of 0.02% and a FAR of 0.11% were 

obtained. While the ANN, arranged with the Back-inciting figuring, gave a FRR of 0.22% and a 

FAR of 0.16%. In the two trials, skilled impersonations were used to set up the classifier. 

Mandeep et al. [35] proposed off-line mark check with a novel element extraction technique. 

Combination of concentric squares having geometric elements, zone based incline and also slant 

point have been considered as information designs. Check was performed by utilizing SVM. 

Spiral Basis Function (RBF) based SVM display show the best outcomes when contrasted with 

that in view of straight and polynomial kernel’s. 

Srikanta Pal et al. [36] proposed a method canceled line signature check utilizing G-SURF. 

This paper recommends another component encoding strategy. This component extraction 

method depends on the amalgamation of Gabor channel based elements with SURF highlights. 

Bolster Vector Machine (SVM) is utilized for arrangement reason. For experimentation, 1500 

falsifications and 1200 honest to goodness marks from the GDPS signature datebase were 

utilized. A confirmation exactness of 97.05% was acquired. 

Vu Nguyen et al. [37] proposed a smaller size list of capabilities for the disconnected mark 

check issue. This paper examines the execution of a little list of capabilities comprising of 33 

include values. The outcomes recommend that the utilization of worldwide components for the 

disconnected confirmation issue is worth further examination. In spite of the empowering comes 
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about, there are critical crevices between the execution of the proposed highlight set and other 

cutting edge nearby component extraction strategy. In the examinations utilizing SVM, a normal 

blunder rate of 16.80% is gotten. 

Rameez Wajid et al. [38] evaluated classifier performance for off-line signature verification 

using local binary patterns. The feature vector is formed by dividing the signature images into 

twelve local regions and forming a code matrix by their LBPs. The histogram of each code 

matrix is formulated and concatenated. The dimensionality of feature vector is subsequently 

reduced by keeping the 256 DCT coefficients of the concatenated vector. Seven different 

classifier’s perfor-mance is evaluated using the feature vector. SVM based classifier outperform 

the others. 

 

2.4 Problem Statement 

To design and build up a static offline written by hand signature check framework that will 

separate between unique signature and nearer fashion signature relying upon chain code 

histogram and angular components. 

 

2.5 Motivation 

The utilization of sign has turned out to be a standout among the most helpful strategy for check 

of person. A mark might be named as a behavioral bio-metric as it can change contingent on 

numerous components, for example, state of mind of the underwriter, well-being and so forth. 

The testing part of the mark confirmation has been, for quite a while, a genuine inspiration for 

scientists. Research into signature confirmation has been successfully sought after is as yet going 

on, particularly in the static mode 

Automatic static signature verification system uses only structural features of the signature image 

whereas the on-line signature verification system uses structural as well as behavioural properties 

of the signature that includes time taken by the signer, the pen tip angle, the pressure applied on 

the pen tip, the acceleration etc.  

Due to absence of knowledge about the process of signing static signature verification is quite 

challenging and complex task. The main difficulties in static signature verification are listed 

below-: 

i) The wide intra-personal variations and complexity of signature pattern. 

ii) The minimal difference between skilled forgery and genuine signature. 

iii) The way of doing signature depends upon the psychological state of the signer and the 

different conditions under which the signature apposition process occurs. 
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2.6 Main objectives  

The main objectives of the proposed system are described below-: 

i) To show a pre-preparing procedure and highlight extraction handle, in which the principle 

point is to get the most extreme execution nature of the procedure. 

ii) To analyze and compare the performance of the chain code histogram and angular features for 

signature verification. 

iii) To present a learning process based on SVM, where the aim is to obtain the best model. That 

is, one that is capable of classifying each writer’s signature and also differentiate genuine 

signature from the forge signature. 

iv) To present a sign check handle that uses the model created by the learning procedure without 

utilizing any earlier information of test information. 
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Chapter 3. Proposed System 

 

We proposed a scheme for Automatic static signature verification using angular features, 

direction and chain code histogram. The proposed system is organized in the following 

sections.  

Section 3.1 explains pre-processing steps used in the system,  

Section 3.2 introduces feature extraction technique,  

Section 3.3 describes training,  

Section 3.4 describes signature verification.  

Figure 3.1 shows the block diagram of proposed system. 

 

3.1 Pre-processing 

The pre-preparing step is connected both in training and testing stages. The pre-handling stages 

typically incorporates numerous strategies connected for binarization, clamor evacuation, skew 

identification, incline amendment, standardization, form making and skeleton like procedures to 

make character picture simple to separate important components.  

The reason for this stage is to make signature standard and prepared for highlight extraction. The 

pre-handling stage enhances nature of the picture and makes it appropriate for highlight 

extraction. The pre- possessing includes following stages-: 

3.1.1 Binarization 

The process of converted gray scale image into binary image is called binarization. The scanned 

image is transform into binary image using Otsu’s Algorithm which is a global thresh-holding 

technique. 

 

3.1.2 Smoothing 

Mean separating is a fundamental, natural and easy to complete technique for smoothing 

pictures, i.e. diminishing the measure of energy assortment between one pixel and the 

accompanying. It is consistently used to diminish noise in pictures. In this proposed work 3*3 

average filter is used to smooth the image 
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Figure 3-1 Block diagram of proposed system 

. 

3.1.3 Extraction of Exactly Signature Area 

The signature picture might not be available on the whole frame. Thus, the correct sign range is 

considered in the skeleton picture for further investigation. This reduces check time and is 

financially effective.  

The sign picture is filtered on a level plane from top to get the main dark pixel row a1 of the 

picture and is the estimation of the column variable i comparing to first dark pixel. The sign 

picture is filtered from the base to get the last dark pixel row a2 of mark and is the estimation of 

the column variable i comparing to last dark pixel.  

                 

Figure 3-2  (a) Original image; (b) Binary image ; (c) Cropped and filtered image ; (d) Skeleton image 
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The horizontal examining for finding the top line and base line of the correct mark region is 

given by the Equations 3.1 and 3.2 

i
M

=1  j
N

=1I(i; j) = 1 (3.1) 

i
M

=1  j
N

=1I(N + (1- i); j) = 0 (3.2) 

 

The sign picture is checked vertically from left to get the first dark pixel segment a3 of the 

picture and is the estimation of the column variable j comparing to first dark pixel. The sign 

picture is scanned vertically from appropriate to get the last dark pixel section a4 of the mark and 

is the estimation of the segment variable j comparing to last dark pixel.  

The vertical filtering for finding definite mark region is given by the Equations 3.3 and 3.4. The 

Fig. 3.2(c) demonstrates the picture with exact signature area. 

i
M

=1  j
N

=1I(i; j) = 1 (3.3) 

i
M

=1  j
N

=1I(i; M + (1- j)) = 0 (3.4) 

 

3.1.4 Skeletonization 

The skeletonization is finished by expelling the pixels on the limit of the mark picture without 

permitting the mark picture to break separated. The procedure is accomplished by morphological 

operations on signature picture. The Figure 3.2(d) demonstrates the mark after skeletonization. 

 

3.2 Feature Extraction 

Feature extraction organize is one of the urgent phases of a static sign check framework. 

Components can be named worldwide or nearby, where worldwide elements speaks to mark's 

prop-erties all in all and neighborhood ones compare to properties particular to an inspecting 

point.  

Two sorts of elements are utilized as a part of the proposed work-: 

i) Angular Feature 

ii) Chain Code Histogram 
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3.2.1 Feature Extraction Based on Chain Code Histogram 

The components are removed in two phase. In the first phase contour of the image is detected 

using connected component detection (using 8-connectivity). In the second phase extracted 

contour is represented using chain code sequence. 

Contour Extraction 

Contour is extracted using boundary tracing algorithm. When apply this algorithm it is as-

sumed that the image with regions is either binary or those regions are previously labelled. Algo-

rithm’s steps: 

i) Search the picture from left to appropriate until the point that a pixel of new area is discovered 

i.e. to right; this pixel P(0) is the beginning pixel of the region border. Characterize a variable dir 

which stores the heading of the past move along the border from the past fringe component to the 

present border component. Assign 

 dir=0  : if 4-connectivity border detect              //* (Figure 3.3-(a)) 

 dir=7   : if 8-connectivity border detect             //* (Figure 3.3-(b) ) 

ii) Search the 3X3 neighbor-hood of the current pixel in an anticlockwise direction, starting the 

neighborhood search at the pixel positioned in the direction 

 (dir+3) modulo 4                      //*(Figure 3.3-(c)) 

 (dir+7) modulo 8    : if dir value is even          //* (Figure 3.3-(d))  

 (dir+6) modulo 8    :  if dir value is odd         //* (Figure 3.3-(e)). 

The principal pixel found with an same incentive from the present pixel is another limit 

component Pn. Update the dir value. 

iii) In the event that the present limit component Pn is equivalent to the second border 

component P1 and if the previous border component Pn1 is equivalent to P0 stop. Otherwise 

repeat step (2). 

iv) The detected border is represented by pixels P0……Pn2. 
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Figure 3-3  Direction notations, 4,8-connectivity; and pixel neighbourhood search sequence in 4,8- connectivity and 

boundary tracing in 8- connectivity 

 

Chain Code Histogram-:  

The chain code gives a capacity effective portrayal of the limit of a protest in the twofold picture. 

To get a portrayal of a shape, we can essentially store the directions of a succession of pixels in 

the picture. On the other hand, we can simply store the relative position between back to back 

pixels. This is the essential thought behind chain codes.  

Chain codes are one of the most seasoned methods in PC vision, initially presented in the 1960s 

(Freeman, 1961; a fantastic audit came later: Freeman, 1974). Basically, the arrangement of 

pixels in the outskirt of a shape is converted into an arrangement of associations between them. 

Given a total outskirt, one that is an arrangement of associated focuses, at that point beginning 

from one pixel we should have the capacity to decide the bearing in which the following pixel is 

to be found.  

In particular, the following pixel is one of the contiguous focuses in one of the real compass 

headings. Therefore, the chain code is framed by linking the number that assigns the course of 

the following pixel.  

That is, given a pixel, the progressive bearing starting with one pixel then onto the next pixel 

turns into a component in the last code. This is rehashed for each point until the point when the 

begin point is achieved when the (shut) shape is totally broke down. 
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Figure 3-4  Boundary and region 

 

Figure 3-5  Chain codes Connectivity 

The chain codes for the illustration district in Figure 3.4(a) are appeared in Figure 3.6. Figure 

3.6(a) demonstrates the chain code for the four-way network. For this situation, we have that the 

course from the begin point to the following is south (i.e. code 2),  

S0 the main component of the chain code depicting the shape is 2. The bearing from guide P1 

toward the following, P2, is east (code 1), so the following component of the code is 1. The 

following point after P2 is P3, which is south, giving a code 2.  
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Figure 3-6  Chain codes by different codes 

 

This coding is rehashed until P23, which is associated eastwards to the beginning stage, so the 

last component (the twelfth component) of the code is 1. The code for eight-way availability 

appeared in Figure 3.6(b) is gotten in a closely resembling way, yet the headings are doled out as 

indicated by the definition in Figure 3.5(b). Notice that the length of the code is shorter for this 

network, given that the quantity of limit focuses is littler for eight-path availability than it is for 

four-way. 8-way chain codes are utilized as a part of the proposed work. Venture for removing 

chain code highlights is given below-: 

i) Invert the input pre-processed binary image so that background pixels are represented by 0 and 

object pixels are represented by 1. 

ii) Extract the 8-connected contour image of the input signature image. 

iii) Divide the input signature contour image into 5*5 grid blocks. 

iv)The 8-directional chain code is generated by tracing the contour along each block. Tracing the 

8-directional results in 8 matrices of size 5*5 created for each direction. 

Thus by appending all the above eight matrices the feature vector of size 5*5*8 (200) is created. 

 

 

3.2.2 Feature Extraction Based on Angular Features 

The angular components are extricated in two stages.  
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In first stage, the pre-prepared sign picture is made to experience vertical part and level part. The 

skeleton of the sign picture is filtered from left to right and start to finish to a certain the 

aggregate number of dark pixels. The picture is separated into two parts concerning the quantity 

of dark pixels by two lines, vertically and on a level plane which crosses at a point called the 

focal point of signature or geometric focus.  

The sign picture is part with level line going through geometric focal point of picture to get top 

and base parts of picture. The direction of the limit of each part or square is put away. The 

geometric place for each piece is gotten by finding a point where number of dark pixels is half of 

the aggregate number of dark pixels in the square. Geometric focus is found for top and base 

squares separately.  

The top square is part with a vertical line to locate the geometric place for left and right parts of 

top piece. Again the direction of the limit of each square is acquired. Thus, the base piece is part 

with a vertical line to locate the geometric place for left and right parts of base square. At that 

point, each part is again part through their geometric focus to acquire precise component focuses 

as appeared in Fig. 3.7. 

The procedure of vertical and level part of mark prompts 512 pieces. The upper left corner of the 

picture is considered as the reference point. The separation between reference point what's more, 

the focal point of mark is acquired by the condition (3.5). 

 

                                                 d=√(      )    (     )                                         (3.5) 

where (i1, j1) and (i2, j2) are co-ordinate points. Consider the reference point, A (1, 1) and the 

centre C (i, j), of signature as shown in the Fig 3.8. The angle is computed using the equation 

(3.6). 

 

 

 

where  i=1, 2, 3, 4, ………, 512 , adjacent side AB and hypotenuse AC are given by equations 

(3.7) and (3.8) respectively. 

 

i= cos -l( 

   

) (3.6)    
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Figure 3-7  Split signature image 

 

 

Figure 3-8  Right angled triangle 

 

   √(     )  (     )  

AC = √(   )    (    )                              
 

                                                                         

(3.7) 

 AB = j-1 (3.8) 

The technique is done for all the 512 pieces and the comparing rakish components are acquired. 

The quantity of squares can be expanded further yet there might be the situation where the edge 

processed would be limitlessness.  

As the pixel shows up on the upper left corner of the piece, hypotenuse ends up noticeably zero. 

So the quantities of squares are constrained to 512. 
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In the second phase signature image is resized to 200*400. Then it is divided horizontally into 10 

equal parts. Each part is then subdivided into 50*10 size blocks. This leads to a total of 160 

blocks per signature image. Figure 3.9 shows the proposed method. The bottom left corner of 

each box is considered as reference point.  

Angle features are calculated with respect to reference point for each box. The distance between 

two points (i1,j1) and (i2,j2) is calculated with the help of equation (2). For each nth pixel in mth 

box at location (i, j) corresponding angle between base line of each box and the line joining the 

point (i, j) and reference point is calculated by the equation (3.9).  

Then the sum of all the angles in mth box is divided by the number of signature pixel in that box 

to obtain a normalized angle Θm 

 

                                                Θm =∑    
 

   
                              (3.9)                    

 

    

Where N: number of signature pixels in mth box. The angle features from all the 160 blocks 

constitutes the feature vector for this phase. The complete size of feature vector is 872 from all 

the phases. All the feature vectors (chain code based, angle based, and fusion of both) are used to 

train the system. 

 

Figure 3-9  Process of extracting angular features 
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3.3 Training 

Late research in the field of machine learning centers around the plan of productive classifier. 

The principle qualities of any classified to effectively characterize concealed information which 

were absent in the preparation set. Support Vector Machine (SVM) is utilized as the classifier for 

this examination. The objective of SVM is to create a model in view of the preparation set which 

predicts the objective class of the test information. The capabilities extricated from area 3.2 are 

utilized to prepare the classifier, SVM. 

 

3.3.1 Support Vector Machines (SVM) 

All in all there are two ways to deal with create classifiers: a parametric approach where from the 

earlier information of information dispersions is accepted, and a non-parametric approach where 

no from the earlier learning is expected. Support Vector Machine (SVM) is a non-parametric 

parallel straight clas-sifier and managed learning model utilized for characterization and relapse 

investigation. SVM was presented by Russian researcher Vladimir Vapnik in mid 1990s.  

Given a game plan of get ready cases, each set apart as having a place with one of two classes, a 

SVM get ready figuring gathers a model that doles out new cases into one class or the other.. 

The model tries to boost the edge between the classes and limit the order blunder. 

SVM distinguishes a hyper plane or set of directly divisible hyper planes in a high-or unbounded 

dimensional space, which are straight elements of the element space. The hyper planes are set 

with the end goal that the separation between the classes is most extreme (purported utilitarian 

edge), since as a rule the bigger the separation the lower the speculation mistake of the classifier.  

 

SVM beat traditional classifiers, particularly when the quantity of preparing information is little 

and the quantity of information factors is expansive. This is on the grounds that the customary 

classifiers don't have the component to amplify the edges of class boundaries [41]. A two-class 

SVM can work for both directly detachable and in addition straightly non-distinguishable 

preparing information in the information space.  

The SVM defined for two-class issues can likewise be stretched out to multi-class issues. A two-

class SVM is presented in the accompanying subsection. 

 

Two-class Support Vector Machines-:  

For a two-class issue, a support vector machine is prepared with the goal that the immediate 

choice function augments the speculation capacity. Assume m-dimensional preparing inputs xi (i 

= 1; : ; M) have a place with Class 1 or 2 and the related marks be yi = 1 for Class 1 and −1 for 
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Class 2. On the off chance that these information are directly detachable, the decision function 

can be defined as-:  

 

D(x) = w
T
 x + b (3.10) 

Where   w
T
: m-dimensional vector, b is a bias term, and in case of linearly separable training 

data 

yi (w
T
 x + b)   1  for   i = 1; : : : ; M (3.11) 

The hyper plane shapes an isolating hyper plane that isolates xi (i = 1; : ; M). At the point when c 
= 0, the isolating hyper plane is amidst the two hyper planes with c = 1 and −1.  

D(x) = w
T
 x + b = c  for1 < c < 1 (3.12) 

 

The separation between the isolating hyper plane and the preparation information test closest to 
the hyper plane is known as the edge. 

Assuming that the hyper planes D(x) = 1 and −1 incorporate no less than one preparing 
information test, the hyper plane D(x) = 0 has the greatest edge for −1 < c < 1. The locale fxj−1 
D(x) 1g is the speculation area for the choice function. 

 

Figure 3-10  Optimal separating hyperplane in a two-dimensional SVM 

 

Figure 3.10 shows two decision functions that satisfy (3.11). Thus there can be infinite number 
of separating hyper planes that satisfy (3.11). The generalization ability depends on the location 
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of the separating hyper plane, and the hyper plane with the maximum margin is called the 
optimal separating hyper plane. 

SVM Kernels 

Determination of parts for particular applications is imperative and advancement of new portions 

is one of the progressing research subjects. Some broadly used SVM kernels are discussed 

below-: 

i) Linear kernels: When grouping issue is directly divisible in the information space, there is no 

compelling reason to delineate information space into a high-dimensional space. In such a 

circumstance straight pieces are utilized: 

K(x; x
′
) = x

T
 x
′ 

ii) Polynomial kernels: The polynomial portion with degree d, where d is a natural number, is 
given by 

K(x; x
′
) = (x

T
 x
′
 + 1)

d 

the kernel is the linear kernel plus 1,When d = 1. hence by adjusting b in the decision function, it 

is equivalent to the linear kernel 

iii) Radial Basis Function kernels: The Radial Basis Function (RBF) kernel is given by 

K(x; x
′
) = exp(-y||x-x

||2
) 

where y is a positive parameter for controlling the radius. RBF kernels use the Euclidean 

distance, hence they are not robust to outliers. 

iv) Sigmoid kernels: The sigmoid kernel is given by 

K(x; x
′
) = tanh(yx

T
 x
′
) + r) 

where r: kernel parameter. The sigmoid kernel behaves like RBF for certain parameters. 

In the proposed work linear SVM bit is used. Since SVM is a twofold classifier (can separated in 

two classes) for portrayal of N classes, N SVM classifiers are required. Consequently, in the 

proposed work number of SVM classifiers is equal to the amount of essayists. Each SVM 

classifier is used for ID of one writer detriments for each other writer (one against all system). 

 

3.4 Signature Verification 

In signature verification arrange a sign to be tried is pre-prepared and includes are extricated 

from the picture as clarified in the Pre-handling and Feature Extraction segment to get highlight 

vector of size 872. At that point it is bolstered into the prepared Support Vector Machine (SVM) 

which will order it as genuine or manufactured mark. 



42 

 

Chapter 4. Experimental Settings and Results 

 

This is present the examination of the experimental result about directed on the well-known 

publicity datasets. The proposed approach is examined standard disconnected English sig-nature 

datasets particularly "Focal point of Magnificence for Report Examination and Acknowledgment 

(CEDAR)". Each dataset has fluctuating number of endorsers having both certifiable and deliver 

tests. All experi-ments are directed utilizing MATLAB apparatus and tried on core-i3, dual core 

CPU with 4GB-RAM on Windows-8. 

4.1 MATLAB Toolbox for Image Processing 

Image Handling Tool kit gives an exhaustive plan of reference-standard computations 

(Calculations), func-tions, and applications for picture get ready, examination, investigation, 

portrayal, and figuring change. You can perform picture examination, picture division, picture 

overhaul, uproar diminish, geometric changes, and picture enlistment. Various toolbox limits 

reinforce multi-focus processors, GPUs, and C-code era. 

Image Handling Tool stash bolsters a contrasting arrangement of picture sorts, including high 

effective range, gigapixel determination, embedded ICC profile, and tomographic. Portrayal 

limits and applications. give you a chance to examine pictures and recordings, break down a 

district of pixels, alter shading and distinction, make shapes or histograms, and control territories 

of premium (returns for capital invested). The device stash supports work-streams for get ready, 

appearing, showing and investigating expansive pictures. The key components of Image 

preparing tool stash are following-: 

i) Picture examination, including division, morphology, Segmentation, statics, insights, and 

estimation. 

ii) Picture upgrade, enhancement, separating, filter and debluring. 

iii) Geometric changes, transformation and force (intensity) based picture enlistment techniques. 

iv) Picture changes, transformation including, Radon, and fan-beam projection, DCT(discrete 

Fourier transform, FFT(fast Fourier transform).. 

v) Large picture work processes, including piece preparing, tiling, and multi-determination show. 

vi)Perception applications, including Video Viewer and. Image Viewer. 

vii) GPU-empowered functions, Multi-core and C-code generation support. 
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4.2 Library for Support Vector Machines (LIBSVM) 

LIBSVM is an open source machine learning library created at National Taiwan College. 

LIBSVM realizes the SMO calculation (algorithm) for vernalized bolster vector machines 

(SVMs), sup-porting order(classification) and relapse(regression)[42]. 

It is an incorporated programming for help vector classification, (-SVC, C-SVC, nu), dispersion 

estimation (one-class SVM), relapse (nu-SVR, epsilon-SVR). 

It support multi-class grouping .LIBSVM gives a straightforward interface where clients can 

without much of a stretch connection it with their own particular projects. Fundamental 

components of LIBSVM include-: 

i) Diverse SVM definitions. 

ii) Effective multi-class characterization. 

iii) Cross approval for demonstrate determination. 

iv)  Probability estimates. 

v) Various kernels (counting pre-computed bit framework). 

vi) Weighted SVM for unbalance information. 

vii) Both Java and C++ sources. 

viii) GUI demonstrating SVM game plan and relapse. 

ix) CLISP, Drawl, OCaml, Lab-VIEW, Haskell, MATLAB, Python, Ruby, R, Weka, Perl, 

Regular, and PHP interfaces. .NET code , CUDA extension and C# is available. It's likewise 

incorporated into a few information mining conditions: Rapid-Miner, PCP, and LION-solver. 

x) Programmed demonstrate determination which can create form of cross validation accuracy. 

 

     

Figure 4-1 Genuine signatures from the dataset 
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Figure 4-2  CEDAR signature dataset (one signature from each signer) 

 

 

Figure 4-3   Forged signatures from the dataset 
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4.3 Signature Dataset Collection (SDC) 

Focal (Centre) point of Excellence for Document Analysis and Recognition (CEDAR), at SUNY 

at Buffalo, has manufactured the off-line signature corpus with 55 signers (underwriters), each 

with 24 genuine to goodness signature tests. To get phonies (skilled), some 20 arbitary signers 

were asked to expertise completely fashion the sig-nature in the corpus, each with 24 sample 

tests, coming about the CEDAR signature corpus, The Toatal aggregate of 2640 examples. 

The database worked at CEDAR, is an unadulterated (pure) off-line (static) database. The 

signature, were examined (scaned) and were inadequate with regards to any unique data. The 

CEDAR signature dataset is accessible on http:/www.cedar.buffalo.edu/NIJ/publications.html. 

Figure 4.2 shows one example for each of the journalists from the database. Figures 4.1, and 4.3 

show 5 genuine and 5 fabrication (forgery) tests of an author 48 separately. 

 

4.4 Evaluation Criteria (EC) 

The execution of the proposed approach is surveyed through False Acceptance Rate (FAR),False 

Rejection Rate (FRR), and Average Error Rate (AER) as these are said to be the standard 

parameters to demonstrate the execution of any disconnected mark check approaches[4]. 

FAR is the percentage ratio (rate proportion) of the total number of accepted forgeries to the total 

number of tested forgeries, whereas FRR is defined as the percentile ratio of total number of 

genuine rejected to the total number of tested genuine. Average error rate is the average of FRR 

and FAR. 

 

  FRR(False Rejection Rate) ₌₌₌    Number of rejected original samples 

Total number of original sample 

      

      FAR (False acceptance Rate) ₌₌     Number of accepted forged samples 

                  Total number of forged samples 

 

     AER (Average Error Rate) ₌₌    FRR +   FAR  

       2  
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4.5 Experimentation on CEDAR dataset 

The whole signature dataset is tested three times for the generalization of results-: 

In the first trial set up say S1, we have randomly picked 2/3 of genuine signature from each class 

as positive specimens alongside 2/3 forge test from the each classes as negative example for 

preparing the SVM. Here, testing is directed with the remaining genuine examples alongside 

skilled forgery specimens of individual classes. 

In the second test set up, say S2, we have randomly picked 2/3 genuine examples from each class 

as positive specimens with 2/3 forge tests from each classes as negative specimens, other than 

those are picked in set S1, to prepare the SVM. In this manner, testing is completed with the 

remaining genuine tests and skilled forge tests of the individual classes. 

In the third trial set up, say S3, we have randomly picked 2/3 genuine tests from each class as 

positive specimens with 2/3 forge sample tests from each classes as negative examples, other 

than those are picked in set S1 and S2, to trained the SVM. 

The SVM is prepared with labels class-(1) and class-(- 1), respectively indicating genuine 

(positive sample) and forgery (negative example). 

At first we began with the experimental setup S1, where randomly picked 16 gen-uine and 16 

forgery sample, for preparing the SVM (16 positive sample + 16 negative sample). First the 

SVM is trained alone with chain code and angular features. After that SVM is prepared with the 

combination of the chain code and angular feature components. The prepared system is tried 

against the rest of the 8 genuine tests along with 8 skilled forgery of the separate class. The FAR 

and FRR for the tested signatures is shown in the Table 4.1 The experimentation on SET-2 and 

SET-3 is carried out. In the similar manner as for SET-1.The experimentation results for SET-2 

and SET-3 is shown in Table 4.2 and Table 4.3 

 

 

Feature FAR FRR AER 

Chain Code Histogram 6.14 5.68 5.91 

Angular 7.27 8.86 8.06 

Both(Chain code+ Angular) 5.00 4.54 4.77 

                                          Table 4.1: Experimentation results for SET-1 
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Feature FAR FRR AER 

Chain Code Histogram 7.95 9.54 8.74 

Angular 10.27 10.27 10.27 

Both(Chain code+ Angular) 6.81 8.40 7.60 

Table 4.2: Experimentation results for SET-2 

    

Feature FAR FRR AER 

Chain Code Histogram 7.95 7.72 7.83 

Angular 10.90 10.00 10.45 

Both(Chain code+ Angular) 6.81 6.59 6.7 

Table 4.3: Experimentation results for SET-3 

 

The FAR, FRR, and AER for the whole dataset is shown in the Table 4.4.The FAR, FRR, and 

AER for the whole dataset is the average of FAR, FRR and AER for SET-1, SET-2,and SET-3 . 

Feature FAR FRR AER 

Chain Code Histogram 7.34 7.64 7.49 

Angular 9.48 9.71 9.59 

Both(Chain code+ Angular) 6.2 6.51 6.35 

Table 4.4: Experimentation results for whole dataset 

 

The confusion matrix for chain code features, angular features, and fusion of both features is 

shown in Table (4.5). Figure 4.4 shows graphical representation of FAR, AER and FRR for 

different sets of the signature dataset. 

                                                                                         

 

 

 

       a) Confusion matrix for chain code features        b) Confusion matrix for angular features 
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       c)  Confusion matrix for combined features 

Table 4.5: Confusion matrix for different features used on the dataset 

Accuracy of the system for different sets is shown in the Table 4.6. Figure 4.5 shows graphical 

representation of the accuracy of the system for SET-1, SET-2, and SET-3 

 

Feature SET-1 SET-2 SET-3 

Chain Code Histogram 94.09 91.25 92.15 

Angular 91.93 89.77 89.54 

Both(Chain code+ Angular) 95.22 92.38 93.29 

Table 4.6: Accuracy of the system for SET-1,SET-2, and SET-3 

Graphical representation of accuracy of the system for the whole dataset is shown in the figure 

4.6. And 0verall accuracy of the system for the whole dataset is shown in the Table 4.7. 

                                                    

 

Figure 4-4  Graphical representation of FAR, FRR and AER 
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Figure 4-5  Graphical representation of accuracy of the system for different sets 

 

 

The best performance of the system is shown in the Figure 4.7, which gives the relative 

examination of the outcomes in the writing to that of the proposed approach on CEDAR dataset. 

As shown in the table FAR, FRR, and accuracy of the proposed framework is better than other 

systems on CEDAR dataset. 

 

 

Feature Accuracy 

Chain Code Histogram 92.5 

Angular 90.41 

Both(Chain code+ Angular) 93.63 

Table 4.7: Accuracy of the system 
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Figure 4-6  Graphical representation of accuracy of the system 

 

 

 

 

Figure 4-7  Experimental results obtained for CEDAR dataset 
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Chapter 5. Conclusion and Future Work 

 

5.1 Conclusion 

We exhibited a programmed Automatic off-line framework in view of mark's chain code 

histogram and angular feature. The signature is separated into zones utilizing both settled size 

and variable size rectangular networks, where angle point and chain code highlights (feature) are 

computed. For both of the portrayals, highlights gotten from lattice zones are linked to frame the 

last feature vector.  

If Angle feature and Chain-Code feature is used separately the performance of proposed system 

reduces significantly. Individually, chain code histogram features give better result than angular 

features. This is a multi-algorithmic system, such systems combines the advantages of individual 

feature sets and improves the accuracy rate. 

SVM classifies is used in the proposed approach. Support-Vector-Machine is a powerful 

classifier which outperforms many other existing classifiers. The purpose of the SVM is to 

correctly classify test data using model trained from the reference data. The Support-Vector-

Machine is trained with the genuine and forged reference signatures. 

False Rejection Ration (FRR), False Acceptance Ratio (FAR), and Average Error (Rate) are 

utilized for assessment of the execution of the framework. The framework execution is measured 

utilizing the talented imitation trial of the CEDAR signature dataset. 

The proposed approach gives 93.63% accuracy with less forgery acceptance and less genuine 

rejection. The FAR, FRR, and AER of the system is 6.20, 6.51, and 6.355 respectively, which is 

better than other techniques used for CEDAR signature dataset. The proposed technique 

effectively made the disconnected mark confirmation which enhances the effectiveness and 

exactness and can without much of a stretch identify the slaughtered fabrications. 

 

 

 

5.2 Future Work 

Further research will focus on other feature extraction techniques to increase information diver-

sity and thus the system accuracy. Just the nearby elements were considered for confirmation and 

assessed freely. Joining these components with worldwide can enhance the exactness. More 

powerful classifier can be used to increase the classification accuracy of the system. Also 

multiple classifiers can be combined to get better results. 
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