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ABSTRACT 

Wireless sensor network play an important role in today’s networks which are mainly 

focusing on automating the computing needs of the world. These networks can work better in 

an environment which is unattended and inaccessible. As such networks have constrained 

potentials such as battery power, radio transmission range, memory and processing hardware 

of the sensor nodes which makes them less robust in case of node failures, inefficient, poor 

scalability. One of the main unique features of WSN is that they have wireless connectivity 

among the small size sensor nodes which makes them work even in harsh conditions with 

limited human support. WSNs is a type of an ad-hoc networks that involves the large number 

of small, lightweight sensor nodes. Here, the energy of nodes is a critical issue in WSN 

because of limited battery life. There are some of the challenging issues in WSN like energy 

consumption, traffic load balancing, data aggregation, data redundancy, limited wireless 

communication range.  

In this thesis, we have worked towards designing of new energy efficient clustering 

algorithms to achieve higher energy performance along with longer life span of the network 

in WSNs. we have proposed two new improved clustering algorithms for the purpose of 

efficient clustering analysis of data sets to offer high energy efficiency and reduced 

communication overheads. The first algorithm will solve the difficulty of finding the optimal 

number of clusters with their cluster centroids and arbitrarily shaped clusters set by uniting 

model and density based algorithms. It also presents an idea for estimating input parameters 

to minimize intra and inter-cluster distance between sensor nodes. The proposed hybrid 

algorithm reduces wireless data transmissions and increases the speed of transferring the 

accumulated data to the mobile sink node located at the cluster centroid that patrols by 

following the shortest path. The second algorithm presents a new idea for cluster formation 

phase and cluster head selection phase based on density of the sensor node. It not only finds 

the optimal number of clusters in every round, but also gives an idea of electing cluster head 

based on density using residual energy, average energy and distance from the location of 

cluster centroid. After cluster formation phase, all the member nodes convey their data to 

selected CH node during each round. The CH node aggregates the received data to remove 

duplicate number of packets so that the it can be communicated to static or mobile sink node 

in less time with higher transmission speed when the distance between them is minimal. This 

suggested algorithm guarantees uniform distribution of CH in the sensing field to preserve 

the energy of sensor nodes.  
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PROBLEM STATEMENT 

WSNs is a type of an ad-hoc networks that involves the large number of small, lightweight 

sensor nodes. In WSN, the energy of nodes is a critical issue because of constrained battery 

life. As such networks are constructed for bring together the large amount of data from the 

millions of sensors. Therefore, they suffer from problems such as higher energy depletion, 

traffic load balancing, data redundancy and limited wireless communication range. Moreover, 

there is no proper clustering technique which can find variable sized clusters, an optimal 

number of clusters, shortest multi-hop path and not able to minimize intra and inter-cluster 

distance. Even, there is no efficient method for electing cluster head of the cluster. So, we 

have worked towards the optimization of clustering technique to address above issues.  
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CHAPTER 1:  INTRODUCTION 

1.1 Wireless Sensor Networks 

Wireless Sensor Networks (WSN) can be perceived as the most prominent emerging 

technology because of its increasing usage in the spacious range of inherent disciplines 

including health monitoring, environment monitoring, military applications, habitat 

monitoring and video surveillance. Moreover, such networks are able to operate in tough 

environment conditions in which monitoring and human admittance cannot be simply made 

or may not be worthwhile at all. One of the main unique peculiarities of WSN is that they 

have wireless connectivity among the small size sensor nodes which makes them work even 

in rigid conditions with insufficient human support. Also, many sensor nodes are stationed 

randomly in the monitored region with the help of numerous means, and they form an ad hoc 

network with wireless links connectivity for sensing entire area. The large numbers of 

deployed sensors are mostly energy constrained and have a short duration of battery life. 

Therefore, efficient data gathering protocols and techno-scientific energy-aware routing 

should be used to enhance network lifetime of sensor nodes in such environments. 

WSNs is a type of an ad-hoc network which consists of a vast number of small, lightweight 

sensor nodes. All nodes are stationed in desired locations for sensing the environments in 

variety of zones such as in urban cities, schools, buildings, hospitals and mountains. They can 

sense and gather the mixed type of data frequently such as pressure, humidity, temperature, 

speed, location and they must handover the sensed data to the base station for conducting the 

remote tasks. All sensor nodes have the capability of sensing, computing, routing and 

communicating with other nodes or with the base station. The sink node or base station is 

supposed to be either static or mobile for conveying the assembled data to the internet or an 

existing communication infrastructure where the user can access sensed data for specific 

operations. All sensor nodes have a small size, low energy, limited storage, inadequate 

memory and restricted communication capabilities. Hence, such nodes produce the immense 

amount of information in spacious dimensions such as audio, video, images, test etc.  Here, 

the energy of nodes is a critical issue in WSN because of insufficient battery life. There are 

some of the challenging issues in WSN like energy consumption, traffic load balancing, data 

aggregation, data redundancy, restricted wireless communication range. Usually, sensor 

networks are a primary source of generating big amounts of data about the real world in real 

time. 
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Therefore, a new work is required to use the well-organized data aggregation approaches for 

accumulating valuable sensed data received from all sensor nodes to lessen the energy loss. 

Formerly, an extensive work was performed on clustering techniques which isolate WSN 

network into diverse clusters to lengthen the life span of network. Hence, clustering is a 

standard approach for reducing energy consumption and traffic load to address these 

challenges. Grouping similar nodes produce different clusters as the single group. Each 

cluster or group has a cluster head (CH) which takes the relevant data from its member nodes 

and then forwards to the base station by aggregating to eliminate redundancy. The 

characteristics of Wireless Sensor Networks are the limited power of networks, handle with 

node failures, heterogeneity of nodes, deployment over the large scale, nodes mobility, 

communication failures, dynamic network topology, unreliable wireless communication, self-

configuration of sensor nodes. The architecture of the wireless sensor networks is shown in 

figure 1. 

 

Fig.1 Architecture of the Sensor Network 

 

1.2 Design Challenges in WSN 

WSNs pose several challenges related to design and deployment of sensor nodes in the 

monitored territory. As such networks have constrained potentials such as battery power, 

radio transmission range, memory and processing hardware of the sensor nodes which makes 

them less robust in case of node failures, inefficient, poor scalability. Moreover, lengthening 

network lifetime as one of the main restraint in such systems cannot be easily met by existing 

traditional techniques. Therefore, it is desirable to use alternative methods to solve critical 

issues. So, the primary focus is towards designing of new energy efficient clustering 

algorithms for WSNs. 
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These are the following design challenges: 

 Heterogeneity:  such networks consist of different types of sensor nodes like 

pressure, temperature, sound. 

 Network Lifetime Maximization:  all nodes have limited power, so current research 

is going on to increase the lifetime of overall sensor networks. 

 Energy Efficient Routing: There is need to efficient routing techniques to transmit 

aggregated data to the base station in the short interval to time. 

 Cluster Formation: Generate an optimal number of clusters and use the best 

clustering algorithm to select Cluster Head (CH) so that wireless data transmission 

messages can be decreased along with the independent growth of the network. 

 Data Aggregation: it optimizes the energy consumption and lessens the number of 

data messages exchanged between nodes and base station. 

 Robustness: networks must be working if a node failure occurs. 

 Scalability: a lifetime of the network should not decrease faster even in the case of 

increasing size of networks.   

 Low power consumption: Efficient load balancing depends upon on good set of 

clusters that can preserve the energy of nodes. 

 Secure communication: there should be a secure way of exchanging the packets 

among the nodes when used for military applications. 

 Application dependency: Designed clustering and routing protocols for WSNs 

should be able to conform to evolving requirements of applications. 

 

1.3 Applications of WSNs 

In the current scenario, Wireless sensor network plays a significant role in today’s systems 

which are mainly centering on automating the computing needs of the world. These networks 

can work better in an environment which is abandoned and remote terrain. As we know that 

WSN networks has become a hot area of research due to its potential use of small sensor 

nodes that unite physical world to virtual world. Such large-scale WSNs have high usage in 

the domains including medical diagnosis, environmental monitoring, home security, military 

operations, industrial machine monitoring and surveillance as shown in figure 2. 
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Following are the various applications in WSN: 

 Environmental/Habitat monitoring 

The monitoring environmental parameters share challenges of harsh environments 

like 

o Air pollution monitoring 

o Forest fire detection 

o Landslide detection 

o Water quality monitoring 

o Natural disaster prevention 

o Military surveillance  

It includes deployment of multiple networked sensors (acoustic, seismic, video) 

disseminated across an area such as a battlefield. A user-defined application is 

designed on top of this network to provide useful information about battlefield to 

commander sitting at the remote end. It can detect an ongoing event occurring in the 

monitored territory like an enemy intrusion, firing, etc. It ensures that quality of 

service should be maintained to elongate network lifetime of the system so that such 

systems can work for years without maintenance. 

 Medical monitoring  

There are different types of sensor nodes (implanted, wearable, and environment-

embedded) used for aligning the orientation of the body, locations of persons, overall 

monitoring of ill patients in hospitals and at homes. These nodes can measure the 

physical state of a person for endless health diagnostics. WSN is regarded as Body 

Area Networks in medical fields which can gather information about an individual's 

health, fitness, and energy expenditure and can allow treatment of patients remotely. 

This type of application requires efficient, reliable, scalable and secure networking 

protocols. 

 Acoustic detection  

 Seismic Detection  

 Inventory Tracking 

 Smart Grid and Energy Control Systems 

 Security and Monitoring Smart Buildings 
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Fig. 2 Applications of Wireless Sensor Networks 

 

 

1.4 What is Clustering 

Clustering provisions network scalability, resource sharing, efficient use of constrained 

resources and lengthens network lifetime of wireless sensor networks. Clustering is used to 

group similar nodes into disjoint sets designated as the cluster. Moreover, this technique can 

be employed in various disciplines such as pattern recognition, machine learning, information 

retrieval and image processing. Normally, there are numerous clustering schemes which 

contribute high energy efficiency, efficient resource allocation, and fewer communication 

overheads thus decreasing energy consumption. Moreover, a significant number of clusters 

lead to congestion in a network with too many cluster heads and a minimal number of 

clusters lead to less cluster head handling most of the messages from all group members. 

Therefore, the designing of efficient clustering technique in wireless sensor network is 

required to achieve higher energy performance and extend the lifetime of the network in 

densely deployed WSNs.  

One of the most traditional clustering procedure is hierarchical network structure in which 

cluster formation process points to a two-level hierarchy in which each cluster has a leader 

termed as Cluster Head (CH) at the top level that conducts data gathering and aggregation 

responsibilities. At a lower level, there are cluster members who regularly dispatch their 

sensed information to the corresponding cluster head node. The CH node receives the data 

from its members and aggregates the data to reduce data redundancy and then communicate 

them to the base station (BS) either directly or through multi-hop communication. However, 

All CH nodes convey all the aggregated data over a long distance and thus spend energy at 

higher rates. So, a standard solution to adjust the power loss among all the sensor nodes is the 
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cyclic rotation of CH role over time in each cluster. Here, BS is data processing node which 

can be static or mobile in nature which accumulates the data from all CH nodes. Hence, 

numerous types of clustering techniques are used to isolate the whole WSNs network into 

distinct clusters to elongate network lifetime of WSN as shown in Figure 3.   

 

Fig. 3 Clustering in WSNs 

 

1.5 Classification of Clustering Algorithms  

1.5.1 Clustering Parameters 

Before classifying clustering algorithms, it is worth to mention about the significant 

clustering parameters required to form clusters in WSNs network. These are the key 

parameters required for designing of clustering algorithms: 

A number of clusters: Currently, most of the existing algorithms locate the diverse number 

of clusters. So, research is going on to discover an optimal number of clusters which points to 

higher efficiency routing protocol. 

Intra and Inter-cluster communication: it is the distance between cluster head and its 

member nodes as well as between cluster heads. The focus is on to lessen this distance to 

elongate network lifetime. 
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Mobile CH Node: if CH node and its member nodes are stationary then, it provides stable 

clusters with predefined estimated distance. Whereas, mobile member nodes create dynamic 

group frequently over time. 

Cluster-head selection: CH nodes are pre-assigned in the case of heterogeneous networks as 

well as in homogenous networks; CH nodes are elected based on defined parameters such as 

residual energy, connectivity, etc. 

Density based: multiple clustering algorithms generate groups as areas of high density and 

low density by analyzing closeness of nodes stationed in the area. 

 

1.5.2 Types of Clustering Algorithms 

In light of above clusters parameters, various types of available clustering techniques are 

diverse approaches in the literature. There are different ways to classify such algorithms such 

as  

1. Homogeneous or Heterogeneous clustering algorithms 

2. Clustering algorithms related to centralized or distributed in nature 

Apart from this, a number of clustering algorithms can be arranged as partitioning, 

hierarchical, model-based, grid-based and density-based methods as shown in figure 4. 

Partitioning algorithms use an iterative way to deal with isolating the dataset into various 

diverse clusters. K-means [1] and k-mediod [2] is considered as the most famous partition-

based clustering algorithm, but the issue is that number of clusters, K should be known a 

priori, and only circularly shaped clusters can be resolved due to convergence towards the 

cluster focus. 

Hierarchical algorithms construct a hierarchical collection of clusters and relate nodes to 

form clusters based on their distance. 

There are two types of Strategies for this clustering 

Agglomerative or bottom-up approach: it starts with each object as one cluster and then 

merges the clusters while moving up the hierarchy until all the clusters are combined to form 

a single big cluster. 
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Divisive or top-down approach: it starts with all the objects considered as a single cluster, 

and several splits are performed recursively while moving down the hierarchy until each 

object is in one cluster itself. The issue of this algorithm is that they are computationally 

costly and only circularly shaped clusters can be acquired. The samples of this hierarchical 

clustering method are LEACH [3], HEED [4], BIRCH [5] and CURE [6]. 

Density-based algorithms like DBSCAN [7] and OPTICS [8] find the clusters in view of the 

density of nodes stationed in a region. It finds core points at first and grows clusters set by 

searching for a point within a radius of a given point. The good of these algorithms is that 

they can subjectively discover arbitrarily shaped clusters and can determine noisy nodes.  

Grid-based algorithms split the monitored boundary into a limited number of cells known 

as grids and after that carry out the required operations on the grids. The advantage of this 

approach is its fast processing time. Some of the conventional grid-based algorithms are 

STING [9], Wave-Cluster [10], and CLIQUE [11]. 

Model-based algorithms attempt to discover best inexact model parameters that best fit the 

given data. This algorithm follows Gaussian distribution model that corresponds to distinct 

clusters in the data set. Initially, fixed number of clusters determined a priori is expected 

during execution. A standout amongst the most popular model-based clustering methods is 

EM [23]. 

 

Fig. 4 Types of Clustering Algorithms 
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CHAPTER 2: LITERATURE REVIEW 
 

In this chapter, we have conducted the literature survey on the several available clustering 

techniques recommended so far to meet the design challenges of WSNs. Currently, one of the 

most extensively used first hierarchical cluster-based protocols was Low Energy Adaptive 

Clustering Hierarchy (LEACH) that was proposed by Heinzelman et al., [3]. LEACH 

protocol is a distributed clustering technique for homogeneous WSNs networks that considers 

all nodes with same initial energy. It uses a probabilistic method to elect the cluster head 

(CH). Each non-CH node determines its cluster by choosing minimum distance CH node. 

Here, there is a periodic rotation of CH node in every round to balance the energy load 

among all nodes. The rotation of CH role is based on selecting a random number T(n) 

between 0 and 1. The node that became CH recently cannot be CH again in next round. In 

LEACH protocol, CH receives and aggregates relevant sensed data from it member nodes as 

per their TDMA slot and export aggregated data to the sink node. CH may be situated far 

from the BS, so it utilizes the vast amount of its power for transmission, and because it is 

continuously on, it will expire then quicker than other nodes. The weakness of LEACH 

protocol is that it cannot find a suitable number of clusters and performs CH selection based 

on a random number without considering the initial or residual energy of nodes. There is an 

irregular arrangement of clusters due to varying position and number of CH in the network. 

Several authors extended LEACH protocol to improve its performance by considering 

various parameters for CH selection to avoid randomness such as LEACH-C [12], E-LEACH 

[13], TL-LEACH [14], A-LEACH [15]. As far as improvement in LEACH is concerned, 

Heinzelman et al. proposed LEACH-C [4] to overcome the problems of LEACH by shifting 

cluster formation phase and CH selection of nodes to Base Station. In this protocol, all nodes 

convey their information (energy, location) to BS. The BS computes the average energy of 

network to select CH node those having residual energy more than average energy. Hence, 

LEACH-C enhances the lifetime of the network as compared to LEACH. 

As WSNs are heterogeneous conscious networks that consider all nodes with different initial 

energy to extend stability period region as compared to LEACH protocol. So, the author in 

[16] proposed Stable Election Protocol (SEP). It utilizes the remaining energy of each node 

for CH selection which is based on weighted election probabilities of each node. In this 

approach, there are two categorizes of nodes as advanced nodes having more energy as 
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compared to the normal nodes. So, such advanced nodes have more probability to become 

CH node. 

Authors in [4], Younis and Fahmy proposed the hybrid energy-efficient distributed (HEED) 

clustering protocol which is intended for multi-hop networks. There are two levels used for 

CH selection. First one is based on the residual energy of node and second depends on node 

degree, distance to neighbours and least intra-cluster power dissipation. The results show that 

HEED is far better than LEACH for lengthening the lifetime of the network. But, it employs 

more overhead communication via iterative approach. A novel clustering technique by Ye et 

al. in [17] for single hop communication introduced a new cluster formation phase based on 

distance from the node to CH and the distance from the CH the BS. The CH is selected based 

on higher residual energy between its all nodes. It evenly scatters load among all CHS and 

hence providing a longer life of WSN and also demonstrates that it is 32% more energy 

efficient than LEACH. 

A one more homogeneous network protocol PEGASIS proposed by S. Lindsey at al. [18] 

uses chain based cluster approach for cluster formation and select one node as CH for routing 

aggregated data to the sink node. It applies greedy approach for chain formation and is 

centralized clustering algorithm 

Apart from homogeneous and heterogeneous clustering approach, clustering is also 

performed on the basis of the density of deployed sensor nodes in the area to be monitored. 

This class of clustering algorithm comes under the density-based algorithms. 

Density-based Spatial Clustering of Application with noise (DBSCAN) Algorithm suggested 

by Ester et al. in 1996 [7], was the first approach which considers density as a parameter for 

clustering. It requires two input parameters, first is the radius of clusters (Eps) and second is 

the minimum number of points (MinPts) to build the cluster. But, it is hard to guess these 

parameters initially. So, estimating these parameters is major shortcomings of this algorithm. 

DBSCAN beats both partition and hierarchical clustering algorithms as it can find the 

arbitrary shape of clusters as well as identify noisy points. It can create clusters as high point 

low point density. However, it cannot handle data containing varying densities for large 

dataset. The quality of clusters in DBSCAN depends on a good set of parameters. 

OPTICS [8] is an enhanced version of DBSCAN that is proposed to handle data with varying 

density. It maintains ordered set of clusters in the data. 
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Currently, the research is going on to design a new approach for clustering which can 

eliminate the drawbacks of all types of clustering algorithms. Many researchers have 

developed combined clustering algorithms with meta-heuristic and nature-inspired techniques 

to enhance the lifetime, stability period of networks. Some of the hybrid algorithms described 

in the literature as follows. Soft-DBSCAN [19] introduced by Abir and Eloudi improves 

DBSCAN by linking with fuzzy set theory (FCM algorithm). First DBSCAN is executed to 

produce the arbitrary shape of the cluster and then calculates the degrees of fuzzy 

membership to represent the data near to cluster centroids. This method does not only 

outperform Fuzzy C-means clustering but also able to create more dense clusters. 

DBCSVM [20] suggested by Santosh Kumar Rai and Nishchol Mishra is a Density-Based 

Clustering Using Support Vector Machines. This method applied for feature extraction and 

calculation of description of a feature from a large dataset containing features. The previous 

DBSCAN takes more time for clustering process and does not produce a better result. 

However, the proposed method is very efficient for the separation of farther and nearer points 

because farther points help in clustering. Hence, it takes less time as compared to DBSCAN. 

Smiti and Elouedi [21] merge DBSCAN and Gaussian-Means (GM) algorithm to estimate the 

input parameters of DBSCAN. However, GM produces circularly shaped cluster, not nased 

on density, and it is not effective against noise. Still, there is a requirement to know the inout 

parameter required for the Gaussian distribution. Such current algorithms have their 

individual shortcomings which lead to a bad clustering. D. Raja Kishor and Venkateswarlu 

[22] offered hybridization of Expectation-Maximization (EM) and K-Means methods to 

improve the speed of the clustering process. In this method, Clustering fitness and Sum of 

Squared Errors (SSE) are determined to measure the clustering performance. It takes less 

execution time with tolerable Clustering Fitness value and less SSE than the conventional 

EM algorithm and hence yields better clustering results. 

Hence, after surveying about available clustering algorithm, it comes to know that there is no 

proper research work to eliminate the shortcomings of existing algorithms. Therefore, I have 

worked towards optimization of better clustering algorithms by joining model and density 

based algorithms. This optimized developed method will assist to enhance the network 

lifetime, scalability, stability period, low power loss, faster transmission data rate along with 

finding out an optimal number of clusters so that there is a uniform arrangement of CHs in 

WSNs to adjust the energy load among all sensor nodes.. 
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CHAPTER 3: CLUSTERING ALGORITHMS 

3.1 Low-Energy Adaptive Clustering Hierarchy (LEACH) 

Currently, one of the most widely used first hierarchical cluster-based protocols was Low 

Energy Adaptive Clustering Hierarchy (LEACH) that was proposed by Heinzelman et al., 

[3]. LEACH protocol is a distributed clustering technique for homogeneous WSNs networks 

that considers all nodes with same initial energy.  One of the main focus of this protocol is a 

random selection of CH node out of the available node. The process of LEACH protocol is 

performed in several rounds in which each round can be into two steps: the set-up phase and 

the steady state phase as shown in figure 2. In this protocol, cluster formation, CH selection 

and broadcasting of TDMA schedule by CH node to all member nodes are performed. 

CH selection: this is followed by generating a random number between 0 and 1. If this 

number is less than the threshold value T(n) then that node becomes CH. T(n) is calculated 

using equation 1. 

                         ( )   {

 

    (      
 

 
) 
                 

                                        

                         (1) 

Where P denotes the desired percentage of sensor nodes to become CHs among all sensor 

nodes. r implies the current round number and G is the set of sensor nodes that have not 

participated in CH election in previous 1/P rounds. There is a periodic rotation of CH node in 

every round for consistent spreading of energy load. After CH node selection, it disseminates 

a message to all other nodes. Upon receiving this message, nodes decide to select its own CH 

based on minimum distance. After cluster formation, each CH creates a TDMA schedule and 

transmits these schedules to their members within the cluster to avoid the collision of data 

sent by member nodes. The set-up phase is completed if every sensor node knows its TDMA 

schedule. In the steady state phase, TDMA schedule is responsible for carrying sensed data 

from member nodes to the CH and CH to the BS, and hence, this concept of LEACH reduces 

intra-cluster collision among member nodes as shown in figure 5.   
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Fig. 5 Operation of LEACH Protocol 

 

 

Benefits of LEACH: 

LEACH is a distributed and hierarchical routing protocol for homogenous networks. These 

are some of the main features of LEACH are as follows: 

 Exchange of less number of packets between sensor nodes and BS which prolongs the 

network lifetime. 

 Data aggregation is performed by CH that reduces the number of data packets 

transmitted to BS. 

 The Intra and Inter-Cluster collisions are avoided to enhance the life of sensor nodes. 

 The CH selection is random in every round that leads to energy balance in the 

network. 

 

Drawbacks of LEACH: 

There are several problems of LEACH are as follows: 

 There is no efficient CH selection procedure because CH is chosen out of high energy 

or less energy node randomly. Moreover, it does not consider the residual energy of 

node as a parameter for CH selection that leads to irregular dispersion of CH across 

the whole network. 
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 LEACH does not produce exact position and number of CHS in each round due to 

randomness nature which leads to irregular dispersion of clusters in the network. 

Hence, it causes tremendous loss of energy within the cluster because of more intra-

cluster distance and thus decreases the efficiency of the network. 

 The performance of network degrades when CH is far away from the BS, then it 

spends more energy compared to CHs that are near to the BS. It follows single hop 

communication. 

 

 

3.2 Power-Efficient Gathering in Sensor Information Systems (PEGASIS) 

PEGASIS) [18] is one of the centralized clustering algorithms that is a near optimal chain-

based protocol for data gathering in WSNs. It mainly focus on building the chain of different 

clusters by applying the greedy approach so that valuable data can be dispatched to the 

nearest neighbour node. This method operates better than LEACH by decreasing overhead of 

dynamic cluster formation and CH selection. In this, node take turns to dispatch the 

aggregated data to the BS to overcome energy depletion of the network.   

 

3.3 Hybrid Energy Efficient Distributed Clustering (HEED) 

HEED [4] clustering protocol is principally intended for multi-hop networks. There are two 

parameters used for CH selection. First one is based on the residual energy of node and 

second depends on node degree, distance to neighbours and least intra-cluster power loss. 

The results reveal that HEED is far better than LEACH for lengthening the lifetime of the 

network. But, it consumes much overhead communication via iterative approach. 

However, this algorithm is suffering from the energy hot-spot problem because of unbalanced 

energy loss. It sometimes generates more number of clusters than expected. 

CH Selection: CH node is selected based on the following parameters as   

                                     
         

    
            (2) 

Where       the probability of the becoming a cluster head,           is the current 

residual energy of the node and      is the initial maximum energy of node.  
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3.4 Expectation-Maximization Gaussian Mixture (EMGM) 

The EMGM [23] applies the concept of model-based clustering approach that tries to find out 

the best model on the input data. This is used to creates the diverse cluster sets by applying 

Gaussian mixture model distribution function on the given data. 

 ( )  ∑  

 

   

  ( |     )                                                                  ( ) 

Where K signifies the total number of clusters and    is mixing coefficients for each cluster. 

 ( |   )   
 

(  )√| |
     (  

  (   )    (   ))                ( ) 

EMGM tries to maximize the  log-likelihood function for parameters (Means,   , Covariance, 

   and Mixing Coefficients,   ). 

The steps of EMGM are described as follows: 

1. Set the initial values for   ,     and     and log likelihood (LL) 

2. E step: computes the responsibilities among the nodes for each cluster via equation below 

  ( )   
    ( |     )

   
 
     ( |     )

                                                                ( ) 

3. M step: - Updates computed parameters via E step values. 

4. Estimates the new value for log-likelihood using below equation 

   ( |     )  ∑   

 

   

(∑  

 

   

  (  |     ))                                 ( ) 

If  there is no convergence, then, go back to step 2 

This algorithm cannot obtain an optimal number of clusters and also cannot find out the noisy 

data existing in the test dataset. 
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Fig. 6 Steps of EMGM Algorithm 

 

 

3.5 Density-based spatial clustering of applications with noise (DBSCAN) 

DBSCAN is a density-based clustering algorithm that determines clusters as low-point and 

high-point density zones along with the detection of an arbitrary shaped cluster set as well as 

has the ability to locate noisy data. It expects two input parameters, first is the radius of 

clusters (Eps) and second is the minimum number of points (MinPts) to build the cluster. But, 

it is hard to guess these parameters initially. So, estimating these parameters is major 

drawbacks of this algorithm. DBSCAN beats both partition and hierarchical clustering 

algorithms as it can obtain the arbitrary shape of clusters as well as recognize noisy points. 

However, it cannot handle data containing varying densities for large dataset. The quality of 

clusters in DBSCAN depends on a good set of parameters. The process of DBSCAN 

clustering is shown in figure 7. 
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Fig. 7 Clusters Process in DBSCAN 

 

 

 

The pseudocode of DBSCAN clustering algorithm as follows: 

Function DBSCAN (Dataset D, Eps, MinPts) 

1. Choose any point P in D 

2. Obtain all points from P which are within Eps and have count of at least MinPts 

3. if P is found to be as core point, then assign the all points in same cluster 

4. if P is found to be as border object, then DBSCAN picks up the next point from D 

5. else mark P as noise object 

6. Repeat from Step 1 

End 
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CHAPTER 4: PROPOSED WORK ON CLUSTERING 

In this chapter, I have described two new improved clustering algorithms for the purpose of 

dynamic clustering analysis of data sets to offer high energy efficiency and reduced 

communication overheads. The first algorithm known as hybrid DB-EMGM will solve the 

problem of finding the optimal number of clusters and arbitrarily shaped clusters set 

produced. It also presents an idea about how mobile sink node reduces wireless data 

transmissions and data redundancy.  The second algorithm gives the idea for selecting cluster 

head for each group based on density of nodes to produce better clustering results. Therefore, 

the designing of efficient clustering technique in wireless sensor network is required to 

achieve high power efficiency to extend the lifetime of the network in densely deployed 

WSNs. 

4.1 First Proposed Clustering Algorithm 

In this section, we will describe a new algorithm known as hybrid DB-EMGM that unites 

both EMGM and DBSCAN clustering methods for finding an optimal number of clusters and 

arbitrarily shaped clusters set along with input parameters estimation for DBSCAN. It also 

presents an idea about how mobile sink node discovers the shortest path over cluster centroid 

location and thus reduces wireless data transmissions and data redundancy. 

4.1.1 Problem Statement 

As discussed in introduction part, it comes to know that clustering is an appropriate method 

for data gathering in distributed wireless sensor networks. Although existing clustering 

algorithms cannot find variable sized clusters, an optimal number of clusters, multi-hop path 

and not able to minimize intra and inter-cluster distance. Hence, to solve such issues, an 

improved clustering method is proposed that aim to find the optimal set of clusters of 

arbitrary shape along with their cluster centroid out of the given data set as input. Moreover, 

it is assumed that sink node is considered as mobile which will help to reduce wireless data 

transmissions and multi-hop path communication among all nodes. The shortest path of 

mobile sink node is decided based on the location of cluster centroids and then sink node 

moves around the sensing zones. 
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4.1.2 Proposed Hybrid Algorithm (DB-EMGM) 

We will explained our suggested clustering algorithm termed as hybrid DB-EMGM that 

unites the both EMGM and DBSCAN algorithm. This type of work mainly joins the both 

model and density based algorithms to partition the distributed type of WSN network into 

diverse sets of cluster for finding an optimal number of clusters out of given data sets. 

Moreover, the concept of mobile sink node is utilized that moves all over the place in the 

sensing zones. The proposed hybrid algorithm transmits the position of cluster centroid to the 

sink node. When movable sink node comes at the position of the cluster centroid for receving 

the aggregated data, then all the node does not convey their sensed data over a long 

communication distance. Hence, data sending and receiving rate is enhanced between the 

mobile sink node and all sensor nodes and thus saving the energy spent during data 

transmission in WSN. 

We illustrate in a nutshell in relation to EMGM and DBSCAN algorithm that creates the 

diverse clusters set in WSNs. We suggested our enriched hybrid clustering method for 

collecting the valuable information extracted from the duplicate number of packets received 

from all the member nodes. The basic steps of proposed method has been clarified using the 

flowchart depicted in figure 8. 
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Fig. 8 Flowchart of Proposed Algorithm 

 

4.1.3 Network Deployment 

A distributed WSN type of network is considered in which the lots of sensor nodes are 

stationed in number of zones such as in schools, hospitals, buildings, mountains, urban cities. 

In this considered model, the sink node is located at the center and mobile in nature. The 

network is geographically dispersed and partitioned into a number of sub-networks as 

displayed in figure 9. Once, the mobile sink node comes at the location of cluster centroid by 

patrolling over the shortest route, then it starts assembling the benefical information from all 

the member nodes to preserve the transmission energy of node spent during transmission. 
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Fig. 9 Deployed WSN Network Model 

 

 

4.1.4 Overview of Model Based: EMGM Algorithm 

The EMGM uses the concept of model-based clustering method that applies Gaussian 

mixture model to create the diverse sets of clusters by searching the best fit of the model in 

the input data. Moreover, the nodes deployed in the sensing zones exhibit the distribution 

according to Gaussian model. There are some advantages of EMGM algorithm such that it is 

centralized algorithm for finding more efficient clusters than distributed clustering algorithm. 

Moreover, it can efficiently minimize the distance between every member node and cluster 

centroid and produces somewhat good set of clusters from the data set. It does not consider 

density while creating clusters and performs poorly when node density is low. One of the 

main limitation of EMGM is its inability to find noisy nodes present in the test dataset. 

Moreover, there is no way for opbtaining the optimal number of clusters. Hence, to solve 

above problem, this algorithm is united with DBSCAN for considering density condition for 

producing better set of clusters.  
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4.1.5 Overview of Density Based: DBSCAN Algorithm 

Density-based Spatial Clustering of Application with noise (DBSCAN) is a density-based 

clustering algorithm which has the ability to generate clusters as the different zones of low-

point and high-point density on the input dataset and also can discovers the arbitrary shaped 

clusters of wide variety along with the considering some of the nodes as noisy. It can find an 

optimal number of clusters which depend on guessing the good set of values for two input 

parameters, first is the radius of clusters (Eps) and second is a minimum number of points 

(MinPts). However, it is hard to guess these parameters initially. So, estimating these 

parameters is major limitations of this algorithm. DBSCAN beats both partition and 

hierarchical clustering algorithms. The quality of clusters in DBSCAN depends on a good set 

of parameters. 
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4.1.6 Estimation of Parameter Eps of DBSCAN 

It is difficult to guess the proper value for the parameter Eps of DBSCAN. So, determining 

the good estimate for the radius of the cluster, Eps is a crucial problem because if we select 

the smaller value for Eps, then many points will be considered as noisy. Consequently, a 

large number of small clusters will be produced and leads to more energy consumption. 

Similarly, if we select a large value of Eps, then it is not possible to find noisy points, and the 

lesser number of clusters are produced. Hence, we must choose right value of Eps to produce 

better clustering result as shown in figure 10. 

We have proposed a method to select the good value of Eps by doing the analysis of the 

results obtained from EMGM algorithm. 

Find radius, R which is the average of all distances from all member nodes to cluster centroid 

for each cluster and take the minimum radius, R as the global value for Eps. 

                                     (           )                                                      (7) 

 

Fig. 10 Estimation of Radius, Eps for Each Cluster 

 

4.1.7 Estimation of Parameter MinPts of DBSCAN 

To calculate the minimum number of points required to form the clusters, we proposed a 

method to estimate the global value for MinPts. 

Find the number of points, C within cluster which comes under the radius, R of each cluster 

and then choose smallest number of points, C as global value of MinPts.  

                                          (           )            (8) 
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4.1.8 Data Gathering by Mobile Sink Node  

Our proposed hybrid algorithm returns the optimal number of clusters and cluster centroids 

for each cluster. This algorithm transmits the position of cluster centroids to the sink node 

along with the residual energy of all member nodes. The sink node decides the shortest path 

using the location of cluster centroids. When mobile sink node moves all over the network 

region along the defined path, and then sensor nodes send their sensed data to sink node and 

hence thereby decreasing wireless data transmissions as well as fewer overheads for relaying 

data to other nodes. It is assumed that sink node adorned with high energy. 

When mobile sink node comes near to cluster centroid of each group, then it broadcasts a 

data request message to all member nodes of that cluster. All member nodes receive the 

message and send their data to sink node. Following receipt of the required information from 

all nodes, sink node performs data aggregation to eliminate the duplicate number of packets. 

This algorithm increases the transmission and receiving rate to sink node because the 

aggregated data is not transmitted to sink node over a long distance and hence thereby 

working far better than existing clustering algorithms such as EMGM, LEACH and SEP. 

This new approach for clustering achieves network scalability, high energy efficiency by 

reducing energy spent in transmitting data packets among all nodes. Hence, the validity of 

this algorithm is determined through experiments in the results section of this report. 
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4.1.9 The pseudocode of DB-EMGM Algorithm  

Our recommended (DB-EMGM) method tries to diminish the traffic flow of excess data in 

the network by getting minimized Intra and Inter-cluster distance among the nodes in WSN. 

This also discovers the the location of cluster centroid using the estimated mean and cluster-

covariance by creating diverse sets of cluster and thus save the energy of sensor nodes spent 

during data transfer. 

 

 

The pseudocode of proposed Algorithm as follows: 

1. Set the initial value of Gaussian components, k by analyzing the data set, X 

2. Initialize Randomly the values for (µ, π, ∑ ) 

3. Calculate the Intra and Inter distances among the nodes, 𝐷 

4. Finds responsibility(R) of node and log-likelihood (LL) using (5) 

5. while |new LL – old LL |< small number, є 

6. For 1 to n do  // n is number of nodes 

7. Update µ, π, ∑ using R with finding number of nodes of each cluster 

8. End for 

9. Estimate new log-likelihood (LL) using (6) 

10. End while 

11. Return number of nodes and cluster centroid for each cluster by EMGM 

12. Estimate Input Parameters (Eps,MinPts) via step 11 

13. Execute DBSCAN (X, Eps, MinPts) using Algorithm 1 

14. Return optimal number of clusters, C and Cluster Centroid Position 

15. For r = 1 to Round  // Round  is the maximum round number 

16. For i = 1 to C  // C is the optimal number of clusters 

17. Transmits the Cluster Centroid Position to Sink Node 

18. Sink Node calculates the distance from all cluster centroids 

19. Calculation of the Shortest path using Minimum Spanning Tree 

20. Mobile Sink Node visits Cluster Centroid over the shortest path  

21. Sink Node Broadcast Data Request Message within Cluster  

22. Member Nodes Transmits the sensed data to sink node 

23. Data aggregation performed by  the sink node 

24. End For 

25. End For 
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4.2 Second Proposed Clustering Algorithm 

In this section, we have explained a new method known as ECDEN that gives the idea for 

selecting cluster head for each cluster based on the density of deployed sensor nodes in the 

field. Moreover, it also finds the optimal number of cluster set. For performance evaluation of 

this algorithm, sink node can be viewed as static or mobile in nature. 

4.2.1 Problem Statement 

As discussed in introduction part, it comes to know that clustering is a relevant method for 

data gathering in distributed wireless sensor networks. As we know that current clustering 

algorithms suffers from problems such as limited communication range, wireless data 

transmissions due to its distributed nature. Moreover, there is no proper clustering technique 

for electing cluster head of the clusters. Hence, an improved clustering method is suggested 

that will solve the problem of finding appropriate cluster head for each cluster in every round 

based on density using residual energy, average energy and distance so that there will be 

regular distribution of CH node in the field. It also aim to find the optimal number of cluster 

set using density concept of stationed sensor nodes in the field and reduce wireless data 

transmissions by decreasing intra-cluster distance among all nodes. 

4.2.2 Proposed Energy-efficient Clustering Based on Density (ECDEN) 

We recommend energy-efficient clustering based on Density (ECDEN) that divides the 

network into diverse cluster set. This developed algorithm mainly focuses on cluster 

formation and cluster head selection phase in the network field. Moreover, it not only finds 

the optimal number of clusters in every round but also gives an idea of electing cluster head 

based on density using residual energy, average energy and distance from the cluster centroid 

location of each cluster obtained by results of the proposed algorithm. It is assumed that base 

station is static or mobile in nature for data collection. After cluster formation phase, all 

member nodes send their data to selected cluster head during each round. The CH node 

aggregates the received data to drop the duplicate number of packets so that the data can be 

transmitted to static or mobile sink node in less time with more transmission speed. If the 

sink node is static, then all CH nodes convey the aggregated data over the distance between 

them. If the sink node is mobile in nature, then, CH node transmit the aggregated data to the 

sink node when distance between them is minimal. Here, the mobile sink node follows the 

shortest path over CH location. So, this suggested algorithm guarantees uniform distribution 
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of CH in the network field and thereby conserving the energy of sensor nodes. Our density-

based clustering method is illustrated using the steps shown in figure 11. 

 

 

Fig. 11 Flowchart of ECDEN Proposed Method 

 

4.2.3 Network Deployment 

We have assumed that WSNs network consists of N sensor nodes that are deployed randomly 

in M × M region. All nodes observe the surrounding environment and communicate the data 

to the base station which is placed far away from these nodes. It is assumed that base station 

can be static or mobile in nature. The network is geographically dispersed and divided into 

various sub-networks as shown in Figure 12. After cluster formation phase, the sensed data is 

transmitted to cluster head. Later, the aggregated data is communicated to the remote base 

station while maintaining the energy of nodes.  
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Fig. 12 Deployed Network Model 

 

 

4.2.4 First Order Radio Energy Model 

We assess our approach using the first order radio energy model [3] and the parameters are 

listed in TABLE II. As shown in figure 13, the energy spent by the transmit amplifier 

   (   ) to transmit an m-bit packet between a transmitter and receiver along the distance, d 

is 

          (   )   {
               

            

               
          

        

                  (9) 

Where    √        signifies the threshold distance,       signifies the energy loss in the 

electronics for forwarding or receiving one bit, and      
 and      

  signifies amplifier 

energy loss for free space and multipath fading channel, respectively.  

To obtain an m-bit message, the energy    ( ) wasted by the receiver is given by 

 
                           ( )                                         (10) 
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Fig. 13 First Order Radio Energy Model 

 

 

4.2.5 Cluster Head Selection Phase 

After the cluster formation phase, the proposed clustering algorithm (ECDEN) returns the 

optimal number of cluster and cluster centroid. Now, cluster head selection phase is started to 

select original cluster head of each cluster. The each cluster head (CH) is picked on the basis 

of the distance from the cluster centroid. The sensor node nearest to the cluster centroid with 

its residual energy larger than or equal to the average energy of the cluster is accepted as the 

cluster head for current round. If two or more sensor nodes are at a same distance from the 

cluster centroid, then anyone of them can be selected randomly by comparing residual energy 

with the average energy of the cluster. This recommended method for cluster head selection 

maintains the balanced distribution of CH node in the network and thus balance the energy 

among the nodes spent during data transmission phase. Once CH node is elected in the 

current round, then it will notify all the member nodes within the cluster that it is decided as 

the leader for collecting the data. In this case, CH node disseminated the HELLO message 

within the cluster by computing broadcasting range calculated by function      . 

                                                                         

The steps of cluster head selection phase are shown in the flowchart in figure 14. 
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Fig. 14 Flowchart of Cluster Head Selection Phase 

 

4.2.6 Data Gathering Phase 

The suggested density based clustering algorithm (ECDEN) conveys the cluster head 

information (position, energy) to the sink node. If the sink node is static, then all member 

nodes forward the sensed data to their CH node. After collecting the information, All CHs 

starts aggregating the data to lessen the duplicate number of packets to eliminate data 

redundancy problem. The CH node conveys the valuable data to the sink node directly. If the 

sink node is mobile in nature, then, the sink node chooses the shortest path using the location 

of the cluster head. When mobile sink node moves over the region of deployed network along 

the defined path, then sensor nodes send their sensed data to cluster head. The cluster head 

performs data aggregation and transmits the same to the mobile sink node. Hence, it 

decreases wireless data transmissions as well as fewer overheads for relaying data to other 

nodes. This algorithm increases the transmission and receiving rate to sink node because the 

aggregated data is not transmitted to sink node over a long distance and hence thereby 

working far better than existing clustering algorithms such as LEACH, EMGM and SEP. The 

performance analysis is done through experiments in the results section. 
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4.2.7 The pseudocode of proposed Algorithm 

Our proposed (ECDEN) work balances the energy of all nodes inside the WSNs network by 

minimizing inter and intra-cluster distance and finds the optimal number of clusters with their 

cluster centroids. The pseudocode of the proposed algorithm is shown as:- 

 

The pseudocode of proposed Algorithm as follows: 

1. Set the initial values for the Gaussian components, k by analyzing data set, X 

2. For 1 to N do  // N is number of nodes 

3. Estimate random values for µ, π and ∑ via EMGM 

4. Finds the Inter-cluster distance of each cluster, 𝐷𝑖 𝑡 𝑟 
5. Execute E step to find nodes responsibility (R) 

6. Execute M step to find log likelihood (LL)  

7. Update µ , ∑  and number of nodes using R 

8. End for 

9. Cluster centroids (µ) and the number of nodes belongs to each cluster returned by EMGM 

10. Parameters Estimation of Eps and MinPts for DBSCAN 

11. Run DBSCAN (X, Eps, Mints) 

12. Return optimal cluster count (C) and cluster centroid position 

13. For r = 1 to Round  // Round  is the maximum round number 

14. For j = 1 to C  // C is the optimal number of clusters 

15. Determine real CH node based on minimum distance from the cluster centroid, µ 

16. Computes average energy  𝑎𝑣𝑔 of each cluster 

17. Choose the suitable node as CH whose residual energy,  𝑟 𝑠𝑖 is larger than,  𝑎𝑣𝑔 

18. Elected CH node broadcast HELLO message to all member nodes 

19. All member nodes send their received data to CH node 

20. CH node performs the data aggregation to reduce the number of packets 

21. If (Sink node is static) 

22. CH node transmits the compressed data directly 

23. Else (Sink node is mobile)  

24. Mobile sink node calculates the shortest path over CH node Location 

25. All CH Node pass on the data to Mobile sink node when distance between them is minimal 

26. End For 

27. End For 
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CHAPTER 5: SIMULATION AND RESULT 

5.1 Result Analysis for First Proposed Clustering Algorithm 

We have briefly exhibited the clustering analysis of the suggested algorithm through 

simulation using MATLAB. We evaluate our developed clustering algorithms from various 

aspects like a number of alive nodes, data sending and receiving rate, residual energy over the 

time. The simulation parameters are listed in Table 1. 

 

TABLE 1 DB-EMGM Initial Energy Parameters 

Parameter Value 

 

Distribution of Node Uniformly Random 

Sensor field region    100m *100 m 

Number of Nodes, n    100 

Initial Node Energy, Eo 0.5 J 

Data Message Size 2000 bits 

Control Packet Size      50 bits 

Simulation Platform MATLAB 

 

The figure 15 shows that 100 sensors nodes are stationed randomly in the region of size of 

100 × 100 m2. The mobile sink is situated  at the center of the monitored region.  

 

Fig.15 Wireless Random Network 



  

44 
 

After the executing the proposed DB-EMGM algorithm, the various shape of clusters are 

created along with the optimal number of clusters in the figure 16. It shows the estimated 

values of input parameters (Eps, MinPts) for DBSCAN along with noisy nodes that are not 

the part of any clusters. 

 

Fig. 16 Clusters found by proposed DB-EMGM  

 

As it is assumed that the sink node is mobile in nature which is positioned initially at the 

center of the monitoring area. The proposed algorithm transmits the position of the cluster 

centroid to the mobile sink. The mobile sink node finds the shortest path based on minimum 

spanning tree for visiting the cluster centroid. Once the sink node comes at cluster centroid, it 

broadcasts a data request message to all member nodes. All member nodes transmit the data 

to the sink node. The sink node collects the data and moves on to another cluster centroid 

along the defined path. The sink node waits for a certain period of time for data collection. 

The figure 17 shows the path of mobile sink node below. 
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Fig. 17 Path Defined by Mobile Sink Node 

 

 

Our recommended clustering algorithm has been compared with respect to earlier proposed 

EMGM method. Figure 18 and 19 shows the graphical results about the sending and receving 

data rate in regard to the time. The results confirms that DB-EMGM method has been found 

to be efficiently working better with respect to EMGM because good sets of cluster cannot be 

created in case of the low or varied density network. The one more limitation of the EMGM 

algorithm is its inablity to find arbitrarily shaped clusters and noisy data. When movable sink 

node visits cluster centroid for receving the aggregated data, then all the node does not 

convey their sensed data over a long communication distance. Hence, data sending and 

receiving rate is enhanced between the mobile sink node and all sensor nodes and thus saving 

the energy spent during data transmission in WSN. Therefore, with this new clustering 

technique, the proposed approach can easily adapts according to variation in node density and 

thus diminishes data transmission energy. 
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Fig. 18 Data Transmission Rate with Time 

 

Fig. 19 Data Receiving Rate with Time 

 

Fig. 20 Residual Energy Rate with Time 
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Fig. 21 Ratio of Alive Nodes with No of Nodes 

 

 

The proposed clustering approach enhances the rate of the clustering process. This method 

tries to lessen the traffic flow of excess data in the network by getting minimized Intra and 

Inter-cluster distance among the nodes in WSN. This also discovers the the location of cluster 

centroid using the estimated mean and cluster-covariance by creating diverse sets of cluster. 

After the cluster formation phase, the concept of portable sink node is presented to gather the 

data by patrolling around the sensing zones. The suggested method send the position of 

cluster centroid to the portable sink node which search for the shortest path to collect the data  

from all the sensor nodes by staying at the cluster centroid for the certain duration. Upon 

doing analysis of the improved method, it is pointed out to be computationally much faster as 

compared to EMGM with reduced Intra and inter-cluster communication distance and boosts 

the sending rate to the sink node. The validity of the enhanced method is authorized with the 

help of the results displayed above. 
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5.2 Result Analysis for Second Proposed Clustering Algorithm 

In this part, we judge the our proposed solution performance together with LEACH and SEP 

protocol. The our suggested algorithm (ECDEN) mainly tries to increase the reliability of the 

clustering technique used for sensor network with the help of longer stability region so that 

there is a more time taken by the first node to die as per previvous protocols. For this, static 

sink node is placed at the center of the network region in which many nodes are deployed. 

We have carried out the analysis in MATLAB to validate the proposed ECDEN algorithm 

and to compare its effectiveness with LEACH and SEP protocol. The first order energy 

model [3] is exploited for computing the energy spent by nodes during packets transmission. 

An experiment is exercised for deployed WSN network in which 100 nodes are organized 

randomly in a 100 × 100 m2 as shown in figure 22. The simulation parameters are noted in 

Table 2. 

TABLE 2  ECDEN Initial Energy Parameters  

Parameter Value 

WSN Node Distribution Uniform Random Distribution 

Sensor Node Area       100m *100 m 

Base Station Position Center 

Number of nodes, n    100 

Initial energy of nodes, Eo 0.5 J 

Message packet size 4000 bits 

Control packet size      50 bits 

Simulation platform MATLAB 
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Fig. 22 Wireless Sensor Network (Random) before Clustering 

Proposed ECDEN is executed on the deployed network of 100 nodes and generates clusters 

set as presented in figure 23. This returns six different clusters set along with noisy nodes. 

The square shaped nodes named as noisy nodes are not allocated to any clusters set because 

they does not comes in the range of the radius, Eps of each clusters. The such noisy nodes 

passes their sensed data to nearest cluster heads regurlay. 

 

Fig. 23 Network Clustering Using Proposed ECDEN 
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Fig. 24 Number of Alive Nodes Per Round 

 

Fig. 25 Average Residual Energy Per Round 

 

The figure 24 and 25 show that introduced algorithm increases the lifetime of network and 

efficient utilization of the remaining power for all nodes as compared to LEACH and SEP 

protocol. From the figure 24, it can be observed that the first node died after 703 rounds and 

all sensor nodes died after 1490 rounds in LEACH protocol and after 717 and 1710 in the 
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case of SEP protocol. However, in Proposed ECDEN, the first node died after 933 rounds, 

and the last node died after 2700. Hence, it understood that proposed method extends the 

reliability of clustering process and also lengthens the lifetime of WSN as compared to 

LEACH and SEP protocol. Some of the nodes are determined as noisy by proposed method, 

and noisy nodes forward their data to nearest CHs. Apart from this, this method also saves the 

remaining energy of all nodes. The reason for this is due to that proposed ECDEN always 

selects the CHs from nodes which are near to cluster centroid and have their residual energy 

greater than average energy of each cluster. As clustering of the network is realized by 

considering the node density variation through the recommended above approach to reduce 

data transmission energy. 

 

 

Hence our second proposed algorithms offers an novel cluster head selection method. This 

balances the energy among all nodes by choosing CHs based on distance and residual energy. 

The MATLAB simulation results showed that the proposed method is more energy efficient 

and reliable in clustering process as compared to LEACH and SEP protocol. The results 

confirm that it is computationally faster than LEACH as well as SEP and can work better 

even in the case of node density variation. This method extends the transmission rate to the 

sink node and hence maintains longer stability period. Moreover, there is a lot of scope in 

future for the proposed density based clustering algorithm in different application such as 

extracting useful data from medical diagnosis data. 
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CHAPTER 6: CONCLUSIONS 

6.1 Conclusion 

In this thesis work, we have described the two novel proposed clustering approach for solving 

the challenges related to clustering for accummulating data received for the nodes. The 

suggested algorithm focus on generating arbitrary shaped cluster sets so that compressed data 

can be transmitted by appropriate cluster head to the static or mobile sink node in 

geographically distributed WSNs. As such networks are constructed for bringing together a 

large amount of data from the millions of sensors. Our recommended hybrid clustering 

technique solves the problem of the optimal number of clusters along with getting variable 

sized cluster sets. Both the proposed algorithm utilizes the concept of static or mobile sink 

node so that data transmission rate is increased. By considering the energy factor of WSN, we 

have proposed an efficient cluster head selection method based on density of nodes for 

solving clustering hurdle and maximize the lifetime with enhanced stability period in WSN. 

The proposed algorithm ECDEN clustering method balances the energy among all nodes by 

selecting appropriate CHs based on distance and residual energy and is more energy efficient 

and reliable in clustering process as compared to LEACH and SEP protocol. Hence, both the 

clustering approach is found to be optimized approach as per the presented analysis and 

proves to be enhancing the lifetime of WSN.  

 

6.2 Scope for Future Work 

Moreover, there is a lot of scope in future because sensor network will be used everywhere in 

any fields in order to make future technologies (Healthcare, Smart homes thorough sensors, 

environment monitoring and control, security, IOT) as smart as possible. Even, the 

recommended density based clustering algorithm can be used in different application such as 

extracting useful data from medical diagnosis data, image processing, etc. 
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