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ABSTRACT

Clustering is a key activity in numerous data mining applications such as information retrieval, 
text mining, image segmentation, etc. This research work proposes a clustering approach, 
Fuzzy-GSA, based on gravitational search algorithm (GSA). In the proposed Fuzzy-GSA 
approach, a fuzzy inference system is developed to effectively control the parameters of GSA.
The performance of the Fuzzy-GSA algorithm is evaluated against four benchmark datasets 
from the UC Irvine repository. The results illustrate that the Fuzzy-GSA approach attains the 
highest quality clustering over the selected datasets when compared with several other 
clustering algorithms namely, k-means, particle swarm optimization (PSO), gravitational 
search algorithm (GSA) and, combined gravitational search algorithm and k-means approach 
(GSA-KM)
In this paper, we propose a new hybrid approach for image segmentation. The proposed 
approach exploits fuzzy GSA for clustering image pixels into homogeneous regions. In order to 
improve the performance of fuzzy clustering to cope with segmentation problems, we employ 
gravitational search algorithm which is inspired by Newton’s rule of gravity. 
Gravitational search algorithm is incorporated into fuzzy GSA to take advantage of its ability to 
find an optimum cluster center which minimizes the fitness function of fuzzy GSA. 
Experimental results show effectiveness of the proposed method in segmentation different 
types of images as compared to classical fuzzy Algorithm.
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Chapter One:

INTRODUCTION

Scope & motivation:

People are only interested in certain parts of the image in the research and application of
the image. These parts are frequently referred as a target or foreground (other part is called
background), they generally correspond to the image in a specific and unique nature of 
the area. It needs to extract and separate them in order to identify and analyze object, on 
this basis it will be possible to further use for the target. To illustrate the level of the image
segmentation in image processing, we have introduced "image engineering" concept ", it 
bring the involved theory, methods, algorithms, tools, equipment of image segmentation
into an overall framework [1.]. Image Engineering is a new subject for research and
application of image field, its content is very abundant. According to the different of the
abstract degree and research methods, it can be divided into three levels: Image 
processing, image analysis and image understanding. As shown in Figure 1 Image
processing is emphasis on the transformation between the images and improves the visual 
effects of image. Image analysis is mainly monitor and measure the interested targets in the 
image in order to get its objective information as a result build up a description of the
image, the key point of the image understanding is further study on the nature of each 
target and the linkage of each other as well obtain an explanation of objective scenario for
original image as result guide and plan to action.
Image processing, image analysis  and image understanding have different operational, 
refer to Figure1.

Fig 1: image engineering

Image processing is relatively low-level operations; it is mainly operated on the   pixel-
level. Then image analysis enters the middle-level, it focuses on measuring, expression
and description of target. Image Understanding is mainly high-level operation,
essentially it focus on the operation and illation of data symbol which abstracts from the
description [2.]. Image segmentation is a key step from the image processing to image
analysis, it occupy an important place. On the one hand, it is the basis of target expression
and has important effect on the feature measurement. On the other hand, as the image 



segmentation, the  target expression based on segmentation, the feature extraction and
parameter measurement that converts the original image to more abstract and more
compact form, it is possible  to make high-level image analysis and understanding. For 
example, satellite image processing in the application of remote sensing; the brain MR
image analysis in the applications of medicine; the plates of illegal vehicle region
segmentation in the traffic image analysis; the image region of interest extraction in the 
object-oriented image compression and content-based image retrieval.

Digital Image Segmentation

Digital image processing is important domain for many reasons. Actually Digital image
processing is a recent subject i n compute r h i s t o r y . In 1960s; Bell Labs and 
University of Maryland, and a few other places started to develop several techniques for 
digital image processing[3.] With application to satellite imagery, wire photo standards 
conversion, medical imaging, videophone, character recognition, and photo enhancement.
But the cost of processing was fairly high with the computing equipment of that era. In the
1970s, image processing proliferated, when cheaper computers and dedicated hardware
became available. Images could then be processed in real time, for some dedicated
problems such as television standards conversion. As general-purpose computers became
faster, they started to take over the role of dedicated hardware for all but the most
specialized and compute-intensive operations. In digital image processing, we use
computer algorithms to perform image processing. Actually digital image processing has 
several advantages over the analog image processing; first it gives a high number of
algorithms to be used with the input data, second we can avoid some processing problems
such as creating noise and signal distortion during signal processing. In 2000s,  fast 
computers became available for  signal  processing and digital image processing has 
become the popular form of image  processing. Because of that,  signal image processing
became versatile method, and also cheapest. Image segmentation is important part in many
signal processing technique and its applications.

The study of color image segmentation

Image s e g m e n t a t i o n is t h e p r o c e s s o f separating  or grouping an image into 
different parts. These parts normally correspond to something that humans can easily
separate and view as individual objects. Computers have no means of intelligently
recognizing objects, and so many different methods have been developed in order to
segment images. The segmentation process in based on various features found in the
image. This might be color information that is used to create histograms, or information
about the pixels that indicate edges or boundaries or texture information. The color image
segmentation is also widely used in many multimedia applications, for example; in order to
effectively scan large numbers of images and video data in digital libraries, they all need
to be compiled directory, sorting and storage, the color and texture are two most important 
features of information retrieval based on its content in the images and video. Therefore,
the color and texture segmentation often used for indexing and management of data;
another example of multimedia applications is the dissemination of information in the



network. Today, a large number of multimedia data streams sent on the Internet, However, 
due to the bandwidth limitations; we need to compress the data, and therefore it calls for
image and video segmentation.

Method for color Image Segmentation

Image segmentation methods are categorized on the basis of t w o p r o p e r t i e s
d i s c o n t i n u i t y a n d s i m i l a r i t y . Methods based on discontinuities are called as
boundary based methods and methods based on similarity are called Region based
methods Segmentation is a process that divides an image into its regions or objects that
have similar features or characteristics. Mathematically complete segmentation of an
image R is a finite set of regions R1…Rs,

R=U s i = 1 Ri        R i ⋂ R j = ∅ i ≠ j

Image Segmentation Methods can be categorized as below:
1. Region Based Method
2. Edge Based Methods 
3. Hybrid Techniques.

Region Based Techniques

Region based methods are based continuity. These techniques  divide  the   entire  image  
into  sub  regions depending on some rules like all the pixels in one region must have
the same gray level. Region-based techniques rely on common patterns in intensity
values within a cluster of neighboring pixels. The cluster is referred to as the region, and
the goal of the segmentation algorithm is to group the regions according to their anatomical
or functional roles.

Split and Merge Technique

There are two parts to this technique first the image is split depending on some criterion
and then it is merged. The whole image is initially taken as a single region then some 
measure of internal similarity is computed using standard deviation. If too much variety 
occurs then the image is split into regions using thresholding.  This is repeated until no 
more splits are further possible. Quad tree is a common data structure used for splitting.
Then comes the merging phase, where two regions are merged if they are adjacent and
similar. Merging is repeated until no more further merging is possible. The major
advantage of this technique is guaranteed connected regions. Quad trees are widely used 
in  Geographic information system. Kelkar D. and Gupta, S[3] have introduced an  
improved Quad tree method (IQM) for split and merge .In this improved method they
have used three steps first splitting the image, second initializing neighbors list and the  
third step is  merging splitted regions. They have divided the third step into two phases,



in-house and final merge and have shown that this decomposition reduces problems
involved in handling lengthy neighbor list during merging phase. The drawbacks of the 
split and merge technique are, the results depend on the position and orientation of the
image, leads to blocky final segmentation and regular division leads to over segmentation   
(more regions) by splitting. This drawback can be overcome by reducing number of
regions by using Normalized cuts method.

Normalized Cuts

This technique is proposed by Jianbo Shi and Jitendra Malik is mostly used in
segmentation of medical images. This method is based on graph theory. Normalized cuts
aim at splitting so that the division is optimal. Each pixel is a vertex in a graph, edges
link adjacent pixels. Weights on the edge are assigned according to similarity between 
two corresponding pixels. The criterion for similarity is different in different applications.
Similarity can be defined the distance,   color, gray l e v e l , t e x t u r e s a n d s o on. 
The advantage of this technique is that it removes the need to merge regions after
splitting. It gives  better definition around the edges Shi and Jitendra Malik [4], in their
paper Normalized cuts and image segmentation shows how normalized cut is an unbiased
measure of disassociation between subgroups of a graph and it has the nice property that
minimizing normalized cut leads directly to maximizing the normalized association, which
is an unbiased measure for total association within the subgroups. Wenchao Cai, JueWu,
Albert C. S. Chung [5] improved the performance of the normalized cut by introducing
the  shape information. This method can correctly segment the object, even though a part
of the boundary is missing or many noisy regions accompany the object. Thus there are
various advantages of this method like it presents a new optimality criterion for 
partitioning a graph into clusters, different image features like intensity, color texture,
contour continuity are treated in one uniform network. But there are certain disadvantages 
like lot of computational complexity involved especially for full-scale images .The
performance and stability of the partitioning highly depends on the choice of the
parameters.

Region Growing

Of the many proposed image segmentation methods, region growing has been one of the
most popular methods. This method starts with a pixel and will go on adding the pixels
based on similarity, to the region. When the growth of a region stops another seed pixel 
which does not belong to any other region is chosen, and again the process is started. 
The whole process is repeated until all pixels belong to some region. The advantage of
this technique is, connected regions are guaranteed. Matei Mancas, Bernard Gosselin and
Benoit Macq [4.] have used in their research a method which only needs one seed inside
the region of interest (ROI). They have applied it for spinal cord segmentation but have
found that it also shows results for parotid  glands  or  even   tumors.  There  are  
various applications where region growing techniques is  mostly used like, to segment



the parts of human body during treatment planning process e.g. segmentation of prostrate, 
bladder and rectum from contrast CT  data. There are certain advantages of this 
technique like multiple criterions can be selected at the same time, gives very good
results with less noisy images. But the various disadvantages of this technique are, if
seeded region growing method is used then noise in the image can cause the seeds to be
poorly placed, over segmentation may take place when the image is noisy or has intensity
variations, cannot distinguish the shading of the real images, this method is power and time 
consuming.

Thresholding

This  is  the  simplest  way  of  segmentation.    Using thresholding technique
regions can be classified on the basis range values, which is applied to the intensity
values of the image pixels. Thresholding is computationally inexpensive and fast, it is the
oldest segmentation method and is still widely used in simple applications. Using range 
values or threshold values, pixels are classified using either of the thresholding techniques
like global and local thresholding. Global thresholding method selects only one threshold
value for the entire image. Local thresholding selects different threshold values for 
different regions. To segment complex images multilevel thresholding is required.

Edge Based Techniques

Segmentation Methods based on Discontinuity find for abrupt changes in the intensity
value. These methods are called  as   Edge  or  Boundary  based  methods.  Edge 
detection is the problem of fundamental importance in image analysis. Edge
detection techniques are generally used for finding discontinuities in gray level images.
Edge detection is the most common approach for detecting meaningful discontinuities in 
the gray level. Image segmentation methods for detecting discontinuities are boundary
based methods Edge detection can be done using either of the following methods Edges
are local changes in the image intensity. Edges typically occur on the boundary between 
two regions. Important features can be extracted from the edges of an image (e.g., corners,
lines, curves).Edge detection is an important feature for image analysis. These features 
are used by higher-level computer vision algorithms (e.g., recognition). Edge detection is
used for object detection which serves various applications like medical image processing,
biometrics etc. Edge detection is an active area of research as it facilitates higher level
image analysis. There are three different types of discontinuities in the grey level like
point, line and edges. Spatial masks can be used to detect all the three types of
discontinuities in an image.

There have been many image segmentation methods created and being created using many 
distinct approaches and algorithms but still it is very difficult to assess and compare the 
performance of these segmentation techniques. Researchers would evaluate their image 



segmentation techniques by using one or more of the following evaluation methods in 
Fig.2

Fig. 2 Evaluation Methods

Clustering Technique

Given an image this methods splits them into K groups or clusters. The mean of each
cluster is taken and then each point p is added to the cluster where the difference between 
the point and the mean is smallest. Since clustering works on hue estimates it is usually
used in dividing a scene into different objects. The performance of clustering algorithm 
for image segmentation is highly sensitive to features used and types of objects in the
image and hence generalization of this technique is difficult. Ali, Karmarkar and
Dooley[2] presented a new shape-based  image segmentation algorithm called fuzzy
clustering for  image segmentation using generic shape information (FCGS) which 
integrates generic shape information into the Gustafson-Kessel (GK) clustering framework.
Hence using the algorithm presented in[2] can be used for many different object  
shapes and hence one framework can be used for different applications like medical
imaging, security systems and any image processing application where arbitrary shaped
object segmentation is required.  But some clustering algorithms like K-means
clustering doesn’t guarantee continuous areas in the image, even if it does edges of
these areas tend to be uneven, this is the major drawback which is overcome by split and
merge technique

Clustering is an unsupervised learning task since it groups data objects into clusters 
without any prior information such as class labels. The clustering techniques, thus, should 
be able to deduce the structure embedded in data without any extra information. Clustering 
algorithms have been successfully applied in several fields such as information retrieval [1, 
2], medicine [3], biology [4], customer analysis [5], image segmentation [6] and many 
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others. Clustering has been an area of active research and many clustering algorithms have 
been proposed in the literature. The most widely used and the most popular algorithm for 
clustering is the k-means algorithm, proposed by J. MacQueen in 1967 [16]. K-means 
algorithm is fairly straightforward, simple to implement and has been employed by several 
researchers [18-20]. However, it may be easily trapped in a local optimum and fail to 
achieve a global optimum in several cases since the algorithm’s performance is highly 
dependent on the initial centroids chosen.

To overcome this problem, several heuristic based approaches have been proposed for 
clustering. Selim and Alsultan [10] provided a simulated annealing (SA) algorithm for 
clustering in 1991. They have demonstrated that the simulated annealing algorithm 
converges to a global optimum for the clustering problem. Maulik and Bandyopadhyay [9] 
presented a clustering technique based on genetic algorithm, known as GA-clustering, in 
2000. The centers of a pre-defined number of clusters were encoded using chromosomes 
and the improved performance of GA-clustering over k-means algorithm was demonstrated 
with the help of three real datasets. A tabu search based method was presented for solving 
the clustering problem in [21,22].

Shelokar et al. presented an Ant Colony Optimization (ACO) based technique for 
optimally assigning objects to a pre-defined number of clusters, in 2004 [12].  The ACO 
based technique provided very promising results when compared with other heuristic 
methods such as genetic algorithm simulated annealing and tabu search. Fathian et al. 
proposed an algorithm for clustering based on honeybee mating optimization (HBMO), in 
2007 [13]. The performance of HBMO based approach was better compared to SA, GA, 
tabu search and ACO when evaluated over several well-known datasets. Ching-Yi et al. 
provided a Particle Swarm Optimization (PSO) based approach for clustering, in 2004 [11]. 
They compared the performance of PSO-based approach with traditional clustering 
algorithms and demonstrated that the PSO-based approach performed better using four 
artificial datasets.

Hatamlou et al. applied the Gravitational Search Algorithm (GSA) to data clustering, in 
2011 [14]. The results over four well-known datasets depicted that GSA based approach 
performed better than several other clustering algorithms namely PSO, HBMO, ACO, GA, 
SA and k-means. In 2012, Hatamlou et al., presented a technique combining the benefits of 
k-means algorithm with GSA, called GSA-KM, in clustering [17]. In GSA-KM approach, 
the initial population for GSA was generated with the help of k-means algorithm which 
allowed GSA to converge faster. When compared with other well known algorithms, such 
as k-means, GA, SA, ACO, HBMO, PSO and the conventional GSA approach, GSA-KM 
approach provided better results over several real datasets.



Gravitational Search Algorithm

The Gravitational Search Algorithm (GSA) uses a constant value of parameter α for the 
calculation of gravitational constant. In the beginning, smaller value of α allows for a 
greater exploration of the search space. Furthermore, higher value of α during the last little 
iteration enhances the search space exploitation. Therefore, the approach based on GSA 
can be improved by adapting and controlling the value of parameter α as the algorithm 
proceeds.
Gravitational Search Algorithm (GSA) is an optimization algorithm proposed by Rashedi 
[8] in 2009. It is based on the Newton’s laws of gravity and motion. The law of gravity 
states that “Every particle in the universe attracts every other particle with a force that is 
directly proportional to the product of the masses of the particles and inversely 
proportional to the square of the distance between them”. By this definition, the 
gravitational force is determined using the following equation [8]: 

(1)

where, F is the gravitational force acting between two masses and , G is the 
gravitational constant with a value of 6.67259 × 10-11 N m2/kg2, and R is the distance 
between the two masses.

Newton’s second law of motion states that when a force acts on a mass, acceleration is 
produced. The magnitude of acceleration produced is obtained using the equation below 
[8]:

(2)

Where, F and M denote the net force acting on a given particle and its mass, respectively.

The Gravitational Search Algorithm (GSA) employs this physical phenomenon for solving 
optimization problems. Consider a system with N masses or agents. The position of ith 
mass is defined as:

, for i = 1, 2, . . . , N,

3)

Where, is the position of ith agent in dth dimension and n is the total number of 
dimensions in the search space. The positions of agents correspond to the solutions of the 



problem. The mass of each agent is computed, after evaluating the present population’s 
fitness, using the following equations:

4)

5)

Where, , denotes the fitness value of ith agent at time t, and best(t) and worst(t) are 
computed as follows (for minimization problems):

,  j = 1, 2, . . . , N

6)

,  j = 1, 2, . . . , N

7)

Similarly, for maximization problems best (t) and worst (t) are computed by taking the 
maximum and minimum fitness values respectively.

The acceleration of an agent is computed next, by considering the total forces from a set of 
heavier masses using the laws of gravity and motion using Equations 8 and 9. The new 
velocity of an agent is computed next by adding a fraction of its current velocity to its 
acceleration (Equation 10), followed by the calculation of its new position (Equation 11).

8)

9)

10)



11)

where, and are two random numbers uniformly distributed in the range of [0, 

1], is a small value to prevent division by zero, is the Euclidean distance between 

agent i and agent j. Kbest is the set of first K agents with best fitness values and thus, 
largest mass. Kbest is dependent on time, initialized to Ko at the start and decreases as time 
progresses. The gravitational constant, , decreases with time to control the search 
accuracy. The value of is calculated using the following equation: 

(12)

Where, Go is the initial value of gravitational constant, α is a parameter which governs the 
degree of exploration versus exploitation of the search and T is the maximum number of 
iterations.



Chapter Two:

LITERATURE REVIEW

Image segmentation, which is an advancing research field in computer vision, refers to 
clustering an image into set of pixels possessing similar characteristics in terms of intensity 
values and geometrical features. Much effort has been done to achieve an efficient 
segmentation algorithm to be able to work in a wide range of images. Efficient algorithms 
have been used for image segmentation, can be categorized as follows. Thresh holding 
based techniques [ 5.] exploit certain values called threshold to discriminate between 
intensity values of objects in images. Active contours [5.] employ a set of primary contours 
which move towards the object boundaries according to the information derived from 
energy function. Besides, active contours have demonstrated good performance in 
segmentation of organs in medical images. Graph-based techniques define segmentation 
problem as a graph G = (V; E) in which each node virefers to a pixel in the image, and the 
edges in E connect certain pairs of neighboring pixels. Felzenszwalb proposed an efficient 
graph based image segmentation in [5.]. Boykov and Funkalea [5.] suggested graph cut 
algorithm for N-dimensional image segmentation.

One alternative solution for segmentation problems is to relate the concept of clustering to 
segmentation. Generally, clustering is assigning a set of n data points into a smaller number 
of c clusters. Besides, clustering techniques have been widely applied to the image 
segmentation in which among them K-means and fuzzy c-means attracted more popularity 
due to their high performances. Fuzzy c-means has proved to be the most effective 
clustering technique for image segmentation purposes. The algorithm employs an iterative 
procedure to minimize the objective function depending on the Euclidean distance of the 
pixels to the cluster centers. Since correlation of pixels in the immediate neighborhood is 
high, incorporation of spatial correlation into fuzzy c-means algorithm can improve the 
results of conventional fuzzy c-means. Hence, spatial fuzzy c-means [67] can be used as an 
alternative in such applications. Despite high performance of fuzzy c-means, it happens 
that the algorithm is unable to segment precisely. One solution is to incorporate 
evolutionary algorithms into the problem. Particle swarm optimization [6.]has been applied 
to the problem and generated promising results in terms of removing spurious segments.

Gravitational Search Algorithm (GSA) is a heuristic optimization method which was 
recently developed by Rashedi et al. [78] It is inspired by the Newton’s rule of gravity and 
laws of motion. The algorithm exploits a group of agents which interact with each other by 
the gravity force, and laws of motion. Global movement is directed towards agents 
possessing heavier masses. They represent good solutions and on the other hand, are 
equivalent with slower motions to satisfy exploitation part of algorithm. Algorithm is 
converged to an optimum value in an iterative process. Moreover, being computationally 
effective motivates further application of this algorithm in new research fields.

https://www.researchgate.net/publication/222649448_Image_segmentation_by_three-level_thresholding_based_on_maximum_fuzzy_entropy_and_genetic_algorithm?el=1_x_8&enrichId=rgreq-3936a1df-6b2c-4f6c-99cf-0b7006027261&enrichSource=Y292ZXJQYWdlOzI1ODcxNDgzNDtBUzoxMDE2NDUxMDcwNzMwMzBAMTQwMTI0NTQ5MDUzOA==
https://www.researchgate.net/publication/222827594_Multiregion_competition_A_level_set_extension_of_region_competition_to_multiple_region_image_partitioning?el=1_x_8&enrichId=rgreq-3936a1df-6b2c-4f6c-99cf-0b7006027261&enrichSource=Y292ZXJQYWdlOzI1ODcxNDgzNDtBUzoxMDE2NDUxMDcwNzMwMzBAMTQwMTI0NTQ5MDUzOA==
https://www.researchgate.net/publication/215721562_Efficient_Graph-Based_Image_Segmentation?el=1_x_8&enrichId=rgreq-3936a1df-6b2c-4f6c-99cf-0b7006027261&enrichSource=Y292ZXJQYWdlOzI1ODcxNDgzNDtBUzoxMDE2NDUxMDcwNzMwMzBAMTQwMTI0NTQ5MDUzOA==
https://www.researchgate.net/publication/244898935_Graph_Cuts_and_Efficient_ND_Image_Segmentation?el=1_x_8&enrichId=rgreq-3936a1df-6b2c-4f6c-99cf-0b7006027261&enrichSource=Y292ZXJQYWdlOzI1ODcxNDgzNDtBUzoxMDE2NDUxMDcwNzMwMzBAMTQwMTI0NTQ5MDUzOA==
https://www.researchgate.net/publication/11380153_A_modified_Fuzzy_C-_Mean_algorithm_for_bias_field_estimation_and_segmentation_of_MRI_data?el=1_x_8&enrichId=rgreq-3936a1df-6b2c-4f6c-99cf-0b7006027261&enrichSource=Y292ZXJQYWdlOzI1ODcxNDgzNDtBUzoxMDE2NDUxMDcwNzMwMzBAMTQwMTI0NTQ5MDUzOA==
https://www.researchgate.net/publication/224604235_Image_Segmentation_Based_on_Modified_Particle_Swarm_Optimization_and_Fuzzy_C-Means_Clustering?el=1_x_8&enrichId=rgreq-3936a1df-6b2c-4f6c-99cf-0b7006027261&enrichSource=Y292ZXJQYWdlOzI1ODcxNDgzNDtBUzoxMDE2NDUxMDcwNzMwMzBAMTQwMTI0NTQ5MDUzOA==


Clustering or cluster analysis refers to the process of grouping a set of data objects such 
that objects belonging to the same group are similar, whereas those belonging to different 
groups are distinct. The final groups are called clusters or classes. It is a major data mining 
task and is used as a common technique for analysis of statistical data in many fields such 
as pattern recognition, machine learning, information retrieval etc. In the process of 
clustering, it is important to define an appropriate similarity or dissimilarity measure over 
which the data objects are to be clustered. The same set of objects may be partitioned into 
different groups depending on the choice of similarity or dissimilarity measure. The 
number of clusters in the final partition may be pre-assigned or may be considered as an 
internal parameter of the clustering algorithm to be deduced based on the input data.
In this paper, we incorporate the Fuzzy clustering into GSA algorithm means algorithm to 
find better data sets for image segmentation. 

The Developed Fuzzy Inference System

The FIS is developed with two input variables and one output variable. The input variables 
are as follows: 

IT: The current iteration number.
Fbest: The best value of fitness achieved till the current iteration.

IT enables us to consider how far we have reached in the search process. During the initial 
iterations, i.e. when IT is low, a lower value of α is desired since lower the value of α, 
higher the value of gravitational constant, G(t), will be (Equation 12) and thus, higher the 
force, F, (Equation 8) resulting in a higher acceleration, a, (Equation 9) and velocity, v(t)
(Equation 10). This allows for higher exploration at the beginning of search. Similarly, 
towards the final few iterations, i.e. when IT is high, a higher value of α is desired to 
promote higher exploitation. Figure 2 depicts the membership function for IT. The 
iterations are represented as a fraction of the maximum number of iterations allowed, such 
that 0.5 means half of the total iterations and 1 represents the maximum iterations. 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.2

0.4

0.6

0.8

1

IT

D
eg

re
e 

of
 m

em
be

rs
hi

p

low medium high

Fig 3: Membership Function for IT



Fig 4: Membership Function for Fbest

Fbest represents the lowest value of fitness, since clustering is a minimization problem 
with the fitness function as mean square error, achieved till the current iteration. If the 
value of Fbest is high, then we need to reduce α to promote a greater exploration, since 
higher values for Fbest mean we are still far from the solution. However, if Fbest is low, 
we should increase α to allow for a higher exploitation as we are near the solution. Figure 3 
shows the membership function for Fbest. Note that the membership function for Fbest 
needs to be tuned as per the input dataset being considered, since the acceptable values of 
fitness function will vary for different datasets. 

To obtain the marked value M5 in Figure 3, we executed five independent runs of GSA for 
a single iteration and equated M5 to the maximum value of Fbest obtained, after adding 
hundred and then rounding it off to the nearest hundred. For the value of M3, we 
considered the integer part of the best fitness value obtained using GSA, taken from [14], 
for that dataset. M4 was computed by adding one to the value of M3, and M2 was 
calculated by rounding off M3 to the nearest ten smaller than M3. Finally, M1 was 
obtained by subtracting ten from M2.

Note that the fitness function, representing the total mean square error or the sum of intra-
cluster distances, is computed using the following equation [23]:

(13)

where, represents the centroids of the cluster , denotes the distance or 
dissimilarity between object and cluster centroid . The most popular and widely used 
distance metric is the Euclidean distance, which we have used in this work. Euclidean 
distance between two objects and with d dimensions is calculated as:



(14)

where, denotes the value of pth dimension for the object and denotes the value of 

pth dimension for the object .

The developed FIS consists of one output variable, i.e. alpha(t), which denotes the value of 
parameter α in Equation 12. Figure 4 shows the membership function for alpha(t). The 
range of parameter α is taken as [0, 50] to provide a wide range of search on the value of 
alpha(t).
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Fig 5: Membership Function for alpha(t)

The following eight fuzzy rules were formulated to control the parameter α in the 
calculation of the gravitational constant (Equation 12):

i. If (IT is low) and (Fbest is low) then (alpha(t) is high)        
ii. If (IT is low) and (Fbest is medium) then (alpha(t) is medium)   

iii. If (IT is low) and (Fbest is high) then (alpha(t) is low)       
iv. If (IT is medium) and (Fbest is high) then (alpha(t) is low)     
v. If (IT is medium) and (Fbest is medium) then (alpha(t) is medium)

vi. If (IT is high) and (Fbest is high) then (alpha(t) is medium)    
vii. If (IT is high) and (Fbest is medium) then (alpha(t) is medium)  

viii. If (IT is high) and (Fbest is low) then (alpha(t) is high)       

The method used in the developed fuzzy inference system for “And” was min and for “Or” 
was max. The implication method was min, aggregation method was max and 
defuzzification method was centroid.



Chapter Three:

PROPOSED WORK

The proposed algorithm, Fuzzy-GSA, comprises of two main steps. The first step is to 
generate an initial population for GSA. We have generated the initial population by 
considering three agents (or candidate solutions) corresponding to the maximum, minimum 
and median values for all features in a given dataset, respectively. This provides a better 
initial population which would allow for a higher exploration since a wide range of values, 
including maximum, minimum and median, are present while searching the solution space. 
The rest of the agents are generated randomly by considering the range of features in the 
given dataset.
The second step involves application of GSA, described in Chapter 1, to the given dataset 
and using the fuzzy inference system developed to control the parameter α while searching 
for the solution. The flow diagram for the proposed Fuzzy-GSA algorithm is depicted by 
Figure 6.



The step by step algorithm for the proposed approach is stated next. Let N denote the 
population size, Ci be the ith candidate solution or agent, k be the number of clusters, d be 
the number of features in a given dataset.

Step 1: Generate initial population, P = {C1, C2, . . . , CN}.

- Generate C1 consisting of maximum values of all the features.

- Generate C2 consisting of minimum values of all the features.

- Generate C3 consisting of median values of all the features.

- Generate the remaining N-3 candidates randomly within the range of minimum 

to maximum values for all features.

Step 2: Apply GSA and use the developed FIS, for parameter adaptation.

- Calculate the fitness function, as per Equation 13, for all the candidate solutions.
- Feed the values of IT, current iteration number, and Fbest, best fitness achieved, as 

inputs to the developed FIS, and obtain the value of parameter α.
- Calculate G, F, M and a for all the candidate solutions using Equations 5, 8, 9 and 

12 as described in the Gravitational Search Algorithm (GSA). 
- Update the velocity and position of each candidate solution as per Equation 10 and 

11 respectively.
- Check if termination criteria, i.e. maximum number of iterations allowed is reached 

or fitness function is not exhibiting a minimum improvement, are met. If yes, then 
return the best value of fitness function achieved as the final solution, else reiterate 
through step 2.  

The final solution consists of the best value of fitness function, i.e. the minimum mean 
square error, achieved by running the proposed Fuzzy-GSA algorithm.

To verify the effectiveness (qualities and robustness) of the proposed technique, we 
conduct several experiments with this procedure on several images. There are some steps 
of our proposed technique are given below:     
Phase 1: Firstly we develop a particular GUI for this implementation. After that we 
develop code for the loading dataset folder in MATLAB database. After that we calculate 
the feature of the dataset. 

Phase 2: Develop a code for the loading the Query image in the MATLAB workspace. 
After this apply the feature extraction on this loaded query image. 

Phase 3: Develop a code for the retrieving the images from the loaded dataset. For the 
retrieving purpose we use two techniques based on Texture and Colour. 



Phase 4: After that we implement Fuzzy GSA Search Algorithm in our concept. In our 
proposed method Fuzzy Based Gravitational Search Algorithm is used for the optimization 
purpose. 
Phase 5: After that we develop the code for the result in the MATLAB figure window. Our 
results are retrieved images.



24

Chapter Four:

RESULTS

This Section provides information regarding results, interpretation of results and
comparison of proposed content based image retrieval using Fuzzy GSA. We conduct
several experiments with this procedure on several images.
Fuzzy-GSA algorithm generates a better quality initial population for GSA by 
considering the nature of dataset being considered. It generates three candidate solutions 
consisting of maximum, minimum and median values, respectively in a dataset thereby 
building an initial population which covers a wider range. This helps in achieving a 
higher exploration. 
The performance of Fuzzy-GSA is evaluated by comparing its best, average and worst 
solutions with several other clustering algorithms over four selected benchmark datasets 
namely, Iris, Wine, Breast Cancer Wisconsin and CMC, considering 20 independent runs. 

The results show that Fuzzy-GSA achieves the highest quality clustering with very small 
standard deviation, when compared with several other clustering algorithms
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Chapter Five:

CONCLUSION & FUTURE WORK

This paper proposes an algorithm, Fuzzy-GSA, for clustering. Fuzzy-GSA algorithm is 
based on the conventional Gravitational Search Algorithm (GSA) with a provision for 
adapting the value of parameter α used in the calculation of the gravitational constant. 
In the beginning, a smaller value of α is desired to achieve a higher exploration, whereas 
towards the end of search, a relatively higher value of α helps in achieving a higher 
exploitation. Fuzzy-GSA algorithm incorporates Fuzzy Inference System (FIS) into the 
conventional GSA to allow for parameter adaptation. The parameter α is controlled by 
using eight formulated fuzzy inference rules, in Fuzzy-GSA. 

Also, Fuzzy-GSA algorithm generates a better quality initial population for GSA by 
considering the nature of dataset being considered. It generates three candidate solutions 
consisting of maximum, minimum and median values, respectively in a dataset thereby 
building an initial population which covers a wider range. This helps in achieving a 
higher exploration. 
The performance of Fuzzy-GSA is evaluated by comparing its best, average and worst 
solutions with several other clustering algorithms over four selected benchmark datasets 
namely, Iris, Wine, Breast Cancer Wisconsin and CMC, considering 20 independent runs. 

The results show that Fuzzy-GSA achieves the highest quality clustering with very small 
standard deviation, when compared with several other clustering algorithms.
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