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Abstract

Cloud Computing has presented itself as a promisihgtion to new entrepreneurs as well
as existing organizations for management of theinéeds at various levels. Many cloud
service providers have exposed cloud services edpclprices, which allow users at all
levels of society to materialize their ideas andkennem available across the globe. While
the response has been overwhelming, the applicatieas where security of data is of
utmost importance have not shown much interest.celeimcorporating dependable
security measures in the cloud computing technoleguld be a good move since the
aspect of security has turn out to be one of thie théngs to consider.

In this thesis work we took an initiative as we pigal and/or interpolating Hidden
Markov Model into the circles of Cloud Computing we exploited it's capabilities in
detecting the silent attack traces that dodge anjjoass a set of methodical mechanisms
intended to sense and prevent them into the clgste®. We modelled our hackers’
attack scenarios where we defined some states laseh@ations. The hackers’ clusters
have been taken to be the states, along with teeresitions which have been taken to a
series of Virtual Machines on to which the attackades upon from the silent invasion
through to the vulnerable and finally the targettdval Machine. The modelling is given in
such a way that, if we have a generated sequenckseived attacks, we must be able to

find out the roots of done attackers from the gemlipackers.



CHAPTER 1

Introduction

1.1Basics of the work

Cloud has form of equivalent and/or analogous dbkaseadispersed structure that consist a
pool that has virtualised and inter-allied compsiteslynamic in nature, and can be
provisioned and presented as a single service lagetement put into place through
negotiations between two parties which are theiserprovider and clients. Cloud
computing is described as such technology thatigesvhandy, on-demand access to
pooled computing resources which can be configufed,instance servers, networks,
storage facilities, along with applications rapighpvisioned then released with minimum
administration effort [1]. Cloud Service Provid€¢€&SPs) offer their services in numerous
elementary models, which are infrastructure asrécgs platform as a service, as well as

software as a service.

Technically, cloud computing technology is support®/ virtualisation technologies as

well as concepts that necessitate pool of resouxcdse accessed in a shared manner.
Physical IT resources are divided into logical sirtitat are made to be accessible and
available to various customers and allow simultaseadtilisation of resources through the

use of these virtualisation technologies. This rsghat a number of logical clients can be
served by means of a shared infrastructure, soofitahised use of cloud service vendor’s

infrastructure exits. Cloud computing is a suital@lehnology to meet the demands of the
people. It entails sharing of various computingoueses so as to handle applications, thus
this technology migrate application software alomth databases to huge data centres,
and in this instance there is remotely sharingoshguting resources. However this poses
many security challenges which are have been todx counter-attacked by a number of

1



security approaches and techniques (in their wareet given as part of this thesis work,
from where we have derived the basis on to whichgreeinded our work, as a way of
improving cloud computing environment’s securityests, factually it's because cloud
security mandatorily needs consideration. In oesith work we take the scenario of the
attacker invading the cloud system by persistel@ngy attacking the cloud system
through silent illegal Port scanning, thereby gettaccessing into the system environment.
The hacking program/hacker then attacks the vuberdM, and it continuously passes
on to the next potential victim and it reachestaiget VM. In this process there will be
DDoS as the hacker floods persistent and multiptpuests from the vulnerable till the
target VM.So the hacker leaves a sequence an dttmk (which we intend to detect) as it

performs DDoS attacks after a silent invasion.

1.2 Motivation

Cloud Computing has presented itself as a promisihgtion to new entrepreneurs as well
as existing organisations for management of thieindeds at various levels. Many cloud
service providers have exposed cloud services eapclprices, which allow users at all
levels of society to materialize their ideas andkentghem available across the globe.
Hence seeing the benefits that are being outsedtbly cloud computing, and knowing

that security is the key note which is a considefactor that has to be taken into

cognisance by any organisation that intend to liseckoud for its beneficial use, we have
been motivated to take a look into cloud securitya a&loser range. Furthermore, it has
been seen that some tactical hackers are using aiiacks to invade into systems, where
a silent (or stealth) attack refers to such attgbksit an event, object, or file) that dodges

and/or bypass a set of methodical mechanisms tbaiw in place to sense and prevent it,



without raising alert triggers. These silent attaeke characterised by low observability
along with bad traceability. lllegal port scannifglowed by instant invasion is an
instance of this. [23] [54]. Distributed Denial-sérvice (DDoS) attack accolades
numerous compromised systems (multiple compromigkld) attacking the particular
target (target VMs), in so doing causing a detritaknlenial-of-service to authorised
clients/consumers of a Cloud Service Provider (G8P)e targeted system Cloud Service
Provider (CSP). The flood of incoming messageegifsipersistent attacks) forces the VM
to close down. So to give out a remedy to thistevel to employ Hidden Markov Model
(HMM), which has the capacities of modelling seqreeonf attacks left by the attacker or
hacker (unseen events), hence we dwelt on thiscaspéusing Hidden Markov Model
towards securing the cloud: detection of DDoS siktacks”. Hidden Markov Model in
particular, is composed by a family of algorithmgjich are Viterbi and Baum-Welch
(forward-backward) algorithms and has its powepiuperties which we need to tape into

the cloud environment

1.3 Objectives and Goals
The aim of this thesis is to achieve the followguaals:

* To establish the impact of Machine Learning aldwn$, Hidden Markov Model in
particular, harnessing its characteristics in affgrsecurity features in the cloud
computing environment.

The powerful nature of Hidden Markov Model, will Isown as we derive the
appropriate states (blindly unseen events) fromgiven observation sequences

(provided limited knowledge of the problem), inghway it gives the actual



pictorial view of the unseen events that happensthe cloud computing

environment where no client has the full controthaf used cloud resources.

* To simulate/experiment on the effects of Hidden hdarModel in detecting the
DDoS attack trace by means of giving a series #aodirtual Machines (VMs) by

the hackers/attackers so as to guarantee the ngs$ubf our intentions.

* The main goal is to monitor VM cloud requests atiig, determining their source
IP addresses (point of entry, accessed after lllggd scanning) and the activities
that they would have performed in the cloud systmoding of persistent multiple
requests). After designing the model, with the h#lpesting data, we evaluate the

performance of designed model.

1.4 Organisation of Thesis

The remainder part of the thesis is ordered irfahewing chapters:

Chapter 2: Related Work

The section shows the summary of the work doneitigreint researchers along the lines
of securing the cloud. The final conclusions magtestudying various papers from the

year 2006 to 2013 are as well given in this chapter

Chapter 3: Research Background

This section describes the background of this reeework in detail. Dependent and
independent variables along with the dataset usedigen this chapter, strictly aligned to

the security aspects of cloud computing.

Chapter 4: Research Methodology



This chapter provides the research methodologyermoy all aspects of the method,
measures of performance and giving the in-depthildedf framework of the developed

tool, as in according to the security paradigmslaud computing.
Chapter 5: Results Analysis

We evaluate and judge the performance of our mesalthis chapter. We explain and
make an evaluation of the resulting obtained res@hecking on how well the protection

Is guaranteed in the cloud computing environment.

Chapter 6: Conclusion and Future Work

Conclusions are drawn here. This section also purates the scope of future integration.
References

This section gives the reference details usedignstiudy. Included in this material are the

research papers along with books and URLSs usedtaddd.



CHAPTER 2

Literature Review

There is always a petition to produce superb sgctathniques to secure the cloud, and as
it is given in this chapter the flow of the effottsat have been done can be tracked. The
section shows the summary of the work done by mifferesearchers along the lines of
securing the cloud. Diversity in angle and/or lemea way to secure the cloud is shown in
these cloud security techniques, when they vatleir securing methods, in methods

deployed by innumerable authors.

2.1 Review Procedure

In our review, we have considered only those pap#iere security techniques to secure
the cloud are used, procedurally: We thoroughlyctesl from reputed sources, collected
and studied sound papers around security paradigmdoud computing outputting

significant review as summarized and indexed inldahl.

2.2 Summary of the Review Conducted

We have undertaken a specific systematic reviewr}380] to discover published papers
related to the present tense security techniguegeasade a walk through on teecurity
paradigms in cloud computing, in the selected thpeps published between 2006 and
2013. This gives the true reflection of the segueichniques used in the current world in
Cloud Computing. We followed different steps insfymatic Literature Review. The

review process phases are illustrated in tablefalmsvs:



Table 1: Literature Review

(DSP) re-encryption control that is encrypted by the DSP in

technique

from the key derivation procedure that

Indexi Ref. Year Security Techniques Description Impact
ng No:
1 [2] 2009 homomorphic token alongThis scheme attains combinations of storpBeivacy, Security
using distributed correctness assurance together with simultaneous
verification protocols for data error localization, that is, the
erasure-coded data detection/identification of the server(s) that are
misbehaving. Furthermore #upports securas
well as competentdynamic operation on data
blocks.
2 [3] 2009 Database Service Providelhis approach implements the data’s accesscess — contro

enforcement

selective manner; moreover it can relieve usenanagement

is




complex.

[4]

2010

RSA algorithm

It works as a mechanism to warranty cloud ¢

security and encrypting the data whilst it is be

used for public/private key generation as wel

encryption

transferred on the network. RSA is specificalpnd

athe  technique

imgsolves securit)

asthentication
problems thus i

provides privacy

[

[5]

2010

Trusted Platform Moduls

(TPM)

within cloud computing system.

2The method builds trusted computing takes care o
environment tailored to a cloud system througluthentication,

incorporation of a trusted computing platforraonfidentiality

and integrity

[6]

2010

Role Based Access Contr

Model (RBAC)

oA two phase access control policy is employe

before accessing any resource, along with hig

the API level. Any client has to be authenticated

daithentication

/her




credentials and attributes

[7] 2010 two-way handshake schemk# is based on token management that makes 8sarage
of homomorphic token along with distributedorrectness
verification for erasure-coded data insurance  plus
data error
localisation
[8] 2010 Single Information Ownerlt is a secure communication channel whetmist and
(INO) as well as théCSP)| session keys and tickets are used. confidentiality
Cloud Service Provider
secure communication
channel
[9] 2010 homomorphic cryptographylt is a privacy-preserving method for Clouduthentication,

(Paillier scheme) togethempublish/subscribe facility

with Zero-Knowledge Proo

=R

data integrity and

confidentiality




(ZKPK)

!

9 [10] 2010 Cloud-based Servicelt is a virtualised testing environmenSecurity

Security Lab specifically for security concepts and
components that are related to a particular
service. Moreover it necessitates monitoring
plus analysis of various security configurations,
concepts along with infrastructure components.

10 [11] 2010 Mutual Protection for Cloud It is a mutual protection architecture. . Both tHdexible
Computing (MPCC) cloud provider and client security’s profiles arauthentication,
functions matched so that a mutual acceptance can aoghorization anc

attained on the whole security environment | control are the
core aims

11 [12] 2010 Five security-related Models to take care of the security concerrSecurity
featured service deploymenaddressing different security requirements and

10



models: Separation,scenarios

Availability, Cloud Datal
Migration Service, Tunne

and Cryptography

12 [13] 2010 Hybrid tree model It establishes an up to date security policy alpagthentication
with attributes and/or negotiation context facts
13 [14] 2011 hypervisor-based It is a data security based on virtualizatiodBecurity
virtualization with| mechanism
supplementary security
tools
14 [15] 2011 Kerberos protocol It exploits some collaborative trust modehuthentication

functionalities

and

Authorization

11




15 [16] 2011 Attribute-based encryptionsThis construction uses attribute-based encryptiSacurity
along with proxy re4and/or some alternative with capacity |of
encryption implementing spectacular access control [ike
predicate encryption plus proxy re-encryption
16 [17] 2011 Security Cloud architecturglt continuously actively monitor any poligySecurity
violations by a Cloud Service Provider (CSPransparency
and if there are any, a report is given, and then
informed security decisions are taken
17 [18] 2011 3 Dimensional Securitylt is a two staged framework consisting of dalata protection
framework classification followed by priority rating
18 [19] 2012 HyperSafe  on  Virtual It provides high security levels by strengthenjrigtegrity
Machine Monitor (VMM) | the VMM,
19 [20] 2012 Cloud Networking Security Permits users (clients)define their security Security

requirements, and they can latter on enfc

rce

12




Architecture them
20 [21] 2012 Privacy Control Policy It is based on multi-level privacy policiedrivacy
Enforcement incorporated to the data of the user and then
enforced in the cloud on different levels
(infrastructure and application)
21 [22] 2012 Cloud Bursting BrokerageThis algorithm is in four parts, where part one &ecure sharing
and Aggregation (CBBA) based on C++ files, part two on Java files and
Algorithm part three on C# files. For each of these three
parts, the algorithm unlocks the environment to
perform aggregation plus bursting on the files
for cloudl, cloud2 and cloud3 respectively
22 [23] 2012 Hidden Markov Model It analyses a number of logs (records) from |tAdtack trace
cloud system to mine the motives as per

activities traced.

13




23 [24] 2012 Homomorphic  encryptiohlt uses simple yet an effectual parti@ecurity
principles homomorphic encryption scheme to secure |the
Matrix-Vector product (MatVec) outsourcing
24 [25] 2012 Hadamard matrix Used for encryption plus decryption algorithm&ecurity
used for the purpose of encrypting sensitive data
25 [26] 2012 Homomorphic public key This scheme allows the processing of data whi&tcurity
encryption design it is encrypted. The security of this scheme is
rooted on the difficult problem of resolving the
two-element (PAGCD) Partial Approximate
Greatest Common Divisor
26 [27] 2012 robust and  searchablélhis scheme also provides some fault-tolerdfault-tolerant
encryption approach availability intended for cloud computing availability
27 [28] 2012 Kerberos ticket-based It is capable of removing amanted trusi Privacy

14




scheme

around the circles of the Cloud Service Provi
(CSP) plus provisioning accessibility f

collaborators

der

ol

28

[29]

2012

Key Distribution Scheme

A protected outsourcing computation EXE ()
Is used as a central tool to warranty priv:

inputs as well as outputs of the clients

Privacy,
aspundness

completeness.

an

29

[30]

2012

Obfuscation

Code Obfuscation is the custom of hiding
meaning, purpose and functions of the c
away from attackers. It is used to mask
code’s operations when  executing

uncontrolled environments

tHerivacy
nde

the

n

30

[31]

2012

Role Based Access Contr

(RBAC)

olt is an access control mechanism protec

mechanism

lid\ccess control

15




31 [32] 2012 Profiling-as-a-service The architecture gives sound security to [tisecurity
architecture cloud by collectively detecting followed hy
filtering any undesirable traffic over and about
cloud instances
32 [33] 2012 Byzantine fault-tolerant It guarantees the safety of the system and atteesurity
cloud infrastructure liveliness by covering and ultimately eliminating
Byzantine defective nodes
33 [34] 2012 Attribute-based accesssiven is a competent an encryption mechanigkacess control
control that has temporal access control for the clpud
services through the aid of cryptographic integer
comparisons as well as proxy-based |re-
encryption scheme in relation to present recent
time
34 [35] 2013 Hidden Markov model It takes care of intrusion detection for botAttack trace

16




inbound and outbound traffic

35 [36] 2013 Private  Circular  Query It simultaneously achieve location-based K-INRrivacy
Protocol (PCQP) command plus to take care of privacy as well as
accuracy concerns of privacy-preserving
Location-Based Service (LBS).
36 [37] 2013 HPISecure softwarelt permits users (clients) to store up their data Data
prototype the cloud in its encrypted version withquConfidentiality
violation of the application’s functionalities
37 [38] 2013 Digital ~ Signature  with It guarantees the entire three-protection-methddrification,

Diffie Hellman
Exchange and

Encryption

Algorithm

Key

AE}

of verification, authentication as well as d:

Ssecurity, just at the same point in time

afdata  Security

Authentication

17




CHAPTER 3

Research Background

Our study aims at incorporating security in theudlocomputing environment. The
foremost task is to select the cloud security rogtrhich are to be considered. In this
regard, we present independent and dependent leariaked in this study, dataset and data

analysis techniques.

3.1 Cloud Computing Security Measures and Metrics

Measurement is undoubtedly a very important aspécsound Software Engineering
practices and in this regard, the “security panadign cloud computing” is not an

exception. It follows from the notion that you cahrontrol what you cannot measure.
Quite a number of researchers have proposed mdticsloud security as a way to
address the security concerns in cloud computingr@mment. Cloud computing has
become a burning area of study in recent years tlasdas well triggered cloud security
concerns which in brought a consideration on tleeictIsecurity metrics which we will

consider in this thesis work, as several reseaschave given it in this domain. We

further analysed the different perspectives oféhdeud security studies.

Without taking consistent and objective measuremins a challenge to demonstrate the
performance of a Cloud Service Provider (CSP) analfganization in matters of security
[39]. Security metrics dashes quantitative measargngiving out the degree of
trustworthiness in a Cloud Service Provider (CS).[Metrics can also be categorized as

primitive or computed. Primitive metrics are thdbat can be directly observed whilst

18



computed metrics are those that are derived frompetations coupled from certain
metrics, of which cloud computing security metiiesd to fall in this category, because of
the nature of the cloud [41], as follows table 2egi some defined metrics and table 3

contains some cloud security framework defined iceetr

19



Table 2: Metrics definition

54

S.No. | Metric Definition
1. Set of ways through which attackers penetrate syst&ith the
System’s attack potential of causing damage. It the subset of dsurces of &
surface [42], [43] system, encompassing data, channels, plus methassbly
used in system's attacks. Conclusively, the “smaléan attack
surface, the higher its system security.
2. Average Active Available given two metrics report an outcome & ttumber as

Vulnerabilities (AAV)
coupled with
Vulnerability Free

Days VFD [44]

well as the frequency for new vulnerabilities beiigntified

together with their lifespan.

Common
Vulnerability Scoring
System (CVSS) plu
Common
Vulnerabilities as wel
as Exposures (CVE

[40], [45], [46]

CVSS encompasses Base, Temporal and Environmeptakcs)
delivers a tool that quantifies the severity codpeth the risk of
svulnerability CVE are identifiers, specifically, dictionary

common names aimed at holding information secl
vulnerabilities that is known publicly. They lessdre burden
)share data across dispersed network security t@®lsvell as

databases.

Security Metricg

Objective  Segment]

(SMOS) [47], [48]

It is a model that systematizes and organizes mgconetrics
sdevelopment, and can be integrated with risk-drigecurity
metrics development activities. The security meas@nt targe

in this study is a technical system.

Irity

t
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5. Survivability, Privacy
Confidentiality,
Integrity, Availability,
Accountability,
Reliability, together
with  Non-repudiation

[49]

A security metrics’ set made to quantify severapeass of

security for an organization

A proper as well as standard-based method for adithg security metrics for the Cloud

still is a much tougher plus it's greatly an opesue [51]. For the purpose of validating

(certifying) a security design, model-based appneachave been adopted by engineers

[52]. Security measurement is yet still a freshtiative; again some narrow and/or

conclusive proclaims regarding such metrics would Is debatable [53]. There is

unavailability of universally plus well recognizedetrics pertaining cloud security, so

different cloud measurements that are appropr@teettain unique strategies and goals

have been and can always be developed [53].
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Table 3: Cloud Security Framework Metrics Definition

S.No. | Security Framework | Definition

1. SPI security metrics It makes the assessment of Cloud Service Providecarity by a
framework for the consideration of diverse service along with deplegimmodels
Cloud[51] contained in the Cloud, and it then objectively ajpantitatively
measure the security of a Cloud service provid&®.l (stands for
SaaS «> PaaS <> laaS —security level of an authentication

mechanism used via the laaS’ management interface)

2. The Goal-Question-It is useful in describing strategy plus metrics fioe complete
Metric (GQM) | cloud initiative, where need be. Triggered que&tidrom the
framework, as shownhnaturally set goals must without fail be answersdaaway of

in figure 1 determining the successfulness of the goal beirtgomaot.
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Figure 1: Goal-Question-Metric (GQM) framework [53]

VDN

3.2 Independent and Dependent Variables

In this research, we have used seen that with ctaundputing, there are a bit of some
difficulties in clearly defining weather; variablese strictly independent or dependent

variables.

3.3 Empirical Data Collection

The user generated dataset with an indication gbad and real representation of what
happens in the cloud computing environment has lsed in this study. In out thesis
work, the data is arrayed in a matrix form, for giation execution purposes to show what
takes place in the cloud environment. More sosittérated for different number of

experimental cases.
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Table 4: Scenario explanatory Cloud Tracing Tabula¢d form

Indexing | Different Set of | Sample size N (of Vulnerable Flooded Virtual
Hackers: Attacks Recorded: | Silent  Attack | Machines
(Attack Based| Randomized) in Cloud| invasion (Easy
on sources) Environment target Virtual

Machine)

1 Set A 7324 VM VM 11

2 Set B 8023 VM VM 12

3 Set C 929 VM VM 13

4 SetD 1181 VM VM 14

5 Set E 580 VM VM 15

6 Set F 858 VM VM 16

7 Set G 1064 VM VM 17

A trait (attack trace/ DDoS attack trace in virta@chine) is one which happens either in
one variation or another, with no in-between. Thes@sion take place silently, letter
appearing in the cloud system and shown silentlkdtéake place in very different forms
(i.e. at different targeted virtual machines, flomfvirtual machines of their interests at a

particular point in time):
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In our thesis work we studied in more detail theud Virtual Machine DDoS with two
and three silent attacks simultaneously. When wdiatl two silent attacks (as a way to

give a pictorial view) we used 1 and 2, and thragg 1, 2 and & the table 4 above.
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CHAPTER 4

Research Methodology
In this section we present the methodology usedofeance evaluation measures are

also presented. At the end, various validationnegres are explained.

4.1 Methodology used

In this study, we have first given a brief introtlon about and gave a briefing on the
standard definition of Cloud Computing and explan its structure, to give an

understanding on how we can incorporate our prapasadel into the cloud architecture.
Thereafter, we then dwelt on the model used, anéxpdained it in detail. The machine
learning, statistical model contains a number gbathms, which we each dismantled for

necessary description.

4.2 Explaining Cloud Computing

The taxonomy of clouds help us to better understhadcope of cloud computing and its
related concepts and technologies and this williin give us a clue on how to incorporate

our security techniques.

Many different views and definitions of cloud contipg probed up during the course of
the years, however the most dependable definitian Wwe rely on is that given by the
NIST, given like: “Cloud computing is a model fenabling convenient, on-demand
network access to a shared pool of configurablepeimg resources (e.g., networks,

servers, storage, applications, and services)déatbe rapidly provisioned and released
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with minimal management effort or service providateraction” [27]. A visual view is

shown in the upcoming diagram, which is figure 2.

Figure 2: NIST visual model of cloud computing defiition [53]

Broad Rapid Measured On-Demand
Network Access Elasticity Service Self-Service

Resource Pooling

Essential Characteristics

Software as a Platform as a Infrastructure as a
Service (SaaS) Service (PaaS) Service (laaS)

Service Models

e X P P

Deployment Models

With the security analytical way of seeing, privateud has almost the same weighting
with traditional IT environments, holding the masintrol. In the service model, a cloud
service provider holds control of the facility layspecifically data center), along with
necessary utilized physical hardware. Cloud conssino®ntrol increases with a certain

margin in cases where service models move up thedchical stack from laaS up to

SaaS.
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Figure 3: NIST cloud service model scope and contr{b3]

PROVIDER

CONSUMER

Application
Platform Architecture
Virtualization Infrastructure
Hardware

Facility

4.2.1 Participants

In a cloud-model there are four main participants:

)

ii)

Cloud Provider: A cloud provider (service provider)an entity that is responsible
for everything required for making a cloud sendemilable.

Cloud Consumer: A cloud consumer is either a cleadiice owner or a cloud
service consumer. Cloud service owner is the iddiai or organization who
subscribes for a cloud service. If there is any@hassociated with the service, the
cloud service owner will be responsible for thdsbiCloud service consumer is an
individual or application who accesses a cloudiserv

Cloud Broker: It is such entity that mediates baweloud providers and cloud
consumers. The goal of a service broker is to pethe cloud consumer a service
that is more suitable for its needs. This can beeday simplifying and improving
the service and contract, aggregating multiple a¢tlearvices or providing value-

added services. One can consider cloud brokerspsaal cloud provider.
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iv) Cloud Auditor: A cloud auditor is an independenttpavho examines a cloud
service stack to provide an assessment on secotyacy and availability level of
the corresponding cloud services and ensureshbatdrresponding SLAs (Service
Level Agreement) are fulfilled. The details and @eoof auditing process is

normally specified in the service contract.

4.2.2Cloud Services

The services provided by cloud providers can bedd/into following three main layered
categories, as given in figure 3. Each layer coresugervices provided by the layer below

it.

1) Software as a Service (SaaS): All types of softerareluding financial, CRM, HR,
Sales, and office assistance can be deliveredsasvece. Salesforce.com, Google
Docs, and Zoho Docs are some examples of SaaSesrnonsumers of SaaS
services, who are usually end users of the apmtair software administrators,
access these types of softwares through web brevesenobile apps.

2) Platform as a Service (PaaS): Database, middlevase, integration bus are
examples of platform resources which are delivargdPaaS providers in per
service form. PaaS services are normally consumgdddwvelopers, testers,
deployers, middleware/integration engineers andicgon administrators. As an
example, Google App Engine is a popular Platforra &ervice (PaaS).

3) Infrastructure as a Service (laaS): laaS clouds/etetheir consumers with low
level infrastructure resources, such as storagetedo Delivery Network (CDN),

computational power, networks, backup and recovasya service. Typical laaS
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consumers consist of system developers, networkeers, system administrators,

monitoring engineers and IT managers.

4.2 .3 Isolation Levels

With respect to deployment model and isolation Ilevelouds can be categorized into the

following five categories:

* Public Cloud: A public cloud is a cloud that itdrastructure is shared by many
mutually untrusted cloud consumers.

* Private Cloud: If the infrastructure of a cloud dedicated to a specific
organization, we refer to that cloud as a privdoeidt. A private cloud can be on or
of premise.

e Virtual Private Clouds: Of-premise clouds that aselated from untrusted
organization only through virtual network isolatigrot physical network isolation)
are called virtual private cloud.

e Community Clouds: Community clouds are clouds thair services are accessible
to a particular set of organizations which formameunity. Community clouds
can all be on or off premises.

* Hybrid Clouds: A cloud that is a composition of two more types of clouds is
called hybrid cloud. These types of clouds are b®eg increasingly more

popular. Integration of these clouds poses somgrisgc
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4.3 The statistical model

The statistical model under discussion is the Hiddiarkov model (HMM) that we paid a
ttention to, and checking how this can be well npooated in the cloud computing environ
ment to render the most needed security that hexs &édressed as a cause for concern. H
MM is A = (A, B,II), where A, B andI are state transition and observation probability m

atrices, and starting state probabilities respebiv

4.3.1Three elementary problems in tackling HMM

(1) With a poolof observations in addition to HMM, work out the sebvation

sequence’s probability.

(2) With a poolof observations in addition to HMM, work out an b@sidden) state

sequence.

(3) With a poobf observations, search for peak state transitrobabilities as well as

observation probabilities.

4.3.2Remedies for these three basic problems

) Problem (1) is tackled by forward algorithm;
i) Problem (2) is tackled by Viterbi algorithm;
i) Problem (3) is tackled by tligaum-Welch algorithm; it as well achieves model

training and parameter estimation.
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4.3.3In-depth understanding of HMM

The power of HMM to be able to model input sequences as they arerged by a
parametric random process triggered its use in phngposed model that have been
implemented. So its goal is to characterize/ dbscai sequence of events generated by a

parametric random process i.e. a random procebscefntain parameters.

Hidden Markov Model is derived from the basic cqgrtseof Markov Model in general,
hence for a pictorial view of Hidden Markov Modelsere is need for a brief walk through
on Markov Models. In this regard, Markov models ased model input sequences that are
generated by a parametric random process withntieation or goal to characterise these

sequence of events, hence this feature is extentablMM.

32



4.3.4 Markov Chains

The Markov model is set in a visual depiction way of such state diagram, in figure 4 as

follows:

Figure 4: The Markov Model’s State Diagram

The process that is being modelled is representeddtangles which give possible states,
as transitions between states, are given by arrdhes.transition probability is tagged on
each arrow. Stepwise in the process, there is lpbgsithat the output or emission is
generated by model, conditioned by the state inclwli's in, and then there can be a
transition of states. Markov models note-worthingaracteristics: The next state
independent of all other previous states, savéh®current state, even those that resulted
in that current state. Markov chains are considasedhathematical portrayals of Markov

models that have set of states which are disaetbare characterized through:

1) Set of stateszas {1, 2, ..., M}

2) Transition matrix T of dimensions M-by-M with igntries which are a probability
of state transitions from i to j. Row entries ofsfiould mandatorily add up to 1,
and this will in turn fulfil the law probabilitiesyhich says probabilities must sum

up to 1 as we dealing with transition probabilities
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3) A set of potential outputs, or emissions, i.e,,{S, . . ., {}

4) An emission matrix E, M-by-N, whose entries i,kevff the probability that symbol

sk can be emitted assumed that the model’s custat# is i.

Now delving on hidden on Markov Model, we can sfieaily define it as special type of

Markov Model.

In Hidden Markov Model (HMM), there are two souraégandomness.

) Randomly moving from one state to another,

i) The observation in a state is also random

4.3.5Elements of HMM

In a nutshell HMM elements are:

1. N: A number of a model's states
S={&%, ..., &}

2. M: Totality of ordered number of standalone obseomasymbols.
V={vy, Vo, ..., Vu}

3. Transition probabilities for states:

A =[aj] such that @=P(q1 =S |qt= 9

4. Observation probabilities:

B = [(m)] where bj(mjs P(Q =vm|gt =9

5. Opening state probabilities:
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Il = [n] whereri=P (q = 9)

N as well as Mooth are contained in the other strictures consstyue

A =(A, B, II) a group of parameters for HMM.

The main goal is to determine a model's paramekargng granted training set containing
sequences. Naturally numerous diverse state seggsi€hcan produce similar observation
sequence O, but having different probabilities Wwatare interested in the one having the

highest likelihood in producing the sample.

Figure 5: An unfolded HMM in time as a lattice (ortrellis)

Figure 5 gives an HMM unfolded in time as a latt{oe trellis) showing all the possible
trajectories. One path, shown in thicker lineghis actual (unknown) state trajectory that

generated the observation sequence.
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Questions that matters in Hidden Markov models:

)] With a known emissions sequence, determine madlyldtate path.

i) With a known emissions sequence, how can one dstitrensition as well as

emission probabilities of a model?

i) Determine a “forward probability” that a model punés a particular sequence.

iv) Determine “posterior probability” that a model sa certain state for any point

in a sequence.

4.4 Analysing Hidden Markov Models

At any point of time we have partial informationoalb any non-trivial situation (limited
windows of information). In such cases Probabiibhd Markov process give a way to deal
with uncertainty. Hence ultimately: HMM is an elegé¢ool for this, as it enoporates these
two, in such a way we can predict the sequeaseve need to trace attack trace in the
cloud computing system. In so doing we fulfil thetion of predicting something that is

“Hidden” from “Observed”

In the operation and implementation of HMM trarmitiand observation probabilities are
combined to give a more compacting machine reptasen. This is done by combining
probabilities; these combined probabilities (reddrto as joint event/ joint probabilities)
will be combined in the state transitioMdore so, Markov assumption is necessary and

enables us to draw the state machine.
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The main goal in the prediction process is to maerP(S/O) where S is the state
sequence and O is the observation sequence, imarg*max ((P(S/O)). Markov

Assumption and Naive Bayes is a very powerful fooproblem solving in Statistical Al:

= Markov Assumption: The probability of a state, lpithe state of the machine,
depends only on the previous state: (Called Oddatkov Assumption).

= We can have Oder-k Markov Assumption: Where a slafgends on previous

states
In HMM implementation terms are grouped,

= So that we can capture the start and end of theepso

=  So the we can combine and introduce the usefutinata

The beauty of introducing useful notation is thas turns the probabilistic expression into

a probabilistic finite state machine/automaton.
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4.4.1 Overall implementation demonstration of HMihe cloud

Hi | Hz Hs I Vo | VT
H; |01 | 04 0.5 H, 0.3 | 0.5 0.2
H, | 0.6 | 0.2 0.2 and H, 0.1 | 0.4 0.5
Hs; |03 | 0.4 0.3 H; |06 | 0.1 0.3

The demonstration shows what happens in the impi@atien of HMM in the cloud,
given an observation sequenteé’, V3 V4 Vr and then tasked to find state sequence that
would have produced or resulted in the given olzgem sequence. The briefing regarding

this is that it is not easily computable; henceal analysis of this is needed.

Figure 6: Implementation demonstration diagrammaticrepresentation

> v 01

2-(T-1y
V., 0.3
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Figure 6 shows the implementation demonstratiogrdiamatic representation, where the
transition probability and observation probabilgse extracted from the given exemplary

tables into a diagrammatic pictorial figure.

Figure 7: The combined compacted probabilities (Joit event/ Joint probabilities)

representation
l,0.18
r\ V, (rqy 0.03 n 1,0.18

1,0.03
y V, ir.1y 0.03

oy V_, 0.09
00 002 T

V, g1y 025

VT, 0.10 vy

l,0.08 1,0.24

V, .1y 0.04

2-(T-1))

V, g1y 0.20

l,0.02

V, 1y 0.08

V., 0.10

As shown in figure 7, the combined probabilitiesiid event/ Joint probabilities) will be

combined in the state transitions for a compaatesgntation.
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Figure 8: Viterbi Algorithm for detection problem (first two symbols)

0.015 0.04 0.07% 0.018 0.006  0.006 0.036* 0.048* 0.036

Figure 8 gives an illustration of how Viterbi Algtihm for detection problem is calculated,
in this case, only the first two symbols are taketo consideration, for demonstration

purposes.
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4.4 .2 Essentials of Hidden Markov Model

1. Markov + Naive Bayes

2. Uses both transition and observation probability
Q

P(S——> Se1)=P(0/S) P(Se1/S)

3. Effectively makes Hidden Markov Model a Finite $tavlachine (FSM) with

probability

4.4.3Properties of the Markov Process

1) Limited Horizon: Given previousstates, a staigis independent of preceding O to

t-k+1states.
» P (X=X, Xz, ... %)= P (X=1 Xieg, X2, - %K)
= Order k Markov process
2) Time invariance: (shown for k=1)

» P (%=1 Xe1=))= P(X1=ilX0=)...= P(Xn=i/ X n-1=))

4.4 .4Probabilistic Inference

O: Observed Sequence
S: State Sequence

Given O find S* where S*=arg maX(P(S/O))called Probabilistic Inference. Inferring
“Hidden” from “Observed”is different from logical inference based on prajooral or

predicate calculus, in some way as shown in tHeviahg tabulated table 5.
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Table 5: Probabilistic checked with Logical Infererce

Probabilistic Inference

Logical

Numerical Numbers

Symbolic Expressions

Argument Expression

Inference Rule like Modus pasien

Laws of probability

Laws of Boolean Algebra

Axioms of probability

Axioms of Hilbent, (e.g. in Propositio

Calculus)

No concept of soundness or completenes

sSoundness, consistency, completeness

>

The process of marginalisation is used in findimg Probability of Observation Sequence,

with S being used as the margin symbol as follows:

P(0)=2P(0.S)
s

=Y P(S)P(OIS)

S

Without any restriction, search space si$£Z This is expressed by means of:

P (O) =P (Q).P (Q/Oy).P (G/O1G%y).P (Gs/020:00). P (Gs/O20:00). P (G 030,0:10).

P (OJOx-10k-2.. O)

In making some deductions (that result in the lic@nplexity ofViterbi algorithm), very

important two probability laws used are:

1) Chain Rule

P (XaX2. . Xi) = P (Xv).P (% Xa). P (0%/ X2X1)... P (%! Xk-1Xk-2... X1)

2) Marginalization
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P (A) :Z B,B,...B P (A,B;]_,Bz,...BN)

(Done for all possible values of B)

Because oWiterbi complexity down fromS'® to ISL.IO, i.e from exponential to linear.
The rreason for complexity reduction is that Vitebased on dynamic probability of
which, Markov Assumption is the key element. Coasations to be take into cognisance
when effecting the Viterbi algorithm:

» Transition probability table will have tuples oow®and states on columns

= In the Viterbi, the Markov process will take effdaim the 3 input symbol {RR)

= Sequences ending in same tuples will be compared

Hence is doing so as all the considerations aredndhe Viterbi algorithm is used for
predicting the state sequence given the observaemguence. It is a very efficient
algorithm, with time complexity IS1.10! (i.e. Number of stateslength of observations).
During the execution process, every cell recordswmning probability ending in that

State.
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Figure 9: Probabilistic Finite State Machine (FSM)implementation (Viterbi
Algorithm lllustration)

V1:0.3

V.:0.3

From figure 9, we may have to determine:

S*=arg max P(SV/;—> V, —Vi1—> Vo )

Vi—> V; —Vi—> V2 s the output sequence and p the model amtzhine
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Figure 10: Developing the tree of the FSM

0.0

1*0.1=0.1

Choose that is winning
0.1*0.2=0.02 1*0.4=0.04 0.3*0.3=0.09 0.3*0.2=0.06

Deriving it from figure 9, figure 10 details on home can develop the tree of the FSM
until we reap the winning nodes. Proceeding withtisk, figure 11 shows continued tree
development as table 6 tabulates the calculatedirm@at probabilities giving out the

desired path.
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Figure 11: Developing the tree continued....

0.09%0.1
=0.009

0.09

0.06

—>Vi

0.018

0.0081 0.0054 0.0024 0.0048
Table 6: Tabular representation of the tree
inal Winner | € Vi Va2 Vi, Vo,
Ending
Hy 1.0 (1.0*0.1,0.0*0.2) (0.020.09) | (0.0090.01%) | (0.00240.008:)
=(0.1,0.0)
H, 0.0 (1.0*0.3,0.0*0.3) 0.0.40.0€) (0.027,0.018) // (0.0048,0.0054

=(0.3,0.0)

s

Note: Every cell records the winning probability endinghat st7ké
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4.4.5Viterbi Algorithm

Given:

1) The HMM which means:

a)
b)
c)
d)

Start states: S
Alphabet: A= {a;, &, a}
Set of States: S={S$S,.. S} g
N _ P(S8——9) Foralliand |
Transition probability

which is equal to P{&/S)

2) The output string@a&. ...ar

To find:

The most promising sequence of state§,CCr which produces a given output sequence,

l.e., GC,. Cy=argmax{P(C/al, a2,...ap, u)]

Data Structure is described as follows

1. A N:T array called SEQSCORE to maintain the winner sequence always

(N=Number of states, T=Length of o/p sequence)

2. Another NT array called BACKPTR to recover the path.

Three distinct steps in the Viterbi implementation:

1) Initialization

2) lteration

3) Sequence Identification

1. Initialization

SEQSCORE(L,1)=1.0
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BACKPTR(1,1)=0
For (i=2 to N) do

SEQSCORE (i, 1) =0.0
(Expressing the fact that first state is S
2. lteration
For (i=2 to N) do

For (i=1 to N) do

SEQSCORE (i,t)=Mag1, ny

[SEQSCORE (j, (t-1))*P (8%-S)]
BACKPTR (I,t)=indexj that gives the MAX above
3. Sequence ldentification
C(T)=i that maximises SEQSCORE(i, T)
For i from (T-1) to 1 do
C(i)=BACKPTRI[C(i+1),(i+1)]
Optimizations possible are

1. BACKPTR can bel*T

2. SEQSCORE can be T*2
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4.4.6Forward F(k,i) and Backward B(k,i)Probability Caletion

Forward Probability F(k,i):

DefineF(k, i)=Probability of being in stat§ having see@,0:10,.. O
*  F(k,i)=P(0g0102. O, S)
=  With mas the length of the observed sequence
» P(Observed sequence)=P{@0O,. On)
= p=0N P(3010,..S)
=>p=0N P(M, p)
F(k,q)
=P(0¢010:..Ox, SQq)
=P(000102_,,Ok, SQ)
=P (0g0,10:... Ok.1, Ok SQq)
=>p=0N P (30:10>... O.1, Sq, Q, Sq)

:Zp:O,N P (Q)O]_OZ Ox-1, SD)

P (On, S/ G010,... Ok, )

Ok
=>p=0,n F (k-1, p).P (§2S).

Oo O, O, Os.. Ok Ow+1 .Om1  Onm
0—S; S Ss S .. Sn Sinal

The Boundary conditiofor Forward Probability: F(0,q)=Pwhere B is the initial
probability of being in state,3.e. (2>S;). Forward probability can be computed in time

proportional to the stretch of observation sequeseit is a linear time computation.
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Hence the complexity of the forward probability adtion isIS.IOI: (WherelSl equals

Number of statesQl Observation sequence’s stretch)

Backward Probability B(k,i) Calculation:

Define B(k,i) =Probability ofOxOx+10k+2.. Om, given that the state w&s
= B(K,i)= P(OOx+10k+2..Onl S)

= With m as the length of the observed sequence

» P(Observed sequengd?(0p0,0,.. On)

=P(000:02. On/ &)

=B(0,0)

B(k,a)

=P(OxOk+10k+2..Om/Sp)

=P(Ox+10k+2.. Om, Ox/S)

=Y 4=0n P(Qc:10k+2. Om Oc, S S)

=Y q=0n P(Oc, &/'S)

P(Q+10k+2. Om/Ok | S, S)

=Yg=0n P(Qcs10k+2..Om/S).P(Oc, Sy S)

O«

:ZCFO,N B(k+1,Q)P($ 9 Sq)

Oo O] O, Os.. Ok Ow+1 ..Om1  On
S—S S S S .. S Sina

The boundary condition for the backward probahilByK, P)is obtained from the last
symbol B(m,final) where S is one of the state of the HMM. Both Forward and

Backward Probability have a linear time complextd have a recursive nature

50



4.4.7HMM Training (Baum-Welch Algorithm) Counts

Figure 12: Key Intuition

Given: Training sequence

Initialisation: Probability values

Compute: P(state seq/ training seq), get countrarsition, compute rule
probabilities

Approach: Initialise the probabilities and recongalithem

Figure 12 gives the key intuition of the HMM trangi (Baum-Welch Algorithm) counts,
with the labels that shows what happens. Beneatlyigen details that need consideration
when making use of Baum-Welch Algorithm. Followdigaire 13 together with table 7
that contains some counts, we demonstrate on hlowlaons are delivered for a given

exemplary string.
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Figure 13: Baum-Welch Algorithm: Counts

String =V.V.Vs ViViV1 VoVaVo ViV,

Sequence of states with respect to input symbols

Hy

V1 2 Vo Vi Vi V1 2 2 Vs V1 V1 V1
>H, >Hy H; >Ho >Hi >Ho >Hi >H1q >Hy >Ho >Hy > Hy
Calculating probabilities from table:
Table 7: Table of counts
M

Src | Dest | O/P Count P (H——> H,) =5/8
Hi |H, |4 5 i
Hiy |H1 | V2 3 P(Hl__)Hl) =3/8
H, |Hy | Vs 3 W W

P(S——> S)= C(S——:9)
Hx [Hy | V2 2 T A W,

= YC(S——9)

T=Number of states; A=Number of Alphabet symbols
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Now if we have a non-deterministic transitions thmaaltiple state seq possible for the

given o/p seq. Our aim is to find expected coutiedugh this.

Oo O] O, Os... Ok Ok+1 ..Om1  On
S—S S S S ... S Sina

W
C(S——8)is formed weighting the number of appearances ByW).

4.4.8Interplay between Two Equations (Expectation Masation)

H \M . \M< .
P(S——> 9)= C(S——:9)
TOA Voo
=, ¥C(S——79)
t=1 m=1
W Wk

C(S——>S)=Z [P(So,n+d/ Wo,n)*n §__>§, S,n+1, Wo,n)]
S0,n+1 \
W

{No. of time the tsitions $——>3 occurs in the string}

Baum welch learns probability values on aitss important to note that the structure of
HMM is not important. If multiple observation seques are given, get the new
probabilities for each observation sequence. De fitri one iteration. Get the values after
one iteration over all observations. This is cakkedepoch, which a way of running the
Baum Welch algorithm. So a way of defining an epddiere has to be one iteration over
all observations patterns, and after each iteratierget the updated probabilities. This is

done until convergence.
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4.4.9Computational Part

C(S__)S)Z [P(SO,n+1/ Wo,n)*n(sl__>9| S\!),n+1,Wo,n)]
Soma
_ 1 W
= P(W,0)Y [P(Sons1, Wo,)*n(S——>3, S 1, Wo,n)]
St
_ 1
= PWpY Y I[P(S=SW=W S:1=9, Sn+1=3, W)
t=0, n Syne1
1
= P(WnY [P(S=S,W=W, S+1=5,Wo0)]
t=0, n
n . .
= YP(S=S,5+1=3, W=W Wb )
t=0
n . .
= YP (Wb t1.nS=S, S+1=9, W=W Wt,1 1)
t=0
=3P (Wb, t1,nS=S)P( S+1=3, W=Wi/ Wo, 1. S=S )P( Ws1, v/ S+1=9)
t=0
n . .
= YF(t-1,i)P(S:1=9,W=W/ S=S)B(t+1,j)
t=0
n
= YF(t-1,))P(§+1=s'——>3)B(t+1,))
t=0
W, Wy W W W1 W
S s e e e
P(Wo,) =Y F(t-1,1).B(t+1,i)
t=0
CWe
S —8
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4.5 Description of the proposed framework

The proposed framework uses Hidden Markov Modelctvhs a mathematical statistical
model that incorporates three different algorithmaccomplish our desired goal. We bank
on this model because of its capability to modddkn parameters and sequences. It has
found its good use in the field of Natural Langu&gecess and we need to transpolate this
into cloud computing as we detect the DDoS attacthe cloud, centred on the flooding

that takes place in Virtual Machine (VM).

The proposed cloud DDoS trace system analyses &ewuaif logs, thus the recorded in
logs that were intended to flooding stealthy, Idimge frame and persistent attacks to
targeted virtual machines. By the definition of thigent/stealthy attacks, which in this
instance are being considered to invade the syteough open port following the illegal

port scanning activity, hence the system traceettatacks to have invaded the cloud

computing system through the previous undesignadets in the cloud computing system.

4.5.1Resembling the attacker scenario

DDoS attack can make cloud service unavailablstaitts from the port scanning process
that is done by the attacker around the cloud caimgsystem is considered as illegal,
since the intentions are to find the weakness pmit which the cloud computing system
can be invaded. In this silent attack, the attaakentifies open ports, once the open port/s
are identified, the attack invade the cloud usimagt port and flood some persistent silent
long time frame requests to the targeted victimudr Machine (VM), by so doing the

invasion will be labelled as silent, since at tm®ment it does not trigger any alert

triggers, and figure 14 shows the pictorial vievtto scenario.
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Figure 14: Resembling the attacker scenario
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4.5.2 Design, Modelling and Experimentation of the DDoterff attack detection

framework

The main goal is to monitor VM cloud requests atiég, determining their source IP
addresses and the activities that they would haréopned in the cloud system. High
accuracy, high detection rate and lower down tlheefalarm rate have to be maintained,
(i.e. flooding attack trace/s). After designing BoS cloud detection system/model, with
the help of collected testing data, we evaluatepiréormance of designed model, though

an implementation and simulation analysis.
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Figure 15: Proposed Framework
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The proposed framework as shown in figure 15 isrilesd as follows:

Data Collection: This is the collected data frorpexsally audit logs. In this thesis work

we first generated our data as it suites us foirtended simulation purposes.

Data pre-processing: It is the critical and crusiglp that results in the final training set. If

professionally done, the resulting training set thiél be kept in the knowledge base will

be of good quality.
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Knowledge base (KB)n our proposed model stores and is a depositoryrdsulting
training set in relation to our intended goal angrppse of DDoS attack sequence

detection.

DDoS Silent Attack Extraction and Correlation: Tdrealysed logs which have tracked to
have reached their request to the Virtual Machim®ugh open ports are taken into
cognisance, (this assumption can be as rule irctiegeprocess), hence summarisation of
trace of requests rooted to the virtual machines Tielps in determining their persistence
in terms of time frames, and if it is identifiedhe the flooding the requests, we can trace
the IP address in which it has invaded (get acrds} the system, in this case obviously
previously unassigned ports (i.e. undesignateditPesses) which will qualify to be silent

DDoS attacks.

Sequence of observations: This is a number of nomseobservation sequences that are
linked to the hidden state sequence, more so ithegpen that the obtained observations
may not be coordinated to each other. In turn tidyHMM to detect attack sequences in

cloud; they model the attacker’s intentions.

Model Training (Forward-Backward algorithm and Vitealgorithm):Forward-Backward
algorithm has a special name callBdum-Welch algorithm finds the optimal state
transition probabilities and observation sequencebabilities, if given a set of
observations. Baum-Welch learns probability valoesarcs: If multiple observation
sequences are given, for one iteration, get the peMabilities for each observation
sequence. Get the values after one iteration d/ebservations. This is called an epoch,
which is a way of running the Baum Welch algorithBa a way of defining an epoch:
There has to be one iteration over all observatpatterns, and after each iteration we get

the updated probabilities. This is done until cogeace.
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The Viterbi algorithm gives the most-probable (V¢ path through the HMM state, out
of pool of given observations along with HMM. Int¥fiibi, the Markov process will take
effect from the % input symbol £€RR). The Viterbi algorithm has three (3) distintps in

the Viterbi implementation, which are Initializatiolteration and Sequence Identification.

DDoS Silent Attack Detection: Extracted silent isnas with their observed trends are
assembled into the perceived activities, followgdhbeing fed in a trained HMM for
analysis thus give out a result, if DDoS silenaeitt sequence has been detected or the
other way round. The trend (in matrix inform) whiefil result from new captured rooted
request is compared with already stored knowle@geesenting normal client/consumer
request/s. After detecting the flooding DDoS attattken the attacker source IP address
has to be identified too, this is achieved by counthe value of TTL (Time_to_Life) [40]
which gives the number of nodes the attacker patsedgh until it reaches victim side,

starting from the vulnerable node/s.

Designed Model and result (HMM): This is the prgmtal with specific or set HMM

strictures and evaluates its performance.

4.6 Performance Evaluation Measures

Our evaluation is based on the successfulnessrafiodel in detecting an attack sequence
given that the silent invasion has taken place thedvirtual machine have been flooded.
We have to make a determination of a series ofltleeled VMs, from the silent scanned

port, to the vulnerable VM, through a sequencéedded machines to the last targeted
VM which the hacker or attacker might be inteiastIn the intended simulation, we have
to a have numbered sequence of certain observatibith we will randomly select and

check on its parameters, that have the highestcelsanf produces that sequence, by doing
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so, we will be determining it's source of originanway. If the new set of data is given
into the system, the system must be able to rergenaew set of observation sequence/s
where we can again depict the most probable stxjgesice that would resulted in the
attack sequence (through a series of VMs from valrsle- to-a chain of flooded-VMs-to
the final target VM) produced or obtained. An attsequence is derived from the states
and transitions. In our case the states are a gvbaptackers (attacker level, resembling
different interests of attackers). The possibladii@ons are port scanning (P), vulnerability

(V) and DDoS attacking by multiple flooding requeéd).
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CHAPTER 5

Result Analysis

In this chapter, we have shown and explained eallréisults obtained in this research. The
univariate and multivariate results are descritf®ctorial combined textual words are used
for the easiness of the interpretation of the tesgdaphically and in words. The results of
our proposal (Interpolating properties of HMM intlwe field of Cloud Computing) are

shown in this unit.

5.1 The estimate of a statistical model accordirtg a training set

The probabilistic sense contributes to the idesdtfon of optimal model, which will in
turn gives the definite model along with the autieehidden state sequence values since
by merely knowledge the observation sequence isufficient to tell model. Searching
for the most probable model is the natural and idenably used principle in Markov
modelling. In an ideal and simplest case the m@l€lerived from knowledge about the
entities we study and its configuration. Howevertends out that the knowledge
availability is insufficient in voluminous real éfsituations. Nevertheless, the knowledge
can be improved in relation to sourced and disha&ding data, bringing out the concept

termed as learning.

There are two main types of learning, as givetaloe 8:

)] The supervised learning: It has, (%) pairs as a training set
i) The unsupervised learning: It hagsingle attribute) as a training set
Where
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a) Xi is the corresponding states

b) yiis sequences of observations

Table 9: Learning comparatives

1)Supervised learning %, ¥i)

0] Training set (%

v

corresponding

states

sequence of observations

(i) ML Pure counting of
estimation | relative frequency
of occurrence of

events

(i) Unsupervised
learning
(i) | Training set (¥)
(i) ML Baum-Welch re-estimatio
estimation algorithm and is a disting

instance of the EM algorithn
(Expectation Maximization)
plus it's repetitive in nature so ¢

to suite training data

—

>

S
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In our thesis experimental work, we adoptatsupervised learningrhe source of the
training data and how it may influence the choitehe proper learning algorithm is a
great question to consider. The maximum likelihddL) estimate is suitable if the

training data are random samples from a probatlggributionthat can be searched for.

Observables/ Observations are the manifestatiorg to the beholder giving an indication
of what would have happened in the hidden/unseds pathe system. Hidden states are
the internally coded information with its effectsosvn in the observations. Either the

random or dominant diagonal method is chosen t@inalues.

5.2 New training data sampling, sequence probabiiitand probable states path
1) Sampling of the new training data
)] The new data samples can be produced from our Martamlel by running
through the Markov model in a probabilistic way.

i) Data sequence’s graphical view can also be provided

The probability of a given sequence equals proltgluf sequence having taken from such
a prototypical, and is an important problem thadseattention. Problems to be solved in

the HMM process

) The simulation/experimentation gives an illustratiof sequence evaluation
(i.e. forward/backward procedure.)

i) Summation up the probabilities during the process
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The way to calculate the possibility and/or chaniteg a sequence have been taken
from supplied model, is by using use starting statetor w, the state transition matrix

WS, including emission prospects WE, from this w&kglate the possible state path.

2) The sequence of most probable values of the stdtes: Viterbi algorithm
undertakes this task. It uses the concept of dym@nagramming and can be taken
to mean as a search for the shortest path.

If we are given a sequence of observations (i.aattatk trend/attack trace), we work out
the perceived symbol sequence, (“Observation seg)gne. an attack trend/attack trace),
acquiring states (attacker levels), then electipgth that has the outstanding probability.
Sequences of states are hackers/attackers andittiedesymbol sequences are the attack
trend/attack traces which are resulting seriesgrtdial machines used, till the flooding was

finally done.

5.3 Discussion of Results

The diagrams demonstrations instances of wherbablkeer moves in its attacking process
and leaves an attack trace. This emanates fromahgistently silent port scanning, then
invading/intruding a vulnerable VM and at last filoag multiple requests to virtual

machines resulting in DDoS attack.

Attack numbers are in a way linked to the obsersbhoticeable trends that take place in
the cloud environment. Observables are automatidalliermined or generated from the
given information of the silent attack number. Sts based on some given rule in the

simulation cloud environment as per our considenatDbservables define the number of
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possible number of symbols (VMs, numbering fromt®&'\VV+ however these are

represented in numbers) that can be found in aes®gu

Table 10: Simulation Possibilities defined by Silenattack number along with

Observables

Silent attack number Observables
1 2
2 4
3 8

The origins of the wused simulation data, is itetatbased on the picked
simulation/experimentation number. The number tdltavailable sequences are obtained
based on from which the simulation/experimentatiomber is picked or selected, and this

is tabulated in table 9.

Table 11: Available simulation/experimentation numler against the total number of

sequences

simulation/experimentation number Number of seqasnc
Exp. 1 756

Exp. 2 691

Exp. 3 132

Exp. 4 134

Exp. 5 136

Exp. 6 132

Exp. 7 135
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As shown in table 10, the number of sequencesrisgbazomponent that defines sample
size, which is given by the number sequence alatiyeach sequence length. From this, a
sequence number can be entered to view the trhaesdames in three forms, which are

the used prior, transition and observation matrices

Figure 16: A graphical representation of the seleetd data obtained from the selected

simulation/experimentation number
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In figure 16, cluster A shows the silence and géesice in the attack scenario, shown by
the steadiness of the represented line withoutvanyations. The graphical view shows a
resemblance of the intended modelled persistesntsittacks and the severance.
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5.3. 1Model estimation from the selected training set.

Figure 17: Initialisation of the prior, transition and observation matrix as given from

the selected simulation number

priocrl =

transmatl =

0.&700 0.1&50 0.1&50

0.1&50 0.&700 0.1&50

0.1&50 0.1&50 0.&700
ocbhsmatl =

0.&700 0.3300

0.&700 0.3300

0.3300 0.&700

Figure 17 gives the initialised prior, transitiamdaobservation matrix as given from the
selected simulation number, and figure 18 pops#étd5 iterations along with their

corresponding estimated log like-hood.

Figure 18: Iterations with their corresponding estmated log like-hood

loglik init =

-1.24&1=+003

iteraticon 1, loglik = -124&£.1425&3
iteration 2, loglik = -282.329157
iteration 3, loglik = -850.4£2057
iteration 4, loglik = -7&5.8E8E638
iteration 5, loglik = -72Zg£.422482
iteration &, loglik = -707.835007
iteration 7, loglik = —-£97.958272
iteration 8, loglik = -g92.257557
iteration 92, loglik = -£88.85&8£%9&
iteration 10, loglik = -£8B&£.81gZ2g9
iteration 11, loglik = -£85.583154
iteration 12, loglik = -£84.817382
iteration 13, loglik = -£84.317838
iteration 14, loglik = —-£83.970244
iteration 15, loglik = -£83.711027
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Figure 19: Obtained results after Iterations

loglik =

-£83.50489

transmatEM =
0.7905 0.138&8 0.0227
0.1087 0.e&838 0.2275
0.0000 0.0000 1.0000

ohsmatEM =
0.28928 0.0002
1.0000 0.0000
0.0o00o0 1.0000

Figure 19 gives the obtained transitionEM and oleg@nEM matrix after a significant

number of iterations.

Figure 20: The obtained “Expectation Maximisation” training graph, drawn from

the first simulation/ experimentation number
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Figure 20 shows weather there is an incrementa¢lation of the Expectation
Maximisation training, towards attaining our goalraumber of iterations increases.

Figure 21: The obtained best parameter view from tha simulation

1.000 0.000 0.000
0.253 0138 0539

Transition matrix P = 0135 0.339 0.526

0.000 1.000
1.000 0.000
1.000 0.000

Chs. matrix E =

Figure 21 retains the obtained best parametereof thnsition and Observation matrices.

Figure 22: Sequence 1 along with its hidden stategiven a hackers trend used

Figure 3: CloudSecHMM Sequence: 1 | =N ACT &]
File Edit Wiew Insert Tools Desktop Window Help k]
DNed&E AN e|(E 08 8O0
Sequence of observation:
2 -
158+
1 . £ . + . #
0 0.5 1 1.5 2 25 3
Sequence of hiden states:
3 -
2r *
1 1 1 1 * 1 *
0 05 1 1.5 2 25 3
Viterbi decoded sequence:
3 -
2r *
1 1 1 1 * 1 *
0 0.5 1 1.5 2 25 3

The decoded pathis 2,1, 1
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Figure 22 gives graphical attack trace that has lseoded, for a selected observation
sequence; in this case, it is sequence numberglird-23 and 24 show the same, just a
way of depicting the variation of different sequemumbers.

Figure 23: Sequence 3 along with its hidden stategiven a hackers trend used

u Figure 4: CloudSecHMM Sequence: 3 =NNN X
File Edit View Insert Tools Desktop Window Help k]
Deda WA € 0B =0
Sequence of observation:
2r * *
151
1 1 * 1 L L 1|
0 0.5 1 15 2 25 3
Sequence of hiden states:
3r + +
2r +
-1 1 1 1 1 1 I
0 0.5 1 15 2 25 3
Viterbi decoded sequence:
3r + +
2r +*
1 1 1 1 1 1 ]
0 0.5 1 1.5 2 2.5 3
decodedPath =
2 3 3
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Figure 24: Sequence 755 along with its hidden stategiven a hackers trend used
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CHAPTER 6

Conclusion and Future Work

This chapter presents conclusion and scope ofduttark in this area of research. The
conclusion summarizes the results of the work cotetliin this thesis and describes the
future directions in this area of research. The B®ient attacks can be detected by
identifying hacker-attack sequences: (i.e. attdek,pby way of traffic monitoring). This
attack plan phases have been modelled by HiddekdManodel consequently resulting in
the successfulness of giving out attack trendhefhiacker in terms traces. The proposed

system adopts the concept of state to describgug@cious events in a sequence of states.

6.1 Summary of the thesis

In Chapter 1, we have introduced the topic of our researchxlains the basic concepts
of the work done and gives the overview of the ihels explains the various concepts
related to security paradigms in cloud computing, €loud computing as a field itself but
in the security lined perspective). This is follaay motivation of the work and goals and
objectives of the thesis. The main motivation 8 tieed to increase the level security in
the Cloud Computing environment. Cloud security banncreased by taking cognisance
and incorporating sound security in contemporamgusty dimensions and attributes at
every cloud service model level. Thus, we haverpuiated Hidden Markov Model
(HMM) into the Cloud Computing environment, as aywat offering cloud security,
tackling the problem of DDoS attack in the virtualachines. There are sequenced
objectives which are to detect the silent attaekgdted at virtual machines; giving out its

attack trace in turn this enhances cloud security.
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After giving the brief introduction in chapter Iy Chapter 2 we have reviewed the work
already done in this area. It shows the summaithefvork done by different researchers
laying the main emphasis on the security techniqused, description given and the
resulted impacts targetelor this, we have reviewed various previous studiegh have
security mechanisms that are related and have pi$eto offering security in the cloud.
Our review showed that inherited most used cloudprding security mechanism are fine-
tuned (tailored) commonly used security technigpesviously used in other different
domains. We observed that machine learning modets methods/algorithms have

potentials to be adopted in this domain.

In Chapter 3 we have described the background of this reseaock, the measures and
metrics, the cloud security framework metrics alavith their definitions and extended
descriptions. We also pronounced the difficulty asserting the independence and
dependence of variables used in the study plusah#te empirical data collection are

presented in this chapter.

Chapter 4 has emphasized on the key research concepthéaesearch methodology.
Details explained include the statistical modeldjggerformance measures and various
validation techniques. This chapter also dismartthesstatistical model used, which the
Hidden Markov Models, giving the in-depth understiag of the machine learning
algorithms to build up this model. Hence the Viteborward-Backward algorithms,

Markov Chains, Probability calculation and inferemaeans arexplained as well.

In Chapter 5, the univariate (one attack case) and the muititear(2 or 3 attack case)

results of the work have been explained and showaphgcally. The single attack case
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shows a trace that is brought if only one attadles place, so is 2 or 3 attack cases. The
results show the effect of these different scesaide have concluded that the HMM can
give a DDoS silent attack trace and can be ingatpd in the cloud computing
environment, in turn this can result in VMs to givetter performance in the servicing of

user request when they are rooted to the VMs.

6.2 Discussion of Results

It is very essential to deal with these DDoS sikgteicks and try to detect them as early as
possible and get corrected. Thus it is of utmogtartance that the various techniques that
can be incorporated for this purpose cause. Ulaimahis draws us to the exploitation of
HMM in handling this DDoS silent attack detectiafwhich it has shown or proved to be

useful.

6.3 Application of the Work
We can conclude that the work in this thesis wal liieneficial for the researchers and
cloud and/or software professionals:
 The model can be set at proper positions in theidclfor DDoS attack trace
detection/s. This will lead to a proper full utdizon of virtual machines for their
intended use, if silent DDoS attacks are deteabeldcarrected.
« A subset of factors (independent variables) isiobththat can be used to predict
any abnormalities that can be done by an attackedéin subset/level/interest.
« Researchers can use machine learning methods rdertraditional detection

methods or in combination for a boost, if need be.
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6.4 Future Work
This is a study where we find the application ofitttn Markov Model in use, in the
detection of DDoS silent attacks in cloud environmee. the effect of HMM in DDoS
silent attacks in the cloud. The results provgledance for future research on the
manipulation or adaptation of HMM for other diffateattack traces in the cloud.
Following are some areas, which we plan to invastign future:

* In this study, the attacker flooding rate or setyeio the targeted virtual machine is

not rated or taken into account. The attacks axaysd not the same and there can

be sometimes very serious failures.

» Diverse data sets are welcome for universal resmtsassessment, this along our

pipeline of future planning.
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