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ABSTRACT 

 
 

     Practically almost all nonlinear dynamical systems are complex due to presence of 

unmodelled system dynamics and system parameters variations. Typically nonlinear 

dynamical system design is able to fulfill certain permissible performance level by 

adaptive control mechanism. However the adaptive control mechanism used for the 

control of nonlinear dynamical systems does not offer reasonable performance due to 

the ill-defined mathematical modelling. In this project work some benchmark nonlinear 

dynamical systems are being considered and their responses with conventional PID, 

Metaheuristic algorithms tuned linear and nonlinear PID controllers are being evaluated. 

The metaheuristic algorithm‘s efficacy are tested by using popular benchmark 

functions. 
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CHAPTER 1 

INTRODUCTION 

   Nonlinear control systems are control systems where nonlinearity plays a substantial 

role, either in the controlled process (plant) or in the controller itself. Nonlinearity in 

plants arises naturally as well as sometimes deliberately included, for desired 

performance. In electro mechanical, biological, aerospace, automotive and industrial 

control systems the above said nonlinearity can be seen frequently. Various control 

methods are used to minimize a pre-determined cost function of control objective in 

optimal systems. Nonlinear system stabilization has been a major area of interest for 

engineering research since a long time. Various nonlinear methods have been used 

overtime to increase the efficiency, accuracy, performance and robustness of nonlinear 

systems. 

1 . 1 LITERATURE REVIEW 

A number of methods can be found in literature for tuning of classical PID controller 

like Ziegler-Nichols tuning method [1], Cohen-Coon method, system identification 

technique etc. These tuning methods do work good for most of the plants and give 

satisfactory results for linear systems, but when the system is nonlinear, to increase the 

robustness and performance other methods of tuning PID parameters are to be devised. 

One of the latest tuning methods in this field is using metaheuristic algorithm based fine 

tuning of PID parameters. One of the metaheuristic algorithms which are found to be 

very efficient in tuning of PID is Genetic algorithm (GA). It is highly robust mainly 

because the efficiency of this algorithm does not depend upon the characteristics of the 
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plant being controlled. Hence they can be used for a variety of linear and nonlinear plant 

control [2, 3, 4]. In the year 1995 James Kennedy and Russell Eberhart developed bio-

inspired algorithm called particle swarm optimization (PSO) which was inspired by the 

social interaction [5] of birds and fishes [6]. Now PSO algorithm is being used for a 

number of applications like for example searching PID parameters to achieve the 

expected step response of the plant, controlling the plant for varying set point changes 

and disturbance interference [7, 8] and for tuning parameters of controller for various 

nonlinear systems like vehicle navigation systems, spacecraft altitude design 

stabilization system, PMDC motor, gantry crane system etc. [9, 10, 11, 12]. For some 

nonlinear systems a classical nonlinear PID controller may not give the best control and 

performance, in such cases a nonlinear PID controller acknowledges the nonlinearities 

and offers a wide range of operation. In a nonlinear PID controller the parameter values 

change according to the output response as the variable coefficients of the PID are 

dependent on the difference between the immediate output and the preferred output 

[5].Various types of nonlinear PID controllers have been designed in the past with 

different control laws as suitable for the nonlinear plant under consideration. A 

nonlinear PID controller is put forth in [13] for a superconducting magnetic energy 

storage (SMES) system which overcomes the limitation of linear PID and also increases 

the reliability and operating range for the power system containing the SMES system. 

Similarly a nonlinear controller was designed for a fixed bed bio reactor where the 

controller architecture consisted of a linearizing control law in addition to a proportional 

+ derivative reduced order observer that detects the varying parameters of the bio 

reactor and controls the system [14].  
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1 . 2 OBJECTIVES 

        The Aim and objective of this project is to design controllers for various nonlinear 

dynamical systems  

i. Design a linear PID controller with parameters tuned by metaheuristic algorithms 

like particle swarm optimizer and genetic algorithm. 

ii. Design nonlinear PID controller to find best values of       and    values tuned by 

metaheuristic algorithms. 

iii.  Compare the performance of the above designed controllers with conventional PID 

controller as well as with each other for three nonlinear dynamical systems considered,  

namely- nonlinear Mass-Spring-Damper system,  PMBDC motor with robotic 

manipulator system and Inverted Pendulum on progressing cart system  

1 . 3 OUTLINE OF DISSERTATION 

          This Project work is divided into six chapters. Chapter 1 gives a brief introduction 

and review about the work already done in this field; also a brief explanation of the aims 

and objective of the project work has been explained. The second chapter analyses the 

nonlinear systems and mathematical modelling of the system is presented. Chapter 3 

starts with an overview of the controllers to be designed and explains briefly about the 

metaheuristic algorithms used for the tuning. Chapter 4 tests the algorithms formulated 

with various benchmark functions, analyses and compares their performances. In 

Chapter 5 the simulation studies of nonlinear systems are given and Chapter 6 

concludes the thesis with results, conclusions and further scope of the project. 
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CHAPTER 2 

MATHEMATICAL MODELLING 

 

2 . 1  NON-LINEAR MASS-SPRING-DAMPER SYSTEM 

          An oscillating system consists mainly of a kinetic energy storing element called 

the inertia or mass, a potential energy storing system i.e. stiffness and an energy 

dissipating element, damper. Non-linearity in the mass-spring-damper  system are due 

to these components solely .The surface friction between adjacent moving parts can be 

caused by damping effect in vibratory system or it may occur due to plastic 

deformation and internal friction between layers of the material of the part. The two 

above causes may not be completely eliminated as they are uncontrollable as such. The 

third damping source is the use of mechanical viscous dampers and this type can be 

used with a known value (damping coefficient β) to get the required damping. Added 

to this in an actual practical system, the stiffening or weakening of the spring over 

time, as it compresses and elongates leads to a nonlinear response. 

   The system being considered here can be explained as follows consists of a total 

mass m that slides vertically up and down while being attached by a dash pot and a 

spring on its lower side to a rigid plane. The whole system consisting of the mass, 

spring and the dashpot can be diagrammatically represented as a simple parallel 

connection of dashpot and spring elements in series with mass 
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MASS

NON LINEAR SPRING

DAMPER

FORCE

x

 

Figure 2.1 Physical representation of a Mass-Spring-Damper system 

2 . 1 . 1  Differential equation 

A simple nonlinear oscillatory system is generally described by the equation 

 
   

   
  (  

  

  
    )             (2.1) 

Here the Mass or inertia of the system is denoted by m (lbf), damping coefficient by β 

(lbf/inch/sec), and k represents the spring coefficient measured in lbf/inch. The 

nonlinear load displacement curve of the spring is represented by the function f  .if an 

external force F is acted upon the mass causing a displacement in the system then the 

equation changes to 

 
   

   
  (  

  

  
    )           (2.2) 

Since we are considering a nonlinear spring, we are assuming that the spring stiffness 

function is given by 

         
          (2.3) 

Then the nonlinear differential equation for the system becomes  
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         (2.4) 

2 . 1 . 2  State space modelling 

Considering two state space variable for the system    and    such that  

                (2.5) 

   
  

  
            (2.6) 

Then, 

  ̇  
  

  
             (2.7) 

  ̇  
   

   
            (2.8) 

Rearranging equation (2.4) we get 

   ̇           
              (2.9) 

  ̇   
    

 
 
    

 

 
 
   

 
 

 

 
                                                                          (2.10) 

Then we can write system compactly as 

 ̇   ( )   ( )                     (2.11) 

Where, 

 ( )   [

  
     
 

 
    

 

 
 
   
 

] 

 ( )  [
 
 

 

] 

    

The system was modelled in SIMULINK and is shown in Figure 2.2.The mass m is 

taken as 100 lbf and the spring stiffness coefficients were taken       
  and    

        damping coefficient β is considered 100 lbf/ inch/sec. 
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Figure 2.2  SIMULINK representation of Mass-Spring-Damper system 

 

2 . 2 PMBDC MOTOR WITH ROBOTIC MANIPULATOR 

          Robotic systems are extensively being used in industries today. These robotic 

systems are used generally in medical, defense fields, state space maintenance etc. 

Precise control of position of the robotic manipulator is very necessary in these fields 

.Hence the demand for high level of flexibility and sophistication in joints and its 

mechanism has led to major research effort in control of robotic structures, particularly 

the robotic arms. The control of such robotic arms has to surpass many significant 

control problems like static deflection or vibrations which arise due to inherent 

nonlinearity or dynamic behavior of the material itself. These nonlinearities tend to have 

adverse effect on the end point accuracy, making the system slower and also complicate 

the control schemes. 

Here a simple model of PMBDC motor controlled single joint robotic manipulator is 

taken. The robot manipulator’s movement is controlled by a dc motor through a gear. 

The speed of the PMBDC motor is being adjusted by armature control method. The 

moment of inertia of the system has been neglected as it is considered very less in 

comparison to that of the robot manipulator. Gear train is assumed to have no backlash 

and the shafts rigid. 
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For the robotic manipulator a clockwise rotation is considered to be negative and 

counter clockwise as positive, vice a versa for the dc motor shaft rotation. Figure 2.3 

PMBDC motor controlled single - link manipulator represents the system 

diagrammatically. 

Mass m

1:N

PMBDC 

motor

Gear 2

Gear 1

V

Ɵp

 

Figure 2.3 PMBDC motor controlled single - link manipulator 

  

2 . 3 . 1  Differential equation 

The torque developed (  ) by the motor is given by 

                             (2.12) 

 Where     is the armature current and    is the torque constant of the motor. The gear 

ratio N is given by 

  

  
 

 

 
                        (2.13) 

Since the gears are in contact  
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Since the  gears are proportional to their respective number of teeth; the work done by 

the gears must be equal 

                               (2.14) 

Where    is the torque applied to the robotic joint.  

                                    (2.15) 

By newton’s second law equation of manipulator dynamics can be written as 

  
    

   
                                     (2.16) 

Substituting equation (15) in equation (16) and rearranging we get 

   
    

   
                                  (2.17) 

Here g is the gravitational constant having value 9.8 m/sec
2 

Ra

ia
eb

Mu

Armature circuit

ɵm

Permanent 
magnet

La

 

Figure 2.4 Voltage controlled PMBDC motor schematic 
 

By applying Kirchoff’s law in the armature circuit we get the equation 

  
   

  
                                       (2.18) 

Since, 

       
   

  
                     (2.19) 
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The equation becomes 

  
   

  
         

   

  
                  (2.20) 

Where, 

   = Inductance of the armature 

   = Resistance of the armature 

   = Back emf constant 

   = position of motor shaft 

   = current in armature 

  = Gear ratio 

  = Applied voltage 

2 . 3 . 2  State space modelling 

Model of single link robotic manipulator is a nonlinear single input single output (SISO) 

dynamical control system which is affine in the control input. Such a system can be 

represented by 

 ̇   ( )   ( )    

   ( ) 

Assuming three state variables for the system       and   , where 

      

   
   

  
    

      

Equations (2.17), (2.20) becomes as follows 

     ̇                                      (2.21) 

    ̇                                 (2.22) 
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Then, 

  ̇  
   

  
                                              (2.23) 

  ̇  
    

   
 
 

 
      

   

   
                    (2.24) 

  ̇  
 

  
 
   

  
   

 

  
                                (2.25) 

Hence it can be represented as, 

[

  ̇
  ̇
  ̇

]  [

  
 

 
      

   

   
  

 
   

  
   

 

  
  

]  [

 
 
 

  

]                   (2.26) 

                          (2.27) 

The values of parameters taken are 

     

      

     

           

               

       

         

The Simulink representation of the system is given in Figure 2.5 
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Figure 2.5 Simulink model of motor with robotic manipulator 
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2 . 3  Inverted Pendulum On Progressing Cart 

       The system under consideration here is a widely studied highly nonlinear dynamic 

control problem. Here a two dimensional version of inverted pendulum on progressing 

cart is analyzed. The pendulum movement is constrained to vertical plane as shown in 

the Figure 2.6 while the cart can move only in the horizontal plane. The control input F 

is used to control the motion and hence the displacement x of the car in the horizontal 

plane while indirectly controlling the angular position of the pendulum angle  . 

Ɵp
mg

N

P

N

P

F friction

x

 

Figure 2.6 Schematic of inverted pendulum on a cart 
 

2 . 2 . 1 Differential equation 

Rotational motion of pendulum rod about its Centre of gravity is given by 

 
    

   
                                          (2.28) 

Horizontal motion of Centre of gravity of pendulum rod is described as 

 
  

   
(        )                        (2.29) 

Vertical motion of Centre of gravity of pendulum rod 

 
  

   
(      )                           (2.30) 

Horizontal motion of the cart 

 
   

   
                        (2.31) 
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Differentiating equation (2.29) and combining with equation (2.31) 

  ̈      ̈          ̇
 
          ̈                (2.32) 

Differentiating equation (2.30) and combining with equation (2.32) 

   ̈  (       ̇
 
        

  ̈      )        (    ̈)        (2.33) 

Substituting values from equation (2.32) in equation (2.33) 

  ̈             
  ̈    ̈                       (2.34)  

Denoting   
 

(   )
  we can represent equation (2.32) as 

 ̈        ̈           ̇
 
                         (2.35) 

Substituting equation (2.35) in equation (2.33) 

  ̈  
          

     ̇ 
 
                    

                
 

                  (2.36) 

Where, 

                   

                         

                          

                                    

                            

                                         

2 . 2 . 2  State space modelling 

Considering four state variables for the system          and    such that 
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     ̇  

      

    ̇  

Then, 

  ̇                          (2.37) 

  ̇  
            

           
  

 
          

 
         

    

 
            

                     (2.38) 

Substituting Equation (2.36) in Equation (2.35) we get 

 

 ̈  
               

    

 
  
       

   

 
 

 
         

                  (2.39) 

Then, 

  ̇    ;                                 (2.40) 

  ̇  
               

    

 
  
       

   

 
 

 
         

                 (2.41) 

The values used for simulation are- 

   0.3 m; 

        ; 
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Figure 2.7 Simulink model of Inverted Pendulum 
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CHAPTER 3  

DESIGN OF PID CONTROLLERS 

 

            PID controllers are the mostly widely used feedback controllers to enhance the 

performance of automatic control systems since it was developed by Nicholas 

Minorsky,a Russian born in 1885.It was his theoretical development for the application 

of automatic steering of ships that is called today as proportional plus integral plus 

derivative (PID) controller or simply three mode controller. It is interesting to note that 

more than 95% of controllers used in industries are either PID controllers or modified 

PID controllers [15]. This is because if mathematical model of a plant can be formulated 

then the parameters of PID controller can be derived with various tuning methods which 

satisfy the transient along with the steady state response of the system in a closed loop. 

However more it has been noted that more than 80% of the industrial PID controllers 

are not tuned properly this may be because of the complexity of the system or the high 

nonlinearity of the system which makes the tuning of the PID parameters cumbersome 

hence a lot schemes of PID tuning can be found proposed in the Research texts ranging 

from simple Ziegler Nicholas tuning method to adaptive tuning methods, which can be 

used for delicate and fine tuning of PID parameters. 

3 . 1 CONVENTIONAL LINEAR PID CONTROLLER 

A conventional linear PID controller is based on linear control theory. Here the PID 

controller compares the actual value of the plant input with the reference input (desired 

value), determines the deviation, and produces a control signal that will reduce the 
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deviation to zero or a reduced value. The generated control signal    is the difference 

between the reference input and the output of the plant and the linear combination of 

integral, differential and proportional coefficients as shown; 

        ∫       
  

  
  

 ( )   ( )   ( ) 

Where, c is the control signal to the system.  ( ) is the input (reference) and  ( ) is the 

system output, the difference between them yields the error e  as shown in equation.   

is the proportional gain,    is the integral gain and    is the derivative gain constant. 

Both the transient response as well as the steady state response is improved by the use 

PID controller. The integral term eliminate the offset error and helps in improving the 

steady state response by increasing the system type with additional pole at the origin. 

The transient response is improved by the derivative part, by adding an additional zero 

to the open loop transfer function [15]. The schematic of a linear PID controller is given 

 

 

Figure 3.1  Conventional linear PID controller 
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3 . 2  NON-LINEAR PID CONTROLLER 

The classical PID is based on linear theory and hence is effective only when used for 

simple practical linear processes. However when the system under consideration has 

more nonlinearity or the system parameters varies under a wide range, the performance 

of classical PID deteriorates considerably .This happens because the reference input 

given to the system are usually not continuous or smooth as they are subjected to the 

disturbance or noise signal, while the output of the system is required to be smooth and 

continuous [16]. Since the smooth continuous output is taken as the direct target of the 

output the inertia effect of the system is neglected which causes unanticipated overshoot 

oscillations when used practically.in addition to that the reference signals are usually 

un-differentiable signals which makes it difficult to obtain the differential signal of the 

error .The linear combination of traditional PID causes the conflict between the 

overshoot variable and the high speed. Initially a high value of    would increase the 

systems response but as the error starts reducing the    value must also change 

automatically so that there is no overshoot. Also when the error is decreasing and the 

rate of change in error is increasing the    must decrease gradually to reduce the 

overshoot and when the change of error is decreasing the    must gradually decrease to 

avoid the overshoot. But due to the linear combination of the PID this is not possible. 

Hence we need to find different nonlinear controllers to control such plants without 

nonlinearities. Here the non-linear PID controller comes into picture. The major failure 

of linear PID controller comes due to the constraints in the mathematical model i.e. 

Contradiction between the overshoot (increased gain) and the speed of response of the 

system. If a suitable law can be formulated for the system these limitations would be 

removed, thereby leading to a better control action for the system. For this a nonlinear 

module can be introduced as proposed in [13] 
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 (     )  {
| |     ( )            | |   

       
 

    
                         | |          

 

Where, 

    ( )  {
        
      

 

 

e   is the error signal ,δ  describes the linear range of the function f .here function f  can 

accommodate a greater range of nonlinear characteristics which is determined by  .  

Hence now control signal being generated by the PID controller takes the form [17] 

 

       (        )      (        )∫        (        )
  

  
 

Where, 

      and    are proportional, integral and derivative gains respectively for the system 

 
Figure 3.2 Nonlinear PID controller 

 

 The function  (     ) denotes the rate of error feedback, to compensate the 

nonlinearity of the systems considered the  value of     is taken in the range of    [   ] 

since we need to have lower gain when the error is high and vice versa [16]. The 
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integral saturation problem of the integral term can be rectified by using    in the range 

of    [    ]. The value of differential term is chosen as      so that when the steady 

state is reached the effect of the differential term is reduced. The values of              

are set by trial and error method comparing the simulation results. 

3 . 3  METAHEURISTIC ALGORITHM  TUNED PID CONTROLLERS 

Metaheuristic algorithm are different from the traditional optimization algorithm by the 

fact that the  later uses only a single point solution while an metaheuristic algorithm 

uses a sizeable population for finding an optimal solution. EA’s can simultaneously 

evaluate a number of points scattered  in the search space at the same time as they are 

inherently parallel in operation which enables them to consider as many points in the 

search space while not taking too much time to converge. Also they are more likely to 

converge to global optima rather than local optima. During an iteration of metaheuristic 

algorithm there is competitive selection of the better resulting individuals from the 

search space which gives better solution and the rest of the solutions are discarded off. 

Further some metaheuristic algorithms also reproduce or generate new points or 

offspring to improve the search space as well as solution. Off late several metaheuristic 

algorithms have been developed like Ant colony algorithm, firefly algorithm, Genetic 

algorithm, particle swarm optimizer algorithm etc. These algorithms differ from each 

other on the basis of variables to be tuned, offspring generation, and replacement 

mechanism [18]. Off all the metaheuristic algorithms used the most used ones are GA 

and PSO. They have been considered here for the tuning of PID controller for nonlinear 

systems because when using EA the restriction to the Eigen values of the nonlinear 

system matrix does not apply.   
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3 . 3 . 1 PSO algorithm 

    PSO is used for optimizing a wide range of objective functions because it is an 

extremely easy algorithm to work with. It is a metaheuristic algorithm proposed by 

Kennedy and Eberhart in the year 1995 which uses multiple agents (particles) to obtain 

optimal solutions and hence also called agent based algorithm. The algorithm is 

essentially an bio inspired algorithm i.e. the algorithm has been inspired by the flocking 

of birds and schooling of fishes, here a group of individuals (called particles) [6] 

together in a population or swarm try to search for optimal solution in a stochastic 

manner. The concept of social interaction by exchanging the experience of each other is 

introduced here which is governed by three factors –collision avoidance, velocity 

matching and centering of the flock It has been seen that the particle goes for faster 

convergence to local or global optima over small number of iterations than other EA’s 

hence it has become a widely used algorithm to solve engineering problems. The 

algorithm starts with initialization of points in the search space [11]; each particle 

denotes a possible solution for the optimization of objective function. During each 

iteration all the particles in the search space discover a probable solution. After this the 

particle updates its position according to the velocity vector which also depends on  its 

previous velocity and is decided taking in account the past local and global  best 

solutions .now the best solutions are kept and particle moves towards local best solution 

attained by its fellow particles but also the global best. Hence if a particle has 

discovered a new best solution then all other particles would try to move toward it. The 

four important terms in PSO for the particles in the swarm are    (position),    (current 

velocity),     (local best position),     (global best position).each particle is updated 

according to the above four features in each iteration, assuming an cost function ᴊ to be 

minimized. The equation for new velocity of a particle is given by 
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    (   )    {     ( )      [     ( )      ( )]      [   ( )      ( ) ]} 

Where, n is the number of iterations,   is inertia weight,    and    are the acceleration 

coefficients (called cognitive and social component respectively) and   and    are two 

uniform random numbers between (0, 1)         is the velocity of the     dimension of 

the     particle. The new position of the particle is updated by the equation 

    (   )      ( )      (   ) 

The local best of every particle is updated according to the equation 

  (   )  {
     ( )  ( (   ))   (  ( ))

  (   )                                  
 

if the population size is denoted by s, then the global best found in the optimization is 

given by 

  (   )     
  
 (   (   ))      ) 

 

 

 

 

Figure 3.3 Flowchart for PSO algorithm 
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3 . 3 . 2 Tuning of  PID with PSO 

Tuning of PID can be efficiently done by using PSO algorithm based optimization 

technique. Particle swarm optimizer can be used to find the value of optimal PID 

parameters which will minimize the objective function (J).for this the knowledge of the 

system being considered should be known.an approximately similar model of the 

physical system can be made from the mathematical equations describing the model as 

shown in section 2.the PID is said to be tuned when the objective function defined for 

the system is close to zero. Every time tuning of the controller is done the following 

steps are performed [19]: 

i. Initialization of various parameters of PSO is done, like value of    and   ,population 

size, dimension of problem is set 

ii. Initial population of set of particles (      and   ) values are generated 

iii. Each individual is tested for fitness by evaluating the objective function 

iv. The local best and global best values are stored 

v. Iteration is started, with every iteration the velocity and position updation takes place 

for every particle along with of local and global best updation. 

vi. Iteration stops when maximum value is reached and the value of  (      and   ) that 

results in the best performance is obtained 
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Figure 3.4 Block diagram of PSO-tuned PID controller 

 

The various parameters used in the Particle swarm optimizer process for finding PID 

parameters for various systems are 

Size of the swarm = 10                           

Dimension of the problem = 3                                 

Maximum iteration =50                      

                    = 2.05                               

                 = 2.05                               

Constriction factor C = 2                                     

3 . 3 . 3 GA algorithm 

        Genetic algorithm is a metaheuristic algorithm found on stochastic global search 

method which was introduced in the US in the year 1970 by John Holland. The 

modifications in GA since have made it a much sought after algorithm for some type of 

optimization problems. This algorithm can be used for both single objective as well as 

multi objective functions .GA is based on natural selection hence it has no clue in the 

beginning what the correct answer for a given optimization problem is, it depends 

entirely on the environments response as well as the operators used repeatedly on the 
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initial. The GA selects individuals from the population randomly and uses operations 

like crossover, mutation to create a new set population. Over the successive generations 

the best among the lot are selected, operators are worked upon on them and evaluated 

again until they evolve to the global optimal solution. Various processes involved in GA 

algorithm have been explained here [20].  

i. Fitness evaluation and selection 

All the individuals in the population are evaluated and then arranged in the increasing 

order of objective function value. Then portion of the population was selected having 

the desired performance based on whether minimization or maximization of the 

objective function was needed. Selection is the procedure to obtain parent chromosome 

or individuals needed to create a new offspring. There are many other types of selection 

procedures also like tournament selection, roulette selection etc. that can be used to 

create a new set of population  

ii. Reproduction 

Individuals having good performance are mated together to produce new generations, 

thus creating a new pool of generation having the same population size as before. 

iii. Crossover 

Crossover operator is applied on the new population which exchanges the information 

between any two parent individual selected earlier for reproduction. The number of 

times the cross over operator is used depends upon the probability of crossover as well 

as the population size.   

iv. Mutation 

The mutation operator randomly selects a particle from the population and alters the 

particle’s value. This operators is used in a very low probability as it may spoil the 

results drastically, so it is used only as complementary to crossover and reproduction 
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genetic algorithm only requires the objective function to start its work, they do not need 

any derivative functions as such, hence they can be used for solving multiple, nonlinear 

or knowledge based problems very easily. They exploit probabilistic transition rules not 

deterministic ones hence they can converge to the optimal solution efficiently [2].  

    Hence the robust and simple structure of GA makes it suitable for complex 

optimization problems. A simple flowchart of Genetic Algorithm is given. 

 

 

Figure 3.5 Flowchart for GA algorithm 
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3 . 3 . 4 Tuning of  PID with GA 

The objective of using Genetic algorithm here is to determine the optimal value of PID 

parameters (      and   ) such that the objective functions (J) is minimized. The 

overall result of the finding of the optimal parameters would lead to fine tuning of the 

PID controller and simultaneously improvement in the transient as well as steady state 

response of the system under consideration. The objective function (J) becomes an 

instrument to evaluate the performance of PID controller with the determined value of 

gain parameters, resulting in an optimized controller with the best individual (parameter 

value). The involved in implementing GA for PID tuning is as follows [21]: 

i. Creating an initial random population of individuals of a fixed size ‘s’ i.e. set of 

      and    values are created of size‘s’. Thus the dimension of the problem is 

3. 

ii. Evaluating each set of individual for fitness 

iii. Selecting the individuals showing the best fitness value 

iv. Reproducing using one of the probabilistic methods 

v. Performing crossover operation on the reproduced individuals 

vi. Executing mutation operation with low probability 

vii. Repeating step two till predefined conditions are met 

viii. Take the best individual from the population obtained at the end 
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Figure 3.6 Block diagram of GA-tuned PID controller 

 

The various parameters used in the Genetic Algorithm process for finding PID 

parameters for various systems are 

Size of the population = 10 

Dimension of the problem = 3 

Mutation Rate = 0.2 

Selection Rate = 0.5  

Maximum Iteration = 100 

3 . 4 Objective Function 

The objective function used in the optimization algorithm of all the systems is given as 

  ( ( )   ( ))  (    [ ]     [ ])  

Where, 

  ( )   th                     

  ( )   nth
 output of the system 

 

 

 



30 

 

CHAPTER 4 

 BENCHMARK FUNCTION EVALUATION 

        For testing the algorithms 4 benchmark functions were used namely Rosenbrock function, 

Camel hump function and Goldstein function [22] 

4 . 1 ROSENBROCK FUNCTION 

Rosenbrock function also called banana or valley function is a very popular problem for 

optimization algorithm.it is a unimodal function and its global minimum lies in a narrow 

parabolic valley. Even though the global minimum is easy to find the convergence to 

the minimum is actually difficult. The function is given as 

 ( )  ∑[   (       
 )  (    )

 ]

   

   

 

The function is evaluated on the hypercube    [            ], for all i=1…d 

 

Figure 4.1 Rosenbrock function 
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4 . 2 SIX HUMP CAMEL BACK FUNCTION 

Six Hump camel back function is a multimodal 2-dimensional benchmark function 

which has six minimum points out of which two are the global minima. It is given by 

 (     )  (       
  

  
 

 
)    

        (       
 )   

  

 

The functions are evaluated in the region 

            

            

The global minimum is found at (     )  (              ) (              ), 

and the value of global minima is -1.03164 

 

Figure 4.2 Six Hump Camel Back function 

 

4 . 3 GOLDSTEIN-PRICE’S FUNCTION 

The Goldstein price function is a continuous and slightly multi modal function 

having two variables. The variables are evaluated inside the bounds       

 .the fuction is represented by 
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 (     )  (  (       )
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 (   (       )
 

 (            
                  

 )) 

The global minimum is at (     )  (    ) with a value of f=3 

 

 

Figure 4.3 Goldstein-Price's function 

 

4 . 4 RASTRIGIN FUNCTION  

Rastrigin function is a highly multimodal function having several local minimum 

points. However, all the minimum points are distributed evenly. The function is 

given by 

 ( )      ∑[  
        (    )]

 

   

 

The function is evaluated in the region    [          ] for all i=1,2…d 

The global minimum is at   (       ) with value of objective function f=0 
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Figure 4.4  Rastrigin function 

 

Table 4.1 Best solutions found for various Benchmark systems with metaheuristic algorithms 

Benchmark functions 

 

           Values Rosenbrock 
Six Hump Camel 

Back 
Goldstein-Price Rastrigin 

x1 1 -0.0898 0 0 
x2 1  0.7126 -1 - 

Global minimum(f) 0 -1.0316 3 0 

GA  

algorithm 

x1 1.0410 -0.0895     1.1657e-04 8.388e-09 

x2 1.0839 0.7128 -1.0001 - 
f 0 -1.0316 3 0 

PSO 

algorithm 

x1 1 -0.0898 1.2072e-10 9.960e-10 

x2 1 0.7126 -1 - 
f 0 -1.0316 3 0 
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Figure 4.5 Performance Graph of Algorithms for various Benchmark function testing 
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CHAPTER 5 

SIMULATION STUDIES OF NON-LINEAR SYSTEMS 

 

         The nonlinear dynamical systems modelled in section 2 were simulated in 

Simulink software and the following simulation results were obtained.  

5 . 1 Simulation studies of  Non-linear Mass-spring-Damper system 

 

Figure 5.1 Response of Mass Spring Damper without controller action 
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Figure 5.2  Response of Mass Spring Damper with conventional PID 

 

 

Figure 5.3 Response of Mass Spring Damper with linear PSO-PID 
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Figure 5.4 Response of Mass Spring Damper with nonlinear PSO- PID 

 

 

Figure 5.5 Response of Mass Spring Damper with linear GA-PID 
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Figure 5.6 Response of Mass Spring Damper with nonlinear GA-PID 

 

5 . 2 Simulation studies of  PMBDC Motor with Robotic Manipulator 

 

Figure 5.7 Response of PMBDC motor with robotic manipulator without controller action 
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Figure 5.8 Response of PMBDC motor with robotic manipulator with conventional PID 

                       

 

Figure 5.9 Response of PMBDC motor with robotic manipulator with linear PSO-PID 
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Figure 5.10 Response of PMBDC motor with robotic manipulator with nonlinear PSO-PID 

 

 

Figure 5.11 Response of PMBDC motor with robotic manipulator with linear GA-PID 
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Figure 5.12 Response of PMBDC motor with robotic manipulator with nonlinear GA-PID 

 

 

5 . 3 Simulation studies of  Inverted Pendulum on progressing cart 

 

Figure 5.13 Response of Inverted Pendulum on a progressing cart without controller action 
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Figure 5.14  Response of Inverted Pendulum on a progressing cart with conventional PID 

 

 

Figure 5.15 Response of Inverted Pendulum on a progressing cart with linear PSO –PID   
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Figure 5.16 Response of Inverted Pendulum on a progressing cart with nonlinear PSO-PID 
 

 

 

Figure 5.17Response of Inverted Pendulum on a progressing cart with linear GA-PID 
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Figure 5.18 Response of Inverted Pendulum on a progressing cart with nonlinear GA-PID 
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CHAPTER 6 

1. RESULTS AND CONCLUSION 
 

 

6 . 1 RESULTS 

The simulation results validate the performance of the system in terms of system 

overshoot, steady state error and settling time. The comparative results for mass spring 

damper system, PMBDC motor with robotic arm system and inverted pendulum on 

progressing cart system are shown in  

 

Table 6.1, 

 

 

 

 

 



46 

 

Table  and Table  6.3 respectively 

 

Table 6.1 Performance evaluation of nonlinear mass-spring-damper with different controllers 

Type 

of controller 

Nonlinear Mass Spring Damper System 

System overshoot 

(%) 

Steady state error Settling time 

(sec) 

Without 

controller 
34.919278 0.005039 0.0389 

Conventional 

PID 
 9.7327 0.000025 0.0304 

PSO-tuned linear 

PID 
nil 0.000300 0.2043 

PSO-tuned 

nonlinear PID 
nil 0.000300 0.0128 

GA-tuned linear 

PID 
0.7628 -0.002175 0.4012 

GA-tuned 

nonlinear PID 
0.4736 -0.001272 0.3494 
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Table 6.2 Performance evaluation of PMBDC motor with robotic manipulator system with 

different controllers 

Type 

of controller 

PMBDC Motor with Robotic Manipulator System 

System overshoot 

(%) 

Steady state 

error 

Settling time 

(sec) 

Without controller 24.5546 -12.678 infinity 

Conventional PID 63 -0.0005 28.199 

PSO-tuned linear PID 4.3118  0.0536 8.3576 

PSO-tuned nonlinear 

PID 
0.7250 0.0100 6.6624 

GA-tuned linear PID 6.2183 -0.0939 13.360 

GA-tuned nonlinear 

PID 

3.4760  0.0032 9.4083 

 

Table 6.3 Performance evaluation of Inverted Pendulum on a Progressing Cart with different 

controllers 

Type 

of controller 

Inverted Pendulum on a progressing cart system 

System overshoot 

(%) 

Steady state 

error 

Settling time 

(sec) 

Without controller nil 84.59584 infinity 

Conventional PID 71.86526 -0.000290 0.3649 

PSO-tuned linear PID 9.043406 -0.110326 1.0828 

PSO-tuned nonlinear 

PID 
1.171914 -0.140532 1.1965 

GA-tuned linear PID 1.526151 -0.136794 1.3554 

GA-tuned nonlinear 

PID 

0.857396 -0.167234 1.5288 

  

       It can be observed from the results, that for the nonlinear dynamical systems the 

PSO tuned linear PID and GA tuned linear PID gives better performance than 

conventional PID. However when comparing between the GA tuned PID controller and 

PSO tuned PID controller the later gives better result of the two. In addition to this 

when a nonlinear controller is used the performance is improved more with little or no 

overshoot and better rising time than linear PSO-PID. 
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6 . 2 CONCLUSION 

        The simulation results and parameters computed shows that the performance of 

metaheuristic algorithm (PSO, GA) tuned linear proportional-integral-derivative (PID) 

controller is efficiently improved when compared with the performance of conventional 

PID for nonlinear dynamical systems. The system overshoot is considerably lowered 

with the use of proposed method of tuning. In addition to this it is shown that the use of 

a nonlinear PID controller instead of a linear PID controller improves the performance 

of the system with a decrease in both the overshoot as well as the settling time as 

compared to the response with a linear PID. 

       It is also shown in the performance evaluation of the two tuning method proposed 

in this project that tuning of PID with particle swarm optimizer gives the best 

performance. In the benchmark functions evaluation also the PSO was able to converge 

to global minima more efficiently and faster than GA algorithm. Thus overall a 

nonlinear PSO tuned PID controller gave the best result and performance for all the 

three nonlinear dynamic system considered in this project. 

6 . 3 FURTHER SCOPE 

       Lot of research work is still going on in the field of optimization and tuning of 

controllers for nonlinear dynamical systems with metaheuristic algorithms. Real time 

implementation of such controllers can be extensively used in industries for automation 

and fine control of the plant and processes. Since PID controllers are the basic 

controllers used in almost all of industries hence, fine tuning of these controllers using 

the proposed method of PSO tuned nonlinear PID would be extremely helpful in 

increasing the performance, robustness and efficiency of the system. Modifications in 

the existing standard PSO algorithms and GA algorithms can be done to increase the 

performance of the optimization and parameter tuning. 
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