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ABSTRACT

With the advent of technology and increasing demand of society, video sequence

analysis based systems are becoming the reality of various applications and active

research areas of the computer vision. The wide range of applications include video

based intelligent surveillance, motion analysis, video indexing, web based video filters,

human-computer interaction, human activity recognition, object tracking, smart

interactive televisions, animations and special effects in movies, sports analysis and so

forth. The main building blocks of a video sequence analysis system consist of pre-

processing, features extraction and representation, and classification.

In view of the various applications of video sequence analysis, this thesis

investigates human activity recognition approach based on human silhouettes. Human

silhouette is the basic information unit for representation and recognition of human

activities. To achieve higher recognition accuracy of human activities, a three step

methodology is devised:

 First step is extraction of human silhouette using texture based foreground

segmentation;

 The second step is extraction and representation of features, which is done

using two major approaches: first is the grids and cells based and the second

is computation of spatial distribution of gradients and rotation of human

silhouette;

 The third step is classification of human activities performed by various

state-of-the-art classifiers.
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This research is mainly focused on proposing novel approaches for extraction and

representation of features in the action and activity recognition methodology based on

human silhouette.

In the first approach, the key poses of the human silhouettes are selected based on

the high energy principle. These key poses are divided into various cells and further

features are computed. The computed features are then represented in such a manner

that the spatio temporal information of the human silhouette is maintained. The

represented features are used to form a feature vector and these feature vectors are

classified using linear discriminant analysis (LDA), K-nearest neighbour (K-NN), and

support vector machine (SVM). The recognition accuracy achieved on various publicly

available dataset is compared with similar state-of-the-art methods. The proposed

approach has demonstrated superior performance.

The key ingredients of second approach are the spatial distribution and rotation of

human silhouette which include: the formation of average energy silhouette images;

computation of magnitude and gradients of the pixels; sum of direction pixels and

rotation of human silhouette. The spatial distribution of average energy images is

computed by determining the magnitude and gradients of each pixel and further these

magnitudes are quantized into orientation bins. The sum of directional pixels is

computed by summing the pixels values in x and y directions. The rotation of binary

human silhouette is computed using ℜ-transform. Based on these features, a feature

vector is formed by concatenation, which results a novel descriptor for the recognition

of human action and activity. The performance of formed descriptor is tested with
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various publicly available datasets and compared with earlier state-of-the-art

algorithms.

Finally, the research work is concluded and future research direction as well as

possible future applications are highlighted and discussed in detail.
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INTRODUCTION TO VIDEO SEQUENCE ANALYSIS

This chapter introduces first the background of video sequence analysis, which includes

the need of video sequence analysis, applications, and difficulties involved therein.

Thereafter, we describe one of the important applications of video sequence analysis

that is human activity recognition which includes the systematic flow diagram of human

activity recognition system, various steps used like segmentation, feature extraction and

representation, and classification. The challenges involved in each step are also

discussed. At last, the significance of study and overview of the thesis is explained.

1.1 Video Sequence Analysis

A sequence of images displayed at a certain rate of frequency (frames per second) is

termed as a video sequence.  It consists of information in the form of spatial changes

with respect to time, and if someone wants to extract the information from a video

sequence then the spatial change with respect to time must be perceived. For the video

sequence analysis (VSA), the knowledge of core technologies of digital image

processing is a fundamental requirement, which includes image enhancement, image

segmentation, morphological operations, feature extraction and representation, image

classification etc. The main aim of this analysis is to automatically detect and determine

the spatio-temporal events in the video signal and to further interpret the nature of event.

In this analysis, the identification of appropriate objects/regions in the scene

(segmentation), and the most descriptive characteristics of each object/region in the
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complete scene (feature extraction) are extracted. In both the cases, segmentation and

feature extraction, the spatial and temporal dimensions must be taken into consideration

for effective representation of objects/regions. Feature extraction is used for both

coding and indexing and the most adequate coding parameters for each of the

objects/regions is set. A similar process is used for segmentation, to identify the

objects/regions, which permits particular and distinct coding and unwraps enhanced

interaction possibilities. Similarly, the capability to define content in an object/region-

based technique increases the accuracy of the description.

Since last few decades, VSA using intelligent techniques has emerged as a

promising and interesting area of research in the field of computer vision and image

processing due to the critical issues and numerous applications [1] [2] [3] of this

analysis.

1.2 Critical Issues in Video Sequence Analysis

In VSA, there are numerous factors which limit the performance of VSA system such

as recording settings, illumination variations, camera motion, view point variations,

background complexity, similarity between foreground and background objects, high

dimensionality and redundancy of the data etc [4]. All these factors provide an open

challenge to the researchers/technocrats, to design and develop such an algorithm which

has the capability to deal with these issues.

The environmental conditions play a very important role when the recording/

acquisition of the video signal is done because the performance of vision based system
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is highly dependent on the weather conditions. The captured video signal in bad

environmental conditions leads to a poor quality of video signal. Due to the poor quality

of video signal, the object and background of the scene may not be discernible and

because of this, the subsequent task (segmentation, feature extraction) associated with

video sequence analysis system leads to worse performance [5]. Hence, proper

illumination is needed to acquire good quality video signal, where object and

background are discernible.

The motion of the camera causes blurred image of the object in the scene and due

to this an additional de-blurring algorithm is needed to de-blur the object [6]. Hence, to

avoid this there must be proper installation of the camera.

The complexity of the background introduces the problem of extracting the object

from the scene. Due to cluttered background, the object (foreground) and background

may have more similarity [7] and because of this, the accurate segmentation of the

object may not be possible. Hence, it is worthwhile to note that the recording of the

scene must be performed based upon the application to avoid these issues.

1.3 Applications of Video Sequence Analysis

There are numerous applications of VSA and these are broadly categorised as:

 Entertainment: one of the important applications which is directly related to

the daily life of human beings is entertainment, in the form of television (TV),
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movies, high definition television (HDTV) transmission, video games, live

streaming of sports analysis etc [8] [9] [10].

 Commercial: VSA can be used for commercial purposes such as smart CCTV,

advertisement of product, and also in retail industry for tracking the shoppers

inside the store etc [11].

 Security and Surveillance: Most widely used application for security and

safety purposes by military and police [12]. It can be for instance, monitoring

of crowd behaviour at public functions, detecting/ preventing terrorist activities

[13] at public places like airports, railways stations, bus stands etc.,  robbery

detection, home intrusion system etc.

 Human computer interaction: Nowadays the interaction of human being with

machine is increasing rapidly [14] due the advancement of VSA technologies.

The traditional way of interaction of humans with machines is through remote

control, keyboard, mouse, joystick etc. but in the coming years these modes of

interactions may become obsolete due to the invention of various recognition

systems based on [15] [16] body postures, hand gestures, facial expressions,

etc.

 Motion Analysis: There are a variety of systems, where VSA is used to detect

and determine the motion of object. The effective detection, tracking, and

recognition of an object leads to several important applications like human

activity recognition system [17] for detecting various kind of human abnormal
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and normal activities, object tracking, intruder detection and industrial

monitoring.

As highlighted, VSA has a number of applications in various fields of science and

technology but the main focus of this research is to design and develop a novel VSA

algorithm for human activity recognition (HAR) system.

1.4 Human Activity Recognition System

A vision based human activity recognition system is capable of automatically detecting

and determining the ongoing activity in the video sequence by extracting and

interpreting the spatio-temporal changes in the video sequence.  As it is depicted in

Figure 1, the HAR systems in general have some key processing steps like pre-

processing, feature extraction and representation, and classification or recognition of

an activity.

Figure 1.1: Overview of HAR system.

Input Video
Sequences

•Segmentation of
object

•Key Pose selection

Feature Extraction
and Representation

•Shape
•Motion
•Both

Activity Recognition
and Classification

•LDA
•k-NN,
•SVM
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In recent years, the area of vision based Human Activity Recognition (HAR) has grown

phenomenally, reflecting its importance in many high impact social applications

including intelligent surveillance, web video search and retrieval, elderly care system

for better quality of life, content based video analysis, interaction between people,

sports analysis, intelligent robotics, and prevention of terrorist activities [1] [18] [19]

[20] [21]. The typical task of a HAR system is to detect and analyse human activity in

a video sequence. The reviews of previous work [1] [3] [22] [20] [23] reveal the

challenges in vision based HAR systems. Various factors that make the task challenging

are the variations in body postures, the rate of performance, lighting conditions,

occlusion, view point and cluttered background. A good HAR system is capable of

adapting to these variations and efficiently recognizing the human activity class. The

important steps [24] involved in HAR systems are usually: a) Segmentation of

foreground b) Efficient extraction and representation of feature vectors, and c)

Classification or recognition. An effective and novel solution can be proposed at any

step of the work individually, or collectively for all the steps. Due to the variations in

human body anatomy and environmental conditions, every step is full of challenges and

therefore, one can only provide the best solution in terms of recognition accuracy and

processing speed. The shape and motion feature based descriptors [1] are two widely

used methods in HAR systems. Shape based descriptors are generally represented by

the silhouette of the human body and silhouettes are the heart of the activity. Motion

based descriptors are based on the motion of the body, and the region of interest can be

extracted using optical flow and pixel wise oriented difference between the subsequent

frames. The motion based descriptors are not efficient, especially when the object in
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the scene is moving with a variable speed. The subsequent section highlights the detail

of issues related to HAR system and its functioning.

1.4.1 Major Challenges of Human Activity Recognition System

The major challenges of vision based HAR system are to deal with cluttered

background, motion of the camera, view point variations, illumination change,

occlusion, intra-class dissimilarity and inter-class similarity etc. The cluttered

background creates a difficulty for selection of foreground objects (segmentation)

because of the disorderly arrangement of the objects in background and the object

present in the background and foreground may have similar characteristics. For human

silhouette segmentation, the prime step is to extract the human silhouette accurately for

effective representation of human activity. Due to sudden motion of the camera and

view point change, the captured image is distorted and therefore, it is vital that the

position of camera should be fixed otherwise some additional process are required to

detect the motion of the camera and view point change [25], which may be a complex

task. The performance of vision based system is highly affected by the lighting

conditions. Due to poor lighting condition, the captured video signal has low intensity

pixel variation and extraction of desired object becomes a difficult task. Hence, it

becomes, a necessity to maintain proper illumination, throughout the day but it isn’t

always practically possible, especially in the case of surveillance applications.

Therefore, again it becomes necessary to maintain proper illumination, where the HAR

system is installed, but up to a certain level of pixel intensity, variation can be adjusted

by using proper enhancement techniques [26]. Due to the occlusion of the object, the
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complete information about the object cannot be captured by single camera and the

reason for occlusion in HAR system may be due to self-body part or alignment with

another person. The effect of occlusion can be restricted in HAR system by

incorporating multiple cameras, which give information at multiple views [27], or by

employing a robust technique [28] for feature extraction but these solutions have their

own limitations. Having multiple cameras, increases the cost and complexity of system

while robust feature exaction technique may be suitable only to track single person

activity. Inter-class similarity and intra-class dissimilarity of different kinds of human

activities plays a crucial role for the classification. To improve the classification

accuracy of the HAR system, a robust classifier which has the capability to deal with

the high interclass similarity and intra-class dissimilarity, is required [29].

1.5 Problem Statement

Video sequences of different human activities are given, which have clothing variation,

zoom in, zoom out, illumination variation, high intra-class dissimilarity and inter-class

similarity. Under these circumstances, a framework of solutions is proposed that detect

and determine the human silhouette of the activity, and based upon the human silhouette

configuration, human activity is recognized and classified. A texture based entropy

model provides the solution of accurate silhouette extraction under such variations. The

problem of redundancy, losing geometrical and temporal information of feature

representations are solved through key pose selection, cells and grid, computation of

spatial distribution and the sum of directional pixels, and ℜ-transformation. In order to

address the problem of classifier to deal with interclass similarity and intra-class
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dissimilarity, a robust multi-classifier is designed using the fundamentals of support

vector machine.

1.6 Main Contribution of the Thesis

The main contribution of this thesis is to design and develop various novel approaches

for improving the recognition accuracy of HAR system. This thesis also gives the

theoretical basis for the improvement of performance of HAR methods.

1.6.1 Theoretical Formulation

 The problems of segmentation, and spatial and temporal redundancy of the

video signal have been identified.

 The issues involved in the recognition of human activity under the various

lighting conditions have been featured.

 An issue related to the representation of 3-dimensional video signals has been

identified and dealt with.

 Computation of the motion based temporal information of moving human

beings is exhibited.

 The performance of the classifiers under various constraints of the activity

performed has been observed.
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 The low recognition accuracy of the HAR system under complex human

activity has been detected.

1.6.2 Experimental Validation

 The issue of segmentation of object in a video sequence has been addressed by

using a texture based entropy model.

 The spatial and temporal redundancy have been reduced by selecting key poses

of human silhouette for an activity using highest energy concept.

 The representation of 3-dimensional video signal is done via 2-dimesional

approach by forming average energy silhouette images (AESI).

 The loss of motion temporal information in AESI is compensated by

computation of orientation of silhouette using ℜ-transform.

 The effects of computation of spatial distribution of gradients at various levels,

are computed and validated using standard activity datasets.

 The robustness of the proposed algorithms are validated using standard datasets.

1.7 Motivations of Human Activity Recognition

The main motivation behind the study of HAR system is its huge applications in real

world and critical issues. Human activity recognition is a multidisciplinary area of

research which is associated with neural networks, machine learning, intelligent
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computing, human computer interaction, as well as psychology and sociology. Thus,

this field is drawing the attention of researchers for a variety of applications. Another

important fact behind this work is to discover a novel framework for HAR system,

which gives high recognition accuracy and in literature it has been observed that

multiple feature [30] [31] [32] [33] based HAR system gives an improved performance

in comparison with single feature based system. Hence, in this work also, some multiple

feature based approaches for the HAR, are proposed.

1.8 Significance of the Study

The core finding of this study leads to opening of a wide framework for many real life

applications, which are entirely based on human activity recognition. Recently, it has

been seen that the HAR system demands are increasing day by day due their potential

real world applications like unconstrained video search, aerial video analysis, sport

video analysis, health care system, gait analysis and biometric recognition, intelligent

robots etc. Another significance is the direction of future research, which may ignite

the research community for further studies in this area with the help of current state-of-

the-art.

1.9 Thesis Overview

In Chapter 2, the details of the earlier state-of-the-art methods, which include their

merits and demerits in terms of pre-processing, feature extraction and representation,

and classification are described. It also gives the highlights of the research gap in the
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concerned area, and based upon the research gap, the objectives of research are

formulated and explained.

The silhouette and cells based bags-of-word model of activity recognition is

explained in Chapter 3, which includes the detailed description of pre-processing

(segmentation), feature extraction and representation, classification, experimental setup

and discussion of results.

In chapter 4, activity recognition based upon the computation of spatial distribution

of gradients, sum of direction pixels variations on average energy silhouette images,

and human silhouette orientation based motion information computed using ℜ-

transform are presented. The detailed analysis of the computation of spatial distribution

of gradients (SDGs) on average energy silhouette images at different decomposition

levels is presented, and further, an effective model of SDGs computation is proposed,

which is experimentally verified and validated on standard human activity datasets.

Chapter 5 highlights the important conclusions drawn from the research, and also

gives the details of future scope of work.



LITERATURE REVIEW

This chapter introduces the details of earlier work carried out for each and every step

of HAR system, which include the pre-processing approaches to select the human

silhouette, types of feature extraction and representation methods, the methods used for

dealing with high dimensionality of the feature vector and various classification models

used for the recognition and classification of human activities.

2.1 Pre-processing

The video signal captured by the digital camera/CCTV, in most scenarios, is required

to be pre-processed for the later steps. The pre-processing steps are generally

enhancement, conversion of images (RGB to Gray), segmentation, selection of region

of interest (ROI) and normalization. The detection of human in a video sequence is an

extremely difficult task due to the illumination changes and camera movement. The

main objective is to reduce the complexity of the task by considering all the required

information, then building a model or an algorithm that makes the human detection task

simple and reliable.  In this case, the most important information is that the human

present in the video sequence is moving and the goal is to extract the human present in

the video. The extraction can be done by considering the background to be static,

periodically moving or dynamically moving. At pre-processing stage, the main focus is

to reduce the region of interest by using background subtraction (BS) or optical flow
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based method of segmentation. A variety of algorithms are used for these methods and

some popular methods are discussed here.

2.1.1 Background Subtraction

The BS is used where the human is moving and camera is stationary. The simplest way

to get the background image is to capture a background image, which does not have the

moving human in the scene. For each video frame, the absolute difference between the

current frame and static image is computed which is termed as static frame differencing.

However, this method of foreground detection may fail when the illumination is

changed. In most of the realistic situations, where the background image is not available

then a background modelling approach is used to construct the background image.

There are many approaches used for background modelling [34] [35] [36] [37]. These

methods mostly differ in the way backgrounds are modelled and are broadly classified

as [38]: Basic model, Statistical model, Fuzzy model, and other models. Some of the

fundamental background modelling approaches which are frequently used for the

segmentation of foreground objects are classified as: fundamental approaches and

statistical approaches.

2.1.1.1 Basic Modelling

In basic modelling approach, the immediate previous frame is considered as

background frame and it works only for particular conditions of the object i.e. speed

and frame rate. It is also very sensitive to the threshold and mathematically it can be
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defined for a video sequence ( , , ) with length ℓ, which is the total number of

frames of the video as:

( , , ) = ( , , − 1) (2.1)

( , , ) = ( , , ) − ( , , − 1) > ℎ ℎ (2.2)

where Equation 2.1 represents the background image ( , , ) and Equation 2.2 is the

foreground image ( , , ), which consists only of the object. This method of

extracting the object is simply known as frame differencing approach and working of

this approach is highly dependent upon the object structure, speed, frame rate, and

threshold. Due to these constraints, this method of getting the object is not used for

human detection, especially when the human is performing an activity in the video

sequence. This approach also fails when the object in the scene suddenly stops.

Therefore, to address the problem of this method, a modelling approach suggested by

Lai and Yung [39] to update and initialize the background model by taking the running

average of the pixels of successive frames in the video sequence, is considered. The

averaged image is denoted as background image and it is modelled as:

( , , ) = ∑ ( , , − ) (2.3)

Equation 2.3 gives the mean image of the previous frames and this is considered as

the background frame but the accuracy of this modelling depends on the object speed

and frame rate, and also requires high memory. To make this modelling more robust,

a mechanism to update and maintain is incorporated by recursively computing the

background image at each instant of time, which is expressed as:
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( , , ) = ( , , − 1) + ( , , ) (2.4)

Equation 2.4 can be generalized and represented by Equation 2.5:

ℬ = (1 − )ℬ + (2.5)

where ℬ is the background model at time and is related as ∈ {1, }, is the learning

rate and is related as ∈ [0,1], and is the video sequence. The key advantage of this

method is that it automatically updates the background model but it may fail under a

few circumstances such as when the background is bimodal, and the moving human is

fast and frame rate is slow.

Recently, some methods [40] [41] [42] [43] [44] suggested the use of colour, texture

and edges of the scene to perform foreground detection. Chua et al. [40] proposed a

robust colour texture based BS model with an adaptive weighting scheme that

automatically modifies the weight between the colour and texture similarities. Zhang

and Xu [41] introduces a novel colour and texture feature based fusion model for

background subtarction. A hierarchical coarse-to-fine texture description based

background modelling approach presented by Yeh et al. [42] , fully utilizes the texture

characteristics of each preceding frame and the method can handle both the shadow

disturbance and lighting variation. Chiranjeevi and Sengupta [43] proposed a new

algorithm for the detection of moving object using combination of intensity and

statistical texture features for better object localization and robustness. Martínez et al.

[44] proposed a method to assess the texture feature based on coarseness, contrast and

directionality. These features play a vital role in the human perception of texture. To
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meet the purpose, they used the fuzzy set of different groups of measures and the

performance of each set is analyzed with human assessment.

2.1.1.2 Statistical Modelling

In the statistical approach of BS, each pixel histogram is modelled by a single Gaussian

function [45] or a mixture of Gaussian functions [46] or kernel density estimation [47]

and the updating is done by running average. The foreground and background

classification of the pixels is done using statistical variables i.e. mean and variance. In

these models, if a pixel is classified as a background pixel then it is ignored in the

foreground. Wren et al. [45] describe that a single Gaussian model is used for each pixel

histogram but it doesn’t handle the multimodal backgrounds. To address the

multimodal background problem, a model is proposed in [46] , which is called as

Gaussian mixture model (GMM) but the issues with GMM are handling of number of

Gaussians, initialization parameters and updating over the time. In GMM, each pixel

colour distribution is represented by weighted Gaussian distributions in a certain colour

space. The distributions are updated by running average by computing mean ( ) and

variance ( ) through Equation 2.6 and 2.7, which are as follows:

= + (1 − ) (2.6)

= ( − ) + (1 − ) (2.7)
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A new image is processed by GMM ( ) at time from the measures ( , , … . )

of each correct pixel. The probability that a pixel is a part of background or foreground

is defined as:

( ⁄ ) = ∑ ( ) / |∑ | / exp(− ( − ) ∑ ( − ) (2.8)

where is the measure and d is the dimension of colour space, N is the number of

Gaussians, ∑ is the covariance matrix, is the weighting factor, where ∑ = 1.| . | is matrix determinant. In RGB colour space if each pixel is considered as

independent then covariance matrix is defined as:

∑ = , 0 00 , 00 0 , (2.9)

where the subscripts 1, 2, 3 refer to channel numbers like the RGB colour space. To

update the GMM, first is measured, which is associated with one Gaussian out of n,

if:

‖ − ‖ < (2.10)

where is 2 or 3 [38], represents the variance of Gaussian distribution of index n.

If the condition in Equation 2.10 is true then this measure represents the background of

the image. The performance of GMM is good in outdoor scenes and it can also handle

a little variation in the lighting conditions. Hence, it may be a good BS algorithm for

video surveillance applications but the shadow of the objects creates a problems and it

is also inefficient, if the video frames are noisy.
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2.1.2 Optical Flow

Optical flow is defined as the flow of intensity pattern or displacement of pixels in

subsequent frames of a video sequence. For the extraction of moving object in a video

sequence, a variety of methods [48] [49] are used to estimate the optical flow field in

the subsequent frames. Optical flow reflects the change in an image due to motion in

consecutive frames. It also reflects that the three-dimensional motion of an object points

across a two-dimensional image and it can state about the relative distances of equal

speed objects. There are number of approaches to compute the optical flow by different

ways but mostly they have three common stages of processing [50], which are as

follows:

 In order to extract signal with enhanced signal to noise ratio, pre-filtering and

smoothing is performed.

 Secondly, the basic measurements such as spatio-temporal derivatives and local

correlation extraction are done.

 In the last stage, integration of these measurements is done to produce 2D- flow

field, which often includes assumptions about the smoothness of the original

flow field.

From the recent reviews [51] [52], optical flow computation approaches can be broadly

categorised based on derivative, region, frequency and phase of an image.
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The fundamental approach is based on the derivative of an image, in which optical

flow of image frames is computed using the spatio-temporal derivative by considering

few constraints like brightness constancy, velocity smoothness, and temporal

persistence. To understand better, let us assume an image frame, where ( , , ) is the

center pixel of × image and this pixel moves with , in time and denoted

as ( + , + , + ). As it is assumed that intensity is constant hence it can be

written as:

( , , ) = ( + , + , + ) (2.11)

As it is assumed that , and are partial changes of the location with time, hence

Equation 2.11, can be expressed using Taylor series expansion as:

( + , + , + ) = ( , , ) + + + + ℎ. . . (2.12)

where h.o.t. stands for higher order terms and it is assumed that these are very small

hence can be omitted. Using Equation 2.11 and 2.12, it can be expressed as:

+ + = 0 or + + = 0 (2.13)

and is the displacement upon time, which can be called as image velocity or flow

of intensity, or optical flow and respectively written as: and . The partial

derivative in Equation 2.13 is normally written as:

= , = and = (2.14)

Equation 2.14, can be compactly written as:
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, . , = − or ∇ . ⃗ = − (2.15)

where ∇I = v , v is the spatial intensity gradient and v⃗ = v , v is the optical flow

at pixel (x, y) at time t. Equation 2.15 is also called fundamental optical flow

computation equation. The fundamental principle of computation of optical flow was

explained but later on some modifications were proposed by [53] [54] to make optical

flow techniques more robust. There are certain issues with the optical flow methods

like the problem of aperture, need of uniform illumination, shadows of objects, and

occlusion. Using this principle of computation (optical flow), the moving pixels

locations can be computed and based upon the need, further tasks can be performed on

these pixels like segmentation of moving objects, motion feature computation, object

tracking etc. After the pre-processing stage, the feature extraction and representation

are carried out in HAR system.

2.2 Feature Extraction and Representation

In vision based activity recognition, an activity is recorded or captured by the video

camera/CCTV. Activity is performed by the motion of the whole human body or some

part of the human body. Due to the motion of human body/part the shape of human

silhouette changes with respect to time. Hence, it can be said that for the recognition of

human action and activity, one must extract shape as well as the motion of human body

in the consecutive frames of the video sequence.

In the past, a significant amount of work has been reported in the literature for the

recognition of human activity using video sequences and most of the HAR methods
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rely on the local features, global features, key points, spatial-temporal features, bags of

words etc. [1] [3] [19] [20] [21] [55]. All these methods generate a set of features and

then an appropriate machine learning classifier is used for the recognition of the

activity.

In general, the HAR approaches of feature extraction can be categorized on the

basis of feature representation and these are: learned geometrical approaches of human

body parts, spatio-temporal templates, appearance or region features, shape features,

interest-point-based representations, and optical flow or motion patterns. The details

about these representations are formed and explained in the subsequent sections.

2.2.1 Visual Appearance based Representations

In recent years, appearance based representation of features has become popular. In this

representation, the human body or parts of the human body are learned by appropriate

models and further it is matched with the target video sequence for the activity

recognition [31] [56] [57] [58]. The temporal information of the activity is computed

by training of Hidden Markov Models (HMM) and their different alternatives. The

appearance based approach works well for still image based activity recognition, where

maximum visual information is present. However, activities involving the entire body

are difficult to handle due to variation in clothing from one actor to other. A bag-of-

word model based on textural appearance of humans is proposed in [58] and contains

the formation of a new descriptor of space–time interest points that combines the

descriptor of a 3D gradient extractor with a textural descriptor. Recently, Zhang et al.
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[31], presented an appearance based anomaly detector using support vector data

description.

2.2.2 3D-Volume based Representation

The approaches based on 3D volume of video for HAR use the features’ volumes,

trajectories, and local interest points. In this approach, first the video image is

constructed and then matched with the stored known representation. This approach of

representation is very effective where background is stationary and object is moving.

Also, it can construct 3D model of a human and represent the shape and motion spatially

using motion energy images (MEI). By this approach the simple activities like sitting,

waving and crouching can be effectively represented. Shechtman and Irani [59]

presented a space time volume based approach, where background segmentation is not

needed and a behavior-based similarity measure is used to determine whether two

different space-time intensity patterns of two different video segments have similar

underlying motion field. It detects the similar activity in the video sequence despite the

differences in appearing pattern due to different clothing, different backgrounds, and

different illumination. The benefits of this approach are that no prior modeling or

learning are needed, and no need to build a complex model of human body

configurations and the recognition can be accomplished directly on the raw video.

2.2.3 Interest Point based Representation

An efficient approach of spatio-temporal interest points (STIPs) based on local features

using a temporal Gabor filter and a spatial Gaussian filter was introduced by Dollar et
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al. [60]. Thereafter, a number of STIPs detectors and descriptors have been proposed

by several researchers [61] [62] [63] [64] [65] [66]. These local features based

descriptors became popular due to their robustness against noise and occlusion because

there was no need to track whole body of human being. However, these methods

seemingly, are less effective for complex activity modelling (e.g. Ballet movement) and

it is difficult to find the interest points.

2.2.4 Optical/Motion Flow based Representation

A motion template based activity recognition model has been presented by Hu and

Boulgouris [67], where the templates are designed in such a way so as to keep the

structural and motion information, which is the most discriminative among activities.

The direct measurement of motion encapsulates the translational based motion

information of the activity. In [68], optical flow of the scene is determined using Lucas-

Kanade optical flow method with pyramid structure, which gives the motion

information of the human to some extent. Then, this information is passed on to the

feature descriptor, which consists of angles, bounce and other relevant information that

discriminate the human activity. An approach [69] based on a set of kinematic features

computed through optical flow method for HAR in the video sequence is presented and

the computed features are divergence, vorticity, symmetry and antisymmetric optical

flow fields, and flow gradients. Poularakis et al. [70] proposed a computationally

efficient model for the recognition of human daily living activities based on the motion

feature estimation. To compute motion feature a fast dense optical flow method is used,

which is computationally efficient with minimum loss of recognition accuracy.
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2.2.5 Shape and Silhouette based Representations

One of the most popular representation approach used for human activity recognition

is shape based, because shape of an object is considered as a highly reliable parameter.

This representation includes silhouette and edges of the human body but in general most

of the work reported is based on the silhouette based representation. In this

representation, human silhouette is considered as a fundamental information processing

unit and this section is more relevant to the further research. Bobick & Davis [71]

presented a silhouette based method in which the Motion History Images and Motion

Energy Images (MHI, MEI) are used for activity recognition. These MEI and MHI are

the images extracted from the video frames and these images are then stacked so as to

preserve the temporal content of the activity. A method [72] based on contour points of

human silhouettes is used to represent the human poses, and the actions are classified

by using multi-view key poses.  Later on, Chaaraoui et al. [73] proposed another method

of HAR system based on silhouette, where they optimized the parameters using

evolutionary computing and reported enhanced performance. Silhouette based

approaches give effective representation of human activity but they result in high

feature vector size and are less suitable when human is occluded. A holistic approach

of human action recognition that relies on the human silhouette sequences was proposed

by several researchers [22] [71] [73] [74] [75] [76] [77]. In silhouette based method,

the foreground is extracted using background segmentation and then features are

extracted from the silhouettes. Weinland et al. [22] worked on matching template

technique in which the region of interest (ROI) is divided into a fixed spatial or temporal

grid due to which, the effect of noise present in an image and viewpoint variance can
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be reduced significantly. Thurau & Hlavac [78] used a histogram of oriented gradients

based approach to represent activity, and also concluded that silhouettes are the best

information unit for representing human activity. Shao et al. [77] proposed modified

bags-of- words model called as bag of correlated poses using the advantages of global

and local features. They addressed the problem of losing geometric information in bag

of visual words representation, which generally is implemented using k-mean

clustering algorithm.

More recently, multiple feature based techniques [30] [31] [32] [33] [79] are

becoming popular for the recognition of human activities. Sedai et al. [32] proposed a

multiple feature based HAR model, which combines the shape and appearance features,

which gives the improved performance over the single feature based methods for HAR.

Shao et al. [80] use multiple features for the recognition of human activity and these

feature are 3D gradients and wavelet transform.

In all these approaches, it has been observed that the holistic approach model

results in high dimensionality of the descriptor; hence there is a need for dimensional

reduction techniques for efficient recognition.

The PCA [81] is a popular linear dimensionality reduction technique that has been

widely used for dimension reduction and classification purpose in activity recognition

[75] [82]. The determined data of the feature set has the correlated and uncorrelated

data with each other. The correlated feature set of different classes makes the

classification complex, and slow. Hence, for efficient and fast classification, feature set

must have uncorrelated set and the uncorrelated feature set has lower dimension.
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Therefore, for easy handling of data and improved classification, the dimension of

feature set must be reduced. The PCA is a popular method for the reduction of

dimension of the feature set by maximizing the variance of the feature set and mapping

the feature sets into a lesser dimensional space. The concept of PCA technique for

dimension reduction and getting the uncorrelated feature set is as follows: Consider a

feature matrix ℳ having -dimensions. The principal axes { , , , … … . , }
with 1 ≤ ≤ , are the orthogonal axes on which the variance is maximum in the

project space. Generally, { , , , … … . , } are expressed by principal

Eigenvectors of the sample covariance matrix as:

= ∑ ( − ) ( − ) (2.16)

where ∈ ℳ, is the mean of the samples, is the number of samples. The

orthogonal directions and largest variance can be found from Eigenvectors, as

expressed:

= , ∈ 1, … … (2.17)

where, is the largest Eigen value of . The principal component of given

observation vector of ∈ ℳ is expressed as:

= [ , , , … … ] = [ , , , … . , ] = . (2.18)

where, is the principal component of . The reduced dimension of feature set leads

to a better classification performance with high recognition accuracy and fast

computation time and these effects can be observed by classifying the feature set with

different classifiers.
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2.3 Classification Models

There are various types of classifiers, which are used for the purpose of classification

and recognition of human activities. Mostly for human activity classification, machine

learned classifiers are widely preferred due to their intelligent capability of handling

unknown test samples. Some of the most widely used classifiers are linear discriminant

analysis (LDA), K-nearest neighbour (KNN) and support vector machines (SVM).

2.3.1 Linear Discriminant Analysis

It provides an improved classification of various classes of data by maximizing the

margin between dissimilar classes and minimizing the margin within the same class.

The scatter matrices within the class and between the classes can be determined as [83]:

= ∑ ∑ ( − )( − )∈ℭℭ (2.19)

= ∑ ( − )( − )ℭ (2.20)

here, N represents the total number of samples, denotes the number of sample points

of each class used for training, is a sample vector of a specific class, ℭ is the total

number of classes, is the mean of each class, is the total mean of the vector, is

the scatter matrix that represents the amount of scattering within the classes of activities

and is the scatter matrix that signifies the amount of scattering matrix between the

classes. To optimize the discrimination, the projection matrix in space can be

determined as:
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= (2.21)

where is the transformation and it can be expressed linearly as:

= (2.22)

The maximum value of that corresponds to can be obtained by obtaining the

Eigen value . It has been proved that the largest value of corresponds to ℭ − 1.

2.3.2 K-Nearest Neighbour

The -nearest neighbour (K-NN) classifier selects the -closest samples of training

feature set to a new instance and the nearest class having highest votes is mapped to the

test instance. One of the biggest advantages of this classifier is its non-parametric

nature, it does not require any assumptions and easily classifies the data even in higher

dimension space. Consider a query instance ℤ, then the output of K-NN classifier is

described as in [84]:

− (ℤ) = [ ( , ℤ)], ∈ (2.23)

where ( , ℤ) is class probability and it is given as:

( , ℤ) = ∑ ℓ( ). ( ( ,ℤ))∈ ℤ∑ ( ( ,ℤ))∈ ℤ (2.24)

where ℓ(. ) is a function whose value is one, when the condition is ‘yes’, otherwise zero,( , ℤ) is the distance between the two points which in this case is Euclidian distance

and ℤ is the nearest neighbour of ℤ . The kernel function ( , ℤ) = 1 ( , ℤ)⁄ .
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The best matching label among the points, which is closest to the training matrix, is

chosen as the classification result.

2.3.3 Support Vector Machine

Support vector machine (SVM) is one of the most widely used classifiers for the

classification of human activity [58] [85] [86] [87] due to high classification accuracy.

The principle of SVM is based on structural risk minimization principle and the training

is supervised. The label of the training data is used to obtain a decision boundary

between the two classes. It is a non-probabilistic binary linear classifier and constructs

a hyperplane in higher dimensional space which provides adequate separation between

the two classes. The hyperplane is developed by maximizing the margin between the

two classes. A margin is the distance between the two classes and is determined by the

support vector points. The support vectors are the points that are nearest to the

hyperplane. Maximizing the margin leads to the linear programming problem and due

to this, it is also known as a maximum margin classifier. Support vectors are features

of the samples, which are close to the hyperplane of an SVM, and are encircled in Figure

2.1 and 2.2. Therefore, the determination of the location of most important data is near

the hyperplane and hyperplane is formed by the set of lines drawn between the class

samples. To design an SVM, there are the two possibilities, one is that the classes are

separable linearly and second is the classes are not separable linearly, which is as shown

in Figure 2.1 and 2.2. To perform the classification of the two classes, a linear or

nonlinear kernel based SVM is applied based upon the feature space. As it is seen from

figure 2.1 and 2.2, where in Figure 2.1 the samples can be classified linearly by using
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linear function and in Figure 2.2 the samples cannot be classified linearly hence a kernel

based on nonlinear classification approach may be used.

Figure 2.1: Two possible hyperplanes for a Linear SVM.

Figure 2.2: Non-linear function based SVM.
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The classification in SVM is done by mapping the input data into the higher

dimensional feature space. Consider N training samples of feature set . Where:

= {( , ) ∥ ∈ ℝ , ∈ (−1,1)} (2.25)

where m is the dimensional feature vector signifying the ith training sample and ∈(−1,1) is the class label of . An optimal hyper plane can be expressed as:

( ) = (∑ , + ) (2.26)

Where (.) represents the sign functions, and , is nonlinear predefined

kernel function. The non-linear SVM, which is formed by using radial basis function is

as follows:

, = exp(− ∥ − ∥ , > 0 (2.27)

The coefficients and can be determined using the concept of maximization of

hyperplane value and are written as:

∑ − ∑ ( , ), (2.28)

where ∑ = 0, 0 ≤ ≤ , ∀ and = ∓1. Where C is the penalty

parameter that signifies the trade-off between maximizing the margin and minimizing

the training set error.

Initially, it is used for classification of two classes, but later on it is extended to the

multi-class problem. In two class problem, it is one of the most efficient and robust

classifiers. Hence, by utilizing the advantages of the two class SVM, it is extended for
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multiclass SVM. The frequently used approaches of multiclass SVMs [87] are I) one-

against-rest II) one-against-one III) directed acyclic graph SVM.

Although, the SVM is a binary classifier, it can still be extended for M-class

classification for human activity recognition. One of the widely used multiclass

techniques is one-against-rest [88] and the tool used for SVM classification is LIBSVM

[89]. In one-against-rest classifier M number of binary SVM classifiers are formed, in

which one class is separated from the rest of the classes. The ith SVM is trained with all

the training samples of ith class with positive tags, and rest with negative tags. This

process is done until all classes are trained against all others as one class. Testing of an

unknown vector is done for all structures generated in the training and if this vector

does not belong to any class then, it will lie in between the margin. And if this belongs

to a class, then it will show up in that class, and in this way one can find to which class

this vector belongs.

2.4 Research Gaps

Based upon the analysis of earlier state-of-the art methods on human action and activity

recognition, we have captured the problems and listed a layout of the solutions for these

problems, which are as follows:

 It is observed that the holistic representation of human activity requires an

efficient method for the extraction of silhouette from the video sequence.

Usually, foreground segmentation is done using background modelling and

background subtraction, but it is not always possible to get good results due to



Chapter 2: Literature Review 34

inaccurate modelling of the background. Hence, in this work we have used a

texture based segmentation approach to extract the human silhouettes.

 The problem of losing geometrical information in the bags of visual word is

addressed by selecting key poses of the human silhouettes. Further, to describe

the silhouette information, we have proposed a simple scheme which preserves

the spatial change in the human silhouette over time.

 The loss of motion temporal information in average energy images (AEIs) are

compensated by incorporation of additionally computed motion temporal

information for action recognition.

 The performance of a classifier reduces when the activities have interclass

similarity and intra-class dissimilarity. Therefore, to improve the classification

of HAR system, we have constructed a hybrid classification model with the

combination of “SVM-NN” classifiers.

2.5 Research Objectives

The main objective of this thesis is to analyse various issues involved in the human

activity recognition using human silhouettes, and thus further to propose the solution

framework based on the human silhouettes. Also, the problem of less classification

accuracy of human action/activity is addressed by proposing a hybrid classification

model. To fulfil these objectives, the following frame of work has been performed:

 For effective and accurate representation of human action and activity, an

approach based on key poses of the human silhouette is developed by dividing
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the key poses of human silhouettes into cells and grids, which preserve the

structural and temporal information.

 To address the problem of less recognition rate of human action/activity

recognition system, a hybrid classification model is proposed, which is capable

of dealing with the intra-class dissimilarity and interclass similarity.

 Design and development of a shape and motion rich feature descriptor by

providing additional motion information to the average energy images

computed through ℜ-transform.

 The effect of computation of spatial distribution of gradients on average energy

images at various levels is analysed. Further, based upon the analysis, a

modified label of computation of spatial distribution of gradients is proposed,

which gives the finer spatial distribution of shape.



HUMAN SILHOUETTE REPRESENTATION

This chapter introduces the activity recognition using human silhouettes, which

includes extraction of human silhouettes using texture based segmentation approach,

feature extraction and representation using cells and grid approach, experimental

setting, comparative analysis of  result, and discussion of the result.

3.1 Introduction

The objective of this chapter is to present a new approach for human activity

recognition in a video sequence by exploiting the key poses of the human silhouettes,

and constructing a new classification model. The spatio-temporal shape variations of

the human silhouettes are represented by dividing the key poses of the silhouettes into

a fixed number of grids and cells, which leads to a noise free depiction. The

computation of parameters of grids and cells leads to modelling of feature vectors. This

computation of parameters of grids and cells is further arranged in such a manner so as

to preserve the time sequence of the silhouettes. To classify these feature vectors, a

hybrid classification model is proposed based upon the comparative study of Linear

Discriminant Analysis (LDA), K-Nearest Neighbour (K-NN) and Support Vector

Machine (SVM) Classifier. The effectiveness of the proposed approach of activity

representation and classification model is tested over three public data sets i.e.

Weizmann, KTH, and Ballet Movement. The comparative analysis shows that the
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proposed method is superior in terms of recognition accuracy to similar state-of-the-art

methods.

3.2 Proposed Methodology

This approach is based on the silhouette of the human body which is extracted from the

video sequence of the activity by segmentation techniques. The segmented silhouette

is pre-processed to improve its quality for the feature extraction. Features generated

from different silhouette images are then arranged in a representable form. Further,

dimension reduction, and classification are used. The workflow diagram of the

proposed framework is depicted in Figure 3.1.

Figure 3.1: Workflow diagram of proposed framework.

Input of video sequence is provided by CCTV/Digital Camera and these sequences may

be a sequence of colour images or grayscale images, depending upon the image pre-

processing is carried out for later steps. The silhouette extraction is segmentation of

foreground by elimination of background. The feature extraction and representation is

crucial stage, which makes the algorithm good or bad. The represented features

dimensions are generally high hence dimension reduction techniques is needed for fast
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classification and recognition of human activity and PCA is a popular techniques for

this task. The detail description of each block is presented in following subsections.

3.2.1 Extraction of Human Silhouette

For human activity recognition, the background subtraction is considered as the

fundamental challenge of vision based activity recognition. The other challenges which

make the task challenging are illumination change, dynamic background, shadows,

video noise, etc. [36]. In background subtraction, the fundamental concept is to

construct and update the model of the background scene, and foreground object pixels

are detected if they differ from the background model up to a certain limit.  In the past,

Gaussian Mixture Model (GMM) and Local Binary Pattern (LBP) based background

models are widely used. In GMM, numerous Gaussian mixture distributions are used

to demonstrate each pixel, where each Gaussian distribution characterizes the intensity

of pixel distribution over time.  For the noisy video sequence, the parameter estimation

is unpredictable in case of assumption of Gaussian distribution. Hence, it can be

concluded that this assumption is not always true. LBP is a very efficient textural

operator, which labels the pixels of the image by thresholding the neighbourhood of

each pixel, resulting in a binary pattern. Initially, Haralick et al. (1973), proposed a

textural feature based segmentation approach using Gray Level co-occurrence matrix

(GLCM). Thereafter, numerous textural feature based segmentation techniques have

been proposed [40] [90] [91]. A robust textural feature based approach using LBP for

background subtraction model is proposed by Chua et al. [40], in which, they have

demonstrated that the textural feature based segmentation method gives more effective
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results for video surveillance applications. Textural feature based fast and efficient

segmentation approach using Gray level co-occurrence matrix (GLCM) has been

implemented on FPGA [90] [91] for different real life applications. The realization of

texture based algorithm in real life applications has encouraged us to use textural feature

based background subtraction in this work.

A method for describing different textures was originally presented by [92]. They

proposed a matrix called Gray-Level Co-Occurrence Matrix, which allows describing

texture based on differences in intensity in different directions and used 14 different

features for classification of different textures in the image. Entropy is one of the most

important parameter that describes the texture information in an image and it can be

expressed as:

= ∑ ∑ ( , ) log( ( , )) (3.1)

where ( , ) = ( , )∑ ( , ), is the probability density function; here and are indices to

the co-occurrence matrix . The entropy of the image is used to describe its

complexity. Higher the entropy, higher is the complexity of the image. An entropy filter

is generated in an image to represent the different textures present in the image. The

filter matrix is generated for a pixel and its entropy is calculated in 9 × 9
neighbourhood. Converting this filter matrix into binary form with some thresholding

gives an image with white spots at different areas. For a two-textured image, one part

contains spots of the same size, and the same is true for the other parts. Removing one

such part gives the mask for getting a human blob. Applying this mask over the raw

image provides us with the silhouette from this raw image as shown in Figure 3.2.
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Figure 3.2: The flow diagram of silhouette extraction.

The segmented image may contain different white contours, but all of them are not

human silhouettes. By comparing the size of these contours one can find the contour

with the largest area which is fortunately, the human silhouette. This part of the image

is selected and classified as human silhouette. As in Figure 3.2, two parts are shown

that have the same texture, but human part has the larger area and therefore it has been

selected as a silhouette.

3.2.2 Feature Extraction and Representation

Recently, it has been observed that the concept of visual recognition in static images

[93] has been successfully extended to video sequences representation. The various

methods [55] [94] [95], used for representing human activities are: the feature detectors,

feature descriptors, bag-of-features representations, and local features based on voting

for localization. The feature extraction is the prime step for analysis of video sequences
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and extracted features must be robust, and invariant against the variation of recording

conditions, body pose, etc. All the analysis is done over the feature set collected and

based on that, one can find the desired results by applying different techniques.

Subsequent sections describe about the key pose selection, and feature extraction and

representation.

3.2.2.1 Selection of Key Poses

In general some of the video frames do not contain any information content about the

object. Consider a person who is ‘walking’ and the camera is still, he will pass in front

of the camera for a short time, and most of the time frames do not have any content

with ‘human blob.’ To select the frames, which have maximum information content,

the key frames are extracted and are used for the purpose of feature extraction. Figure

3.3 depicts the mechanism that is involved in the extraction of key frames out of a large

number of frames present in a video.

The −key frames, which have significant energy value as compared to the

highest energy value of the frame, are chosen for further processing, and energy of the

frame is calculated using Equation 3.2. These −key frames are kept in a timed

sequence with reference to the highest energy frame and by this arrangement of key

frames the spatial change of the shape with respect to time is maintained. Computation

of these key frames is extremely robust in discriminating different human activity due

to their ability to discriminate both spatial and temporal information. Additionally,

selection of key poses improves the redundancy and also eliminate the geometrical loss

of information. Hence, it becomes extremely important to select the key poses of the
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human activity for its effective representation.

Figure 3.3: Flow diagram of selecting key poses frames.

The timed sequence silhouette frames are divided into a number of cells, and each

cell contains different number of white pixels. To maintain uniformity, the size of the

frames has to be fixed. The difference in the size of the obtained silhouette may give

different information and may lead to misclassification or error. The silhouettes of

person extracted from earlier steps are not of the uniform size and therefore, it is

necessary to resize the images.

3.2.2.2 Cells Formation

The resized image of × contains total pixels equivalent to ℕ. It is divided into a

grid of × images as depicted in Figure 3.4. Since the image is converted into

binary form, therefore the white pixel can be calculated in the cell and the number of
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white pixel is used as a feature for this particular cell or grid. Similarly, the number

white pixels in each cell is computed to form the feature vector.

Figure 3.4: Formation of cells using grid.

3.2.2.3 Procedure of Feature Extraction and Representation

Consider a segmented video of an activity that contains a finite number ( ) of frames,

represented as ( , ), where represents the frame number i.e. ∈ {1,2,3, . . . , } and

, are the dimensions of the frames. To maintain uniformity, the next step is to resize

each frame to a size of × .

For effective and efficient representation of activity, only key poses of the frames

are chosen and these are the frames that have higher energy in the video sequence

compared to other frames. The energy of a frame is calculated as:

= ∑ ∑ ‖ ( , )‖ (3.2)

For the selection of key poses of the silhouette frames, a sequential search operation is

applied up to a certain number of frames to find highest energy value of silhouette frame
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among all frames ( , , , , … … … … … … … … … … … … . . ). The highest energy

value frame is considered as the reference frame and the frames which have significant

energy value as compared to the highest energy value frame are selected as -key

frames of the silhouette. Now, each key frame is divided into cell images ( , ),

where each cell is of size × , and the total number of cells therefore are calculated

as:

× = (3.3)

where is total number of cells in the key frames and denoted as

( , , , , … . . , ).Since silhouette images are binary images, they may contain

only white or black pixels and the number of white pixels are counted as:

= { ( , )}, ℎ = 0,1,2, … … … … . . (3.4)

Where represents the number of white pixels in the ith cell, the counted number of

pixels in a cell of one frame are arranged in such a manner that retains the time sequence

of the action and can be represented as:

= , , , , … … … … , ℎ = 1,2,3, … … … . (3.5)

where contains the white pixel count of the ith key frame. Thus, the feature vector of

an activity video sequence is expressed as:

= [ , , , , … … . … … … . ], ℎ = 1,2,3,4, … … … … . . . (3.6)

where is the total number of videos in the data set. Substituting the Equation 3.5 in

Equation 3.6, then feature vector for a single video of activity is:
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= , , , … … , , , , … … … , , , … …. . (3.7)

Similarly, the feature set of a dataset which contains number of videos of all

classes can be represented as:

=
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ = , , , … … , , , , … … … , , , , … …. .= , , , … … , , , , … … … , , , , … …. .....= , , , … … , , , , … … … , , , , … …. . ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

(3.8)

where corresponds to the videos of all classes. One of the important aspects of the

feature set is its dimension. If the dimension is high, then it must be reduced to a lower

dimension for efficient and speedy classification. The dimension of the feature set

can be determined by determining the dimension of feature vector representing a single

video in Equation 3.7. It is determined to be = × and after concatenation the

dimension is written as 1 × . Hence, the dimension of the final feature set is

determined as × . Finally, in order to recognize actions, these feature vectors and

their labels are passed to the classifiers.

3.2.3 Classification Models

Usually, the computed data of feature set have the correlated and uncorrelated data

together and the correlated feature set of different classes makes the classification
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complex and slow. Hence, for efficient and fast classification, the feature set must have

uncorrelated data since the uncorrelated feature set has a lower dimension. So, for easy

handling of data and improved classification, the dimension of feature set must be

reduced. The PCA [81] is a popular method for the reduction of dimension of the feature

set by maximizing the variance of the feature set and mapping the feature set into a

lower dimensional space.

The significant lower dimension data is classified by training and testing of the

feature set. There are two types of classifiers used for the human activity recognition,

which are i) Linear and ii) Nonlinear. We have used one linear and two nonlinear

classifiers. The linear classifier is the LDA, and nonlinear classifiers are: K-NN, and

SVM. In addition to these one more nonlinear classification model is proposed using

the combination of SVM and K-NN.

Originally, the concept of Linear Discriminant Analysis (LDA) was proposed by

[83], also known as Fisher’s Discriminant Analysis.  It provides an improved

classification of various classes of data by maximizing the margin between dissimilar

classes and minimizing the margin within the same classes.

The K-NN classifier [84] selects the -closest samples of training feature set to

the new instance, and the nearest class having highest voting is mapped to test instance.

One of the biggest advantages of this classifier is its non-parametric nature. It does not

require any assumptions and easily classifies the data even with a higher dimension

space.

Support vector machine (SVM) is a machine learning classifier based on the

structural risk minimization principle [96]. It is one of the widely used classifiers for
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classification of human activity [87]. The term support vectors are features of the

samples, which are close to the hyperplane of an SVM. Therefore, the determination of

the location of most important data is near the hyperplane and it is formed by the set of

lines drawn between the class samples.

3.2.3.1 Hybrid Classifier

To enhance the classification accuracy, a hybrid classification model is developed,

which comprises SVM and K-NN classifier. As it is shown in Figure 3.5, the support

vectors (encircled) are samples of feature set, which are close to the decision boundary

and play a decisive role in the classification of a test sample. If a particular test sample

is close to the hyperplane, then an accurate classification is not always possible, and

SVM may classify these sample inaccurately. Therefore, in this classification model,

the wrongly classified samples are further classified by clustering these samples.

It is also vital to mention here that the wrongly classified test samples through

SVM, which are close to the hyperplane, become the representative points for K-NN.

These wrongly classified samples are further classified using the 1-NN classifier, and

if the 1-NN correctly classifies any wrongly classified sample of SVM then the original

classification result obtained by SVM is updated, otherwise it remains unaltered.

Hence, by use of multiple classifications, the overall classification accuracy can be

improved.

The performance of the hybrid classifier is evaluated using model of HAR system

whose block diagram is as shown in Figure 3.6, where the dotted box is the hybrid



Chapter 3: Human Silhouette Representation 48

classifier model. The proposed model is the partial cascading of two classifiers (SVM,

KNN), where the human activity feature sets are extracted from human silhouettes and

subsequently, these sets are dimensionally reduced by PCA. Further, the reduced

feature sets are used for training and testing of the SVM classifier. The test scheme used

for the classification of these feature sets is leave-one-out cross-validation (LOOCV).

Figure 3.5: The formation of hybrid classifier (SVM-KNN) in feature space.

In the LOO scheme, the samples of one class are input together, and the result is

predicted by the classifier based on the training. If there are N-number of classes, then

the testing is performed N times, and a confusion matrix of N×N order is formed and

passed to the fuser unit. The confusion matrix consists of the predicted class samples

against the input class samples in the form of true positive (TP), true negative (TN),

false positive (FP), and false negative (FN).

Hyperplane

Hyperplane
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Figure 3.6: Hybrid classification model for HAR.

The correctly predicted sample are stored as TP and wrongly predicted sample are

stored as FN. The FN samples of each class are further classified using the 1-NN

classifier, and if any sample of FN is classified as a TP sample category, then the

original confusion matrix having TP sample values of each class is updated by the fuser

unit, else it remains unchanged. Hence, in this way the overall accuracy is improved.

The detailed performance analysis of the hybrid classifier is presented in the subsequent

section.

3.3 Experimental Work

In order to assess the effectiveness of the proposed approach, we have conducted

experiments on three public benchmarks, the Weizmann dataset [74], the KTH dataset

[97], and the Ballet dataset [98]. The assessments include a range of variations resulting

from different resolutions, lighting conditions, occlusions, background disorder, and

uneven motions. In this experiment, for the representation of all videos of the data sets,
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25 key frames of size 50 × 30 are used to represent an activity sequence and each frame

has 60 number of cells, which is obtained by considering the size of each cell 5 × 5.

Hence, the dimension of a silhouette is 25 × 60 = 1500, and after concatenation the

silhouette feature vector is represented as 1 × 1500. To evaluate the outcome of action

classifications, a leave-one-out (LOO) cross validation scheme is opted for all the data

sets. For each data set, we have used three machine learned classifier (LDA, K-NN,

SVM). In addition to these, to enhance the recognition accuracy a hybrid “SVM-NN”

classification model is proposed. The average recognition accuracy (ARA) is computed

using Equation 3.9.

ARA = × 100 (In percentage) (3.9)

where TP, TN, FP and FN are the number of true positive,  true negative, false positive,

and false negative, respectively. The highest obtained recognition accuracy of these

classifiers are compared with the similar state-of-the-art methods.

Weizmann data set: This dataset was introduced by Gorelick et al. [74], which consists

of 90 videos with a frame rate of 25fps and each frame has a size of 144× 180. The

sample frames of the data set are shown in Figure 3.7. In the video sequence, 9 people

are performing 10 different actions, categorized as walk, run, jump-jack, bend, jumping

forward on one leg, jumping on two legs in the forward direction, jumping in place,

sideways jump, one hand wave, two hand wave. This is one of the established

benchmarks of the data sets for the human action recognition and most of the earlier

methods’ [58] [72] [74] [77] [85] [99] recognition accuracy is computed on this data

set.
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Figure 3.7: Sample frames of Weizmann human action dataset

KTH data set: This dataset was introduced by Schuldt et al. [97] and is a more

challenging dataset as compared to the Weizmann dataset. The sample images of the

data set are depicted in Figure 3.8. The dataset consists of six basic activities, namely;

“Hand-Clapping,” “Hand-Waving,” “Jogging,” “Jumping,” “Running,” and

“Walking”. Each activity has 100 videos for four different scenarios (S1, S2, S3 and

S4) in different light conditions, indoor and outdoor conditions. All these video

sequences are recorded in a uniform background with a static camera of frame rate

25fps and further down-sampled to the spatial resolution of 160x120 pixels. The

recording conditions of the videos in the KTH data set are not stationary and there is a

significant amount of camera movement and lighting effects in some cases. Therefore,

the silhouette extraction is not straight forward and simple background subtraction

method may not suitable. Hence, for the silhouette extraction we have incorporated the

texture based segmentation method.

Wave2Wave1WalkJackBend

PJumpJumpSkipSideRun
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Figure 3.8: Sample frames of KTH dataset.
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Ballet data set: The Ballet Movement action data set [98] is one of the complex human

action data sets. The sample frames of the data set are depicted in Figure 3.9. This data

set consist of eight ballet movements performed by three actors and these movements

are named as “ Hopping (HP),” “Jump (JP),” “Left-to-Right Hand Opening (LRHO),”

“Leg Swinging (LS),” “Right-to-Left Hand Opening (RLHO),” “Standing with Hand

Opening (SHO),” “Stand Still (SS)” and “Turning (TR),”. The data set is highly

challenging due to the considerable amount of intra-class dissimilarities in terms of

spatial and temporal scale, speed, and clothing.

Figure 3.9 Images of the Ballet data set depicting eight movements of actions.

3.3.1 Classification Results

The classification results of the proposed approach are depicted in Table 3.1 on three

different data sets using four different classification models, including the proposed one

i.e. “SVM-NN”.  The aim of this depiction is to show the effectiveness of the proposed

LRHO LSJPHP

RLHO SHO TRSS
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descriptor as well as the performance of the proposed classification model in

comparison with the existing models.

The classification strategy opted for the Weizmann data set is as per Gorelick et

al. [74]. From Table 3.1, the recognition accuracy obtained by LDA is less as compared

to the other classifiers. This is due to the similarity between the activities of the data set

like running, jumping and walking and therefore activities are very difficult to separate

using a linear model of classification. The highest ARA achieved in this experiment is

through hybrid “SVM-NN” classification model which is 100%. The hybrid classifier

is the combination of two nonlinear classifiers and these classifiers are more adept to

inter class similarities and intra class dissimilarities, hence giving the improved result.

For the KTH data set, the variation in recording condition is more as compared to the

Weizmann data set due to which the extraction of silhouette in this data set is a difficult

task. Simple frame differencing methods for extraction of silhouette may give good

results in Weizmann data set, but in the case of KTH, it is very difficult to extract

silhouette using these methods. Due to the variation in recording conditions the texture

of object is the least affected.  Hence, texture based foreground extraction is utilized.

The highest ARA achieved on the KTH dataset in this experiment is 96.4 % as shown

in Table 3.1. From Table 3.1, it can also be seen that the performance of various

classifiers on the KTH data set is increasing. For the Ballet dataset, the highest ARA

achieved is 94% through hybrid classifier as shown in Table 3.1. The performance of

this approach is least on this dataset as compared to the Weizmann and KTH datasets,

because of the complex motion patterns, which differentiates the execution of the
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motion from actor to actor. The misclassification error is instigated by the “hopping”

as it is confused with a much related activity “jump”.

Table 3.1: Classification results on the datasets in terms of ARA (%)

Datasets\ Classifiers Weizmann KTH Ballet mRA (%)

LDA 94.4 90 75 86.4

KNN 96.6 91.7 90.2 92.8

SVM 97.7 92.4 92.75 94.28

Hybrid 100 96.4 94 96.8

3.3.2 Comparison of Recognition Accuracy

Comparison of recognition accuracy is carried out in two stages: first, the performance

of proposed “SVM-NN” classifier is compared with others (LDA, KNN, and SVM)

and the second stage, the highest average recognition accuracy obtained on the datasets,

is compared with the methods of others.

The classifier performance is compared through the mean classification error

(MCE), which is computed using Mean Recognition Accuracy ( ). The MCE of

all the classifiers is depicted in the Figure 3.10, and lowest classification error is found

in the case of SVM-NN classifier. LDA is a linear classifier, the speed of processing of

which is faster than a kernel based classifier, but the speed comes at the cost of

efficiency. The MCE is 13.6 %, which is higher than others and hence it can be

concluded that it may not be a good classifier for the dataset which has more interclass

similarity. The MCE of a nearest neighbour classifier is almost 7.2 %, which is slightly
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lower than that of LDA and the reason for the lower MCE is the nonlinear nature of the

classifier.

Figure 3.10: The comparative performance of the classifiers.

The SVM is a kernel based trick, and gives a unique solution because the optimality

problem is convex. The MCE is reported as 5.7 %, which is lower than the LDA and

KNN both. The individual performance of SVM and KNN approach for classification

of human activity is already proven [58] [72] [74] [77] [85] [86] [99] [100] [101] [102].

Therefore, a hybrid “SVM-NN” classifier is proposed and the performance is measured

in terms of MCE (3.2%), which is lowest among all the classifiers used.

The effectiveness of the proposed description methodology of human activity is

analysed by comparison of the highest ARA achieved on each dataset with respect to

the other methodologies as presented in Table 3.2, 3.3, 3.4. The highest ARA is

achieved by the hybrid “SVM-NN” classification model on all the datasets used. The

comparison is almost fair due to the similar conditions used in this experiment and

others such as: input silhouette, classifier, test scheme and classifiers used. The
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classifier used in others technique are KNN and SVM.

Table 3.2 : Comparison of ARA on Weizmann dataset.

Method Input Classifiers Test Scheme ARA (%)

Gorelick et al. [74] Silhouettes KNN LOO 97.5

Chaaraoui et al. [72] Silhouettes KNN LOSO 92.8

Wu, & Shao [77] Silhouettes SVM LOSO 97.78

Goudelis et al. [85] Silhouettes SVM LOPO 95.42

Melfi et al. [58] Silhouettes SVM LOO 99.02

Touati & Mignotte [99] Silhouettes KNN LOO 92.3

Proposed Method Silhouettes SVM-NN LOO 100

Table 3.3 : Comparison of ARA on KTH dataset.

Method Input Classifiers Test scheme ARA (%)

Sadek et al. [86] Silhouettes SVM - 93.30

Saghafi & Rajan [100] Silhouettes KNN LOO 92.6

Goudelis et al. [85] Silhouettes SVM LOPO 93.14

Melfi et al. [58] Silhouettes SVM LOO 95.25

Rahman et al. [101] Silhouettes KNN LOO 94.49

Conde & Olivieri [102] Images KNN - 91.3

Proposed Method Silhouettes SVM-NN LOO 96.70

Table 3.4 : Comparison of ARA on Ballet movement dataset.

Method Fathi &
Mori, [98]

Wang &
Mori [103]

Guha, &
Ward [104]

Ming et
al. [105]

Iosifidis et
al. [106]

Proposed
Method

ARA (%) 51 91.3 91.1 90.8 91.1 94

Tables 3.2 & 3.3, show the comparison of result achieved through hybrid classification

model with the similar state-of-the-art methods on Weizmann and KTH datasets,

respectively. The test methodologies used in these methods are Leave-One-Out (LOO),
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Leave-One-Person-Out (LOPO), and Leave-One-Sequence-Out (LOSO), which are

fairly similar to each other. Hence, the comparison on these two datasets is fair, because

the experimental setup used in these techniques is similar to that in the proposed one.

As it is seen in Table 3.2, the ARA of 100% is achieved on Weizmann dataset, which

is higher than the other methods that use the SVM and KNN classification models. The

reason for this high accuracy is the quality of silhouette extraction and effective

representation, and capability of classifier to deal with intraclass variation among the

activities. Similarly, as it is seen in Table 3.3, the ARA is 96.7%, which is again higher

than the other methods that use the similar classification model.

Table 3.4, gives the comparison of result achieved through this approach with that

of five earlier works which use the Ballet dataset. We have used the similar

experimental setup as used in [98] [103] [105] [106] thus this comparison is fair. The

work of Guha & Ward [104] uses different experimental setup as compared to one used

in this experiment. Hence, this comparison may not be a right one, but given the

complexity of the database, a higher ARA is obtained successfully by this technique,

which is heartening.

3.4 Significant Findings

This chapter addresses the problem of low recognition rate and loss of geometrical

information in the bags of words model of human activity recognition using key poses

of human silhouette. The experimental result demonstrate the few interesting

observations, which are as follows:
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 The proposed approach of activity representation and classification model

significantly outperforms many of the existing silhouette based activity

recognition methods as can be seen from Table 3.2, 3.3, and 3.4.

 The classification model performs better than the LDA, KNN, and SVM as can

be seen by Figure 3.9, in which the least error is achieved through SVM-NN.

 It can be seen that improvements achieved for the KTH and Ballet dataset are

more significant because these two datasets have challenging environmental

conditions and significant intra-class variations in terms of speed,

spatiotemporal scaling, zooming in, zooming out, clothing, etc. and these are

directly related to the input data. The silhouette extraction on Weizmann dataset

is comparatively easy and accurate as compared to the KTH and Ballet dataset

due to less variations in recording conditions.

 As the number of key poses increases, the complexity also increases, and it does

not give a significant increase in recognition accuracy. On the other hand

increasing the number of cells, gives marginal increase in the effectiveness but

results in a higher dimension.

This chapter is based on the following work:

D.K. Vishwakarma, Rajiv Kapoor, “Hybrid classifier based human activity

recognition using the silhouette and cells”, Expert Systems with Applications

(Publisher: Elsevier), 2015, Vol. 42, No. 20, pp. 6957–6965. [29].



SPATIAL DISTRIBUTION AND ROTATION ANALYSIS

The objective of this chapter is to describe the human activity recognition approaches

based on the computation of spatial distribution of gradients of average energy

silhouette images and rotational analysis of human silhouette frames. The key

ingredients in this chapter include the exhaustive study of computation spatial

distribution of intensities in an average energy silhouette images (AESIs), sum of

directional pixels computation, computation of rotation using ℜ-transform, generation

of feature map model, experimental works, results discussion and comparative analysis

of results with the similar state-of-the-arts.

4.1 Introduction

The spatial distribution of intensities in a gray scale image is the key constituent which

represents the shape of an object. The distribution of intensities in gray scale AESIs

varies according to the motion of human body parts and due to motion of the human

body, the orientation human silhouette also changes over the time. The degree of

rotation is different for different human activities. Based upon these features of the

human activities, the recognition approaches can be developed by the computation of

shape and rotation information. The shape of human activities are computed by

measuring the spatial distribution of gradients (SDGs) and sum of directional pixels

(SDPs) of AESIs. The rotation of human binary silhouette frames are computed usingℜ–transform. For the computation of SDGs of AESIs, two approaches are developed.
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The first approaches is based on pyramid of histogram oriented gradients and the second

approach is based on the analysis from the exhaustive study of pyramid of histogram

oriented gradients. Based on these two approaches of spatial distribution computation

of intensities, the HAR models are developed by fusion of SDGs, SDPs and ℜ–

Transform. The key steps of these approaches are the extraction of human silhouettes,

formation of average energy images, feature extractions using SDGs, SDPs and ℜ–

transform, formation feature map model, and classifications. The extraction of human

silhouette from the video sequence is done using texture segmentation approach as

described in Chapter 3. The formation of AESI is done through the summation of binary

human silhouette frames, divided by the number of silhouette frames. The computation

of SDGs are performed by measuring the magnitude and gradients of each pixel of a

gray scale AESI as a whole and different decomposition levels of AESI. The SDPs are

computed in the x and y direction of the AESI. The rotation of human silhouette images

is computed using ℜ–transform. These computed features are fused together to form a

new descriptor. The fusion of these features possesses the advantages of both local and

global features of the silhouette and thus provides an effective feature for representation

model for HAR system.

Recently, several researchers [30] [31] [32] [33] [79] [80] have advocated that the

multiple features based fusion technique can provide better performance than the

individual features for the recognition of human actions and activities. Therefore,

inspired from these approaches, a two novel integrated structure is developed based on

the combination of appearance as well as the orientation of the human body silhouette.

Another important fact behind use of multiple features is the human action dynamics,
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which states that in general a human activity is composed of translation and rotation of

the human body. Due to the translation and rotation of human body, the shape of the

silhouette changes with respect to time and in this approach the shape and rotation of

human silhouette is computed and clubbed together at the recognition stage. The

clubbing of features also give the local and global information. The main motivation is

to formulate rich feature vector vocabulary having both the appearance and angular

kinematics information that overcomes the limitation of earlier approaches. The pose

dictionary formed, thus yields the human appearance representation and sequence of

orientation provides the nature of the activity.

The performance of these approaches is tested under challenging publically

available datasets i.e. Weizmann, KTH, and Ballet movements. The highest recognition

accuracy achieved on each dataset is compared with similar state-of-the-art which

demonstrate superior performance. The detailed description of developed approaches,

experimental results and discussion of results are described in the subsequent sections.

4.2 Approach based on SDGs, SDPs and -Transform

In this approach, the multiple features of human silhouette are computed and these are

SDGs, SDPs, and ℜ- transform. The spatial distribution of gradients of AESIs are

computed by calculating the magnitude and gradients of each pixels at various

decomposition levels. The second feature is the SDPs of AESI, which is computed by

determining the sum of intensities of the pixels in x-y directions. The third feature is

the rotation of the human silhouette, which is computed through the ℜ- transform. The
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first and second features give the shape of the human activity, while the third feature

gives the rotation of the human activity due to motion. The prime requirement for the

computation of these features is the accurate extraction of human silhouette frames

from the video sequence, which is done using texture based segmentation approach.

The overview of the proposed model is as depicted in Figure 4.1.

Figure 4.1: Work flow diagram of proposed methodology.

In Figure 4.1, the input of the video sequence is the video feed of human activity,

which is inputted through a CCTV or a video camera or any other vision device capable

of recording the event. The input video signal can be either in colour or gray scale

spaces and depending upon the quality of video feed, some pre-processing operations

(Enhancement, de-noising, colour space conversion etc.) may be required. The

segmentation of binary human silhouette of activity in the video sequence is done using
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texture based segmentation procedure. The detailed description of segmentation is

given in Chapter 3.

The SDGs and SDPs are used as local descriptors for the computation of structural

information of AESI. On the other hand, the ℜ-Transform gives the rotation based

global information of the human silhouettes.

4.2.1 Average Energy Silhouette Image

The average energy silhouette image (AESI) is formed by the summation of binary

human silhouette frames, divided by the total number of frames of human activity in

cycle. The formation of AESIs is based on the accurate extraction of human silhouette,

which is a prerequisite entity. As discussed in Chapter 3, the extraction of human

silhouette can be done in many ways but in this approach, it is done using texture based

entropy model, which is one of the most reliable and effective method of accurate

extraction of silhouette under the noise and illumination changes [107]. A quite similar

approach for the representation of human motion using Gait Energy Images (GEIs) was

introduced by Han and Bhanu [108], in which they used to align the silhouette

horizontally with respect to horizontal centroid, but in this approach, the alignment of

the binary silhouettes is done with respect to a reference point and then the sequence is

compressed into a single image based on incremental procedure, which takes into

account the changes of subsequent silhouette frames. The AESI is mathematically

defined as:
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( , ) = ∑ | ( , )| (4.1)

where, ‘ ’ is the number of frames in a complete cycle, ‘ ( , )’ is defined as binary

silhouette frame at time instant ‘ ’ and , are the pixel values in 2D image coordinate.

The benefit of using these images is that it eliminates the time dependency restrictions

[71] and effortless discrimination of similar representation of activities of different

classes on the basis of intensity of the pixel values.

Figure 4.2: Representation of AESIs of different activities.

From the Figure 4.2, it can be observed and inferred that AESIs are just a reflection of

3D postures of human activity into 2D postures. The variation of intensities in these

images signifies the motion of human body. The region, where more variation is taking

place means that particular part of body is highly in motion as compared to the rest of

the body part such as the two hand waving activity has more variation, in the upper

body part where hand is moving. Similarly, the interpretation made for the slow

variation or constant intensities means that part of human body is slowly moving or

Bending Jump in place

Running WalkingTwo hand
waving

Jumping Jack One hand waving
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stationary such as the tummy of the human body is considered as the most stationary

part as compared to the rest of the body parts while a person is performing an activity.

Therefore, the region where tummy of human body is located, the image intensities are

almost constant. The human activities or actions are performed by the movement of

different body parts and their positions in the human body are also at different place.

Hence, the AESIs shown in the Figure 4.2 are different from each other with respect to

their intensity distribution. In some cases, where the AESIs have less and quite similar

variations of intensity of different activities, indicate that only AESIs based

representation of human activity is not enough for accurate representation of the human

activities due to less temporal information. Therefore, in this work additionally, the

motion based temporal features of the activities are computed using ℜ-Transform and

further integrated with the AESIs based representation of SDGs and SDPs. The process

of computation SDGs, SDPs and ℜ-Transform are as explained in the subsequent

sections.

4.2.1.1 Computation of SDGs

The spatial distribution computation of edges of an object is used to categorize the class

of an object based on the shape, presented by Bosch et al. [109]. In the similar manner,

the SDGs features of AESI are computed by selecting the region of interest (ROI) of

the AESI, which act as local descriptor. The selection of ROI provides more localized

structural and noise free information and also ROI helps in creating these images

invariant to scale and translation. The spatial distribution of an image ( , ) is

computed by determining the magnitude and orientation of each pixel in the image,
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which is as shown in Figure 4.3. The magnitude and orientation of each pixel is

determined using Equation 4.2:

ℳ( , ) = ( , ) + ( , ) and ( , ) = arctan ( , )( , ) (4.2)

whereℳ( , ) and ( , ) are the magnitude and gradients of the pixel respectively.( , ) is the average energy silhouette image. Based upon the computation of

magnitude and gradients of each pixels, the orientation bins are defined in the range of

angle (0 − 180 ) or (0 − 360 ) [110], which is as shown in Figure 4.3. In the Figure

4.3, the 8-orienation bins are considered, where an image is given and each pixel of an

image has different orientations in the range of (0 − 360 ) but these pixel’s magnitude

in different orientations are quantized into 8-orientation bins for ease representation.

The decomposition level of spatial distribution of gradient is defined as the uniform

splitting of an image into different segments of an image in equal size as shown in

Figure 4.3 and these segments are denoted as region (1), region (2), region (3), and

region (4). Example: at level ( = 0), whole image is considered for the computation

of spatial distribution of gradients, at level ( = 1), the input image is split into 4 sub-

regions and spatial distribution of gradients is computed in each region, and at level( = 2) image is split into 16 regions and spatial distribution is computed. Similarly,

the process can be extended for level of decomposition, where input image is divided

into 4 regions and SDGs features are computed in each regions. The final feature

vector of SDGs computations is defined as: ∑ 4 , where = 0, 1, … . − 1. The

dimension of final SDGs feature vector is depends on the number decomposition level

and number of orientation bins.
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Figure 4.3: Depiction of SDGs formation at levels (0, 1) into 8-orientation bins.

The process of computing SDGs feature vector is as explained in Algorithm1. The input

of the algorithm is the average energy silhouette image, the process of obtaining AESI

is as explained in previous section.
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Algorithm 1: Computation of SDGs

Input: Input an AESI ( , ).

Step1: Crop the ROI of AESI and denoted as ( , ) . To maintain the uniformity,

the dimension is resized into × .
Step2: Compute the magnitude and gradient of each pixels of ( , ) image at

different decomposition levels ( ) using Equation 4.2.

Step3: Quantize the computed magnitude of intensity at various levels ( ) into -

orientation bins.

Step4: Adding all the regions together at decomposition level ( ) and the final

SDGs feature vector is generated.

Output: The histogram of feature vector is as shown in Figure 4.3.

The computation of magnitude and gradients in an average energy silhouette image is

done using Equation 4.2. The process of quantization of the computed magnitude is

done as shown in Figure 4.3, where the bar of histogram in the figure represents the bin

that at a particular angle in the range of (0 − 180 ) or (0 − 360 ). These bins are

placed at a uniformly interval of angle. The SDGs feature vector of different human

activities are as shown in Figure 4.4., where it can clearly observed that the activities

of different types leads to the different histogram. The dimension of histogram is 1 ×168, which means that the number orientation bins and level of decomposition are 8

and 2. The dimension of 1 × 168 is computed as 8 × [4 + 4 + 4 ] = 168.
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Figure 4.4: SDGs Representation at decomposition level-2 of different activities.

4.2.1.2 Computation of SDPs

SDPs of an image containing a particular geometrical shape can be represented by

computing the pixels sum in horizontal and vertical directions of an image. The sum of

directional pixel in horizontal and vertical directions are computed using Equation 4.3

and 4.4 and these equations are defined for an image of size × as follows:

( ) = ∑ ( , )( ( )) , 0 < < − 1 (4.3)

(a
)

O
ne

 h
an

d 
w

av
e

(d
) 

R
un

ni
ng

(c
) 

 J
um

pi
ng

 j
ac

k
(b

)
B

en
di

ng



71 Chapter 4: Spatial Distribution and Rotation Analysis

( ) = ∑ ( , )( ( )) , 0 < < − 1 (4.4)

where ( ) and ( ) are the horizontal and vertical sum of pixels respectively. These

pixels values are normalized by dividing by the maximum pixel value of the bin of each

row for horizontal SDPs and each column for vertical SDPs computation. The

normalization is done to reduce the effect of redundancy of the pixel values. To

incorporate these SDPs into a feature vector, the mean of these SDPs are computed

using Equation 4.5, which is defined as:

= ∑ ( ), = ∑ ( ) (4.5)

where and are the mean in x and y directions respectively. Hence the feature

vector is represented as:

= [ , ]. (4.6)

In Figure 4.5, the SDPs of different human activities are shown. The variation of SDPs

of different activities are true reflection of the shape change in the horizontal and

vertical directions. In the first row of Figure 4.5, the AESI of bending activity is

represented in terms of SDPs of x and y directions, the variation of SDPs in x-direction

is initially less because the upper part of human body is in minimal motion and thus

reflect less spatio-temporal change as compared to the middle part of body, that’s why

peak is reflected in the middle of SDPs of x-direction. Similarly, the representation of

SDPs in y-direction can be interpreted. SDPs of all the activities represented in Figure

4.5 shows the true reflection of AESI. It is also very important that every plot should

be different because activities are different, hence it can be said that SDPs are the

discriminative features.
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Figure 4.5: SDPs represenation of different human activities.

Up to this stage, the shape of human activity is represented by using SDGs and

SDPs but the problem with these features is that when the activities have more

similarity to each other like walking and running then these features reflect the feature

values, which may be close to each other. Hence, in general for the recognition of

human activity shape alone can’t give sufficient information, hence temporal
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information is also needed for the representation of all the activities. Therefore, in the

next section a motion based temporal information is computed through ℜ-Transform

and at recognition stage it is merged with shape information.

4.2.2 Computation of Rotation using -Transform

The rotation of silhouettes gives the directional as well as the temporal motion

information of human body and these are computed using ℜ-transform. There are few

approaches [111] [112] [113] [114], where - Transform is used to estimate the shape

of rotating objects as well as rotation of the 2D human postures [115]. Initially, Tabbone

et al. [116] defined ℜ-transform by using Radon Transform ( ) of the binary

silhouettes of the human activity. Consider a sequence of silhouette image ( , ) of

the human activity, where is the frame number and subsequently ℜ-Transform ℜ( )
is defined as follows:

ℜ( ) = ∫ ( , ) (4.7)

where is the Radon Transform, which gives the directional features in the range of

angle(0 − 179 ) and is defined as the integral of a continuous image ( , ) from−∞ ∞.( , ) = ∫ ∫ ( , )δ(ρ − xcosθ − sinθ) ∂x ∂y (4.8)

where δ(. ) is defined as the Dirac delta function which is zero everywhere except at

the origin, where it approaches infinity. The perpendicular distance from the origin

to the radon line is calculated using Equation 4.9 and shown in Figure 4.6 (a, b).
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= + (0 ≤ ≤ ), (−∞ ≤ρ≤ ∞) (4.9)

where ‘ ’is the angle between horizontal axis and the projection line.

Figure 4.6: Depiction of projection lines over 2D image ( , ).

( , ) is the binary image, which is defined as:

( , ) = 1 ( , ) ∈0 ℎ (4.10)

where is region of binary silhouette. Radon transform cannot restore all the

parameters of the original geometric transformation when the image is translated or

rotated or scaled. Hence, [116] introduces the ℜ- transform, which is invariant to

translation and scaling parameters but sensitive to the rotation, hence it provides

sufficient discriminative changes for orientation for various shapes. The normalized ℜ-

transform ( ℜ (θ)) improves the similarity measure and compactness of feature

representation, which is defined as:

ℜ ( ) = ∫ ℜ( )(ℜ( )) (4.11)

The fundamental properties of ℜ-transform show that it is invariant against the scaling

and translation but sensitive to the rotation and these properties can be proven
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theoretically as well as experimentally. To verify these properties of ℜ-transform, let

us consider that the original image is scaled by translated by ( , ) and rotated by

. For scaling of ℜ-transform, it can be expressed as:∫ ( , ) = ∫ ( , ) = ℜ( ) (4.12)

From Equation 4.12, it can be seen that ℜ-transform is independent of scaling, a similar

thing can be seen from the Figure 4.7, which is verified using MATLAB. Similarly it

can be expressed for translation and rotation of ℜ-transform, which are as follows:∫ (( − cos( ) − sin( )), ) = ∫ ( , ) = ℜ( ) (4.13)∫ ( , ( + )) = ℜ( + ) (4.14)

Equation 4.13, and 4.14 respectively shows the invariance to translation and variance

to rotation of ℜ-transform. A similar verification of these properties can be seen in

Figure 4.8, where the Radon Transform and ℜ-transform of a silhouette frame of

running activity is shown with the translation, scaling and rotation.

In Figure 4.7, rotation in the image shows more variation in the brighter portion of

when compared to other images because in the rotation, there is more deviation in

the pixel values corresponding to projection lines. The magnitude of the translated

image varies as compared to the scaled image, but the signal representation of ℜ-

transform remains the same. The rotational sensitivity of ℜ-transform is used for the

representation of motion temporal information of different activities and this approach

is more effective if activity is having more rotation than translation like abnormal

activities (vomiting, forward fall, backward fall, etc.) [117]. Hence, from Figure 4.7 the

robustness of ℜ-transform is proven against the translation and scaling, which is very

essential property of feature vector.
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Figure 4.7: Depiction of -transform robustness and sensitivity.

The ℜ-transform representation of different activities of a video sequence is shown

in Figure 4.8. The activities presented in the Figure 4.8 are boxing, handclapping, hand

waving, jogging, running and walking. The first column of Figure 4.8 is the human

silhouette video sequence, second column is the 3D plot of normalized ℜ-transform,
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and third column is the 2D plot of normalized ℜ-transform. From the representation ofℜ-transform, it is observed that the ℜ-transform of different types of activities is

significantly different. The geometrical profiles of normalized ℜ-transform for jogging

and walking actions look quite similar due to the true nature of these activities. Hence,

it can be inferred that ℜ-transform representation is proficient in describing the motion

characteristics of the human action but alone it cannot sufficiently provide the

information for distinguishing the activities. To take out the motion temporal

information from ℜ-transform, a group of frames are chosen and their ℜ-transform are

evaluated, which are further used to integrate with SDGs and SDPs. The dimension ofℜ-transform of a × silhouette image is 1 × 180 and for frames it is × 180,

which is a high dimensional feature hence the dimension of this feature must be reduced

by using proper dimensional reduction techniques.

(a) Boxing

(b) Hand clapping
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Figure 4.8: Representation of -transform for different activities.

Principal Component Analysis (PCA) is one of the most popular and simplest

technique used for dimension reduction of data, the reduction of dimension of data is

(d) Jogging

(e) Running

(f) Walking

(c) Hand waving
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done by keeping the maximum variability of the data and ignoring the less variant data.

The operation of PCA [81] reveals the internal structure of the human silhouette in a

manner that proficiently explains the variance in the data. The dominant features of

dataset are obtained by solving the Eigen value problem of Covariance matrix of the

dataset, represented as: The dimension of [ × 180] feature vectors are reduced to

discriminative feature vector of size [1 × ] with the help of PCA.

4.2.3 Final Feature Formation Model

The final feature representation of an activity sequence is done by concatenation of the

computed features. The detailed flow of final feature formation model is as shown in

Figure 4.9.

Figure 4.9: Flow diagram of final feature formation model.

The details of numerical figure given in the Figure 4.9 is based on the experimental

parameters used, the value of = 8 and = 2 . The shape based SDGs and SDPs

features are combined with the rotational feature computed using the ℜ-transform. The
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SDGs and SDPs have a dimension of 1 × 168 and 1 × 2 respectively. Further, these

feature vectors are combined with ℜ-transform features computed on the binary

silhouettes. The ℜ-transform computed feature vector has the dimension of 11 × 180.

Here, the number of key frames used are 11. The dimension of ℜ-transform feature is

reduced using PCA, which gives the reduced discriminative feature vector of 1 × 11.

Finally, these features are concatenated and give the resultant feature vector of[1 × 168 + 1 × 2 + 1 × 11] = [1 × 181] dimension. The performance of final

descriptor is evaluated by conducting an experiment on the standard dataset.

4.2.4 Experimental Results, Comparison and Analysis

To evaluate the effectiveness of the proposed framework, experiments are conducted

using publically available standard datasets of Weizmann and KTH. The recognition

accuracy of the proposed methods is computed using SVM and LOOCV as a test

scheme. The detail about these datasets and the process of computing recognition

accuracies are explained in chapter 3.

4.2.4.1 Results of Weizmann Dataset

The extraction of binary silhouette on this dataset is very accurate and effective due to

moderate change in the recording setting and less intra-class variability and clean

background. The explanation of Weizmann dataset set is given in the experimental

section of Chapter 3. The SDGs and SDPs computation on this dataset is very effective

and highly discriminative among various activities. The ℜ-Transform signals
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representations are also very smooth and variant. Hence, the average recognition

accuracy (ARA) computed on this dataset is almost 100%. The other reason for the high

accuracy on this dataset is the limitations of this dataset itself. The dataset has enough

number of classes with significant amount of interclass similarity but the number of test

sample of the video is less. Hence, even for single misclassified sample, it leads to high

drop in the recognition accuracy and if instead the sample is correctly classified then

accuracy increases. Therefore, to test the algorithm on more challenging aspects of the

dataset in terms of recording setting and adequate number of samples of videos of each

classes of the activity, another experiment is done on KTH dataset. The description of

KTH dataset is given in the experimental section of Chapter 3. The ARA achieved on

this dataset is compared with the similar state-of-the-art methods and demonstrate the

relatively higher recognition accuracy with earlier techniques.

4.2.4.2 Results of KTH Dataset

This dataset is more challenging in terms of intra-class variability, illumination change,

camera movement etc. The ARA achieved on this dataset for each class of the activities

are as shown in Table 4.1. It has two similar classes of activities i.e. jogging and running

which significantly decrease the accuracy as compared to other activities. Moreover,

the extraction of human silhouette is difficult for this dataset due to the variation of

lighting conditions, which may cause the reduction of accuracy. The average

recognition accuracy (ARA) achieved on this dataset is 95.50%. The ARA achieved on

this dataset is compared with the techniques of others on similar state-of-the-art datasets

[60] [118] [119] [120] [121] and gives superior result as depicted in Table 4.2.
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Table 4.1: Classification results on KTH dataset using SDGs, SDPs, -Transform.
Activities\Classifier Boxing Hand

waving

Hand

clapping

Jogging Running Walking

SVM (%) 100 100 92 92 89 100

Table 4.2: State-of-the-art comparison with the techniques of others.

Techniques Weizmann Dataset KTH Dataset

Dollar et al. [60] 82.50 81.17

Nibeles el al. [118] 90.00 83.33

Kläser el al. [119] 84.30 91.40

Hung et al. [120] 92.50 35.04

Benmoktar [121] 89.00 92.5

Proposed approach 100 95.50

It is also apparent that the SDGs play an important role in the recognition and the better

spatial distribution around the ROI further improves the recognition accuracy. The

effect of SDPs are not significantly higher as compared to SDGs and ℜ-Transform.

In this experiment, it is seen that the computation SDGs features is dependent on

the number of orientation bins and number of decomposition levels and to extract out

accurate spatial distribution of an image, it is very important to select these parameters

appropriately. Mostly it is seen that the high value of orientation bins and number of

decomposition levels gives better spatial distribution but the dimensionality of feature

vector increases exponentially. Hence, to select appropriate value of these parameters,

one has to optimize the values of these parameters or to change the ways of computation

so that better spatial distribution can be achieved without much increase in the

dimensionality. To keep the concerns of dimensionality as well the quality of spatial

distribution, an alternate way of computation of spatial distribution is described in the
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subsequent section, which is based on the analysis of spatial distribution at various

decomposition levels.

4.3 Modified SDGs approach

This approach is an extension of the previous model of SDGs computation. The main

aim of this approach is to provide an improved spatial distribution computation model

with minimum cost of computation. As it is seen that the SDGs computation at

orientation bins and decomposition level, the feature vector is ∑ 4 . To get the

better estimate about the SDGs feature vector size and its effect, let us consider an

example where = 8 and = 0,1,2,3
At = 0, = 8 ∑ 4 = 1 × 8 (4.15)

At = 1, = 8 ∑ 4 = 8[1 + 4] = 1 × 40 (4.16)

At = 2, = 8 ∑ 4 = 8[1 + 4 + 16] = 1 × 168 (4.17)

At = 3, = 8 ∑ 4 = 8[1 + 4 + 16 + 64] = 1 × 680 (4.18)

From Equation 4.15-4.18, it can be seen that the size of SDGs feature vector increases

exponentially but effect of SDGs feature vector at higher level of decomposition is

compared (level 2 and 3). The magnitude of spatial distribution computation is

decreased as there is an increase in the level of decomposition which can been seen in

Figure 4.11. Hence, it can be said that to get better and more effective spatial

distribution, the higher level of decomposition isn’t be a good approach in respect to
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effect as well as dimension. Therefore, to enhance the effect of SDGs with less

computation as compared to level 3, a modified approach of computation of spatial

Figure 4.10: Representation of levels composition and spatial distributions.

= 2 = 3= 0 = 1
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Figure 4.10 shows the spatial distribution variation at various levels and highest level

shown in the figure is 3, where the spatial distribution of an image shows that the

magnitude values are decreasing very fast as compared to other levels. A mixed level

of computation distribution is also present in the same figure, where the magnitude of

spatial distribution is comparatively better than the level 3. The computation of spatial

distribution of gradients at mixed level spatial distribution is as explained in algorithm

2.

Algorithm 2: Computation of modified SDGs

Input: Input an AESI ( , ) as computed using Equation 4.1

Step1: Crop the ROI of AESI and denoted as ( , ) . To maintain uniformity,

the dimension is resized to × .
Step2: Compute the magnitude and gradient of each pixels of ( , ) image at

different decomposition levels ( ) using Equation 4.2.

Step3: Quantize the computed magnitude of intensity at various levels ( ) into -

orientation bins.

Step4: Summing all the regions together at level ( ) = ∑ 4
Step5: Concatenate the level (0, 1, 2) of SDGs together and a modified SDGs

feature vector is as: = ∑ 4 ; ∑ 4 ; ∑ 4 .

Output: The histogram of modified SDGs feature vector as shown in Figure 4.11.

The process of concatenation of previous levels of SDGs is carried out column-wise

such as: [ ; ; …..; ].
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Figure 4.11: Depiction of modified SDGs computation at mixed level ‘m’

of 8-number of orientation bins.

Figure 4.11 shows the flow of histogram formation of SDGs at various levels of

decomposition of AESIs of 8-orientation bins. The number of decompotion levels are

0, 1 & 2. Finally a mixed level ‘m’ histogram is also presented which has feature vector

length 1 × 216.

Normalized to×AESI

Histogram at Level -0

4-Sub Regions

16-Sub Regions

Histogram at Level -1

Histogram at Level -2

1-Regions
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4.3.1 Proposed Model for HAR using Modified SDGs

A HAR model is proposed by integration of modified SDGs (MSDGs) features with

the ℜ-transform and SDPs at the recognition stage. The flow diagram of proposed

scheme is shown in Figure 4.12, where the input video sequence is the video feed

obtained by CCTV/Video camera and the process of texture based segmentation is

described in the Chapter 3.

Figure 4.12: Work flow diagram of modified SDGs for HAR.

To get more localize information ROI is selected and further to maintain the uniformity

resizing is done. The formation of AESIs, computation of ℜ-Transform, and SDPs are

as explained in the section 4.2. To know the effect of modified SDGs feature

Input Video
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Segmentation
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computation, an experiment is conducted at levels 0, 1, 2 and a mixed level (m) which

is explained in the subsequent section.

4.3.2 Formation of Final Feature Concatenated Model

The final feature map model ( ) is formed by concatenating the MSDGs with the

feature set obtained in section 4.2.1.2 and 4.2.2. The flow of concatenation of feature

vectors is as shown in Figure 4.13. The shape based MSDGs feature vector and SDPs

feature vector are concatenated with the rotational feature vector, which is computed

using ℜ-transform. This concatenation forms a new descriptor for the representation of

human action and activity. This feature model is based upon the experimental settings

used in this experiment.

Figure 4.13: Flow diagram of concatenation of features.

AESI ⬚ ⬚ ⬚ ⬚ ⬚ ⬚ ×
MSDGs

⬚ ⬚ ×
SDPs

⬚ ⬚ ⬚ ×
Key poses PCA-

Transform

Silhouette
Frames

Video Sequences

= ⬚ ⬚ ⬚ ⬚ ⬚ ⬚ × ⬚ ⬚ × ⬚ ⬚ ⬚ × ×
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The MSDGs and SDPs feature vectors have dimension of 1 × 216 and 1 × 2
respectively. Further, these feature vectors are combined with ℜ-transform features

computed on the binary silhouette of size 50 × 50 . The ℜ-transform computed features

have a dimension of 11 × 180. Here, the number of key frames used is 11. The

dimension of ℜ-transform feature is reduced using PCA, which gives the reduced

discriminative feature vector of 1 × 11. Finally, the shape based MSDGs, SDPs feature

vectors and motion based ℜ-transform feature vectors are concatenated to produce the

resultant feature map of [1 × 216 + 1 × 2 + 1 × 11] = [1 × 229] size. The

performance of final descriptor is evaluated through SVM using various standard

datasets.

4.3.3 Experimental Results, Comparison and Analysis

In order to test the performance of the proposed approach, experiments are conducted

using three publicly available datasets i.e. Weizmann [74], KTH [97], and Ballet [98].

The recognition accuracy is computed through SVM using leave-one-out cross

validation strategy for all datasets. In leave-one out strategy, one sequence is used as a

test video while others are used as training sets. This procedure continues until all the

sequences are tested for a single activity and it further proceeds for other activities. The

advantage of this method is that whole information of the dataset is used to calculate

the accuracy. To know the effectiveness of proposed approach in comparison with the

earlier techniques, a comparison table is presented for all the datasets at the similar

state-of-the-art in terms of ARA. The classification strategies used in the different

techniques are quite similar and are named as leave one out cross validation (LOOCV),
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leave-one-sequence-out cross validation (LOSOCV), leave-one-video-out cross

validation (LOVOCV) and leave-one-person-out cross validation (LOPOCV). The

classifiers used in the comparison are: SVM [77] [85] [58], KNN [72] [74] [99] and

Fuzzy [122].

4.3.3.1 Recognition Results on Weizmann Dataset

In this dataset, the extraction of binary silhouettes does not offer great challenge due to

the clean background and stable environmental settings. Hence, an accurate silhouette

is extracted for all the videos of dataset, which depicts the effectiveness of the proposed

approach. The detailed description of Weizmann human action dataset is given in the

experimental section of Chapter 3. The result presented for this dataset gives the

effectiveness of overall approach as well as the effect of SDG vector at different levels.

Figure 4.14: ARA achieved on Weizmann dataset at different level of SDG.

From Figure 4.14, the recognition accuracy is increased with an increase in the level of

computation of SDG vector. At level ‘0’ the value of ARA indicates the minimal effect

of SDG vector, which results in ARA 65%, which is due to the dominance of ℜ-
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Transform and variation directional pixel feature vector. At the higher level (2, m) the

ARA is 97.7 and 100% respectively, which indicates that the computation of spatial

distribution is much finer at a higher level. The highest recognition accuracy is

compared with the similar state-of-the-art and is shown in Table 4.3. The experimental

setting used in this experiment is similar to the Gorelick et al. [74]. In all these methods,

the inputs are the human silhouettes of activity. Hence, the comparison is relatively fair.

The recognition accuracy achieved through proposed approach is higher than that of

many earlier techniques.

Table 4.3: Comparison of ARA on Weizmann dataset.
Method Classifier Test Scheme ARA (%)

Gorelick et al. [74] KNN LOOCV 97.5

Chaaraoui et al. [72] KNN LOSOCV 92.8

Wu & Shao [77] SVM LOSOCV 97.78

Goudelis et al. [85] SVM LOPOCV 95.42

Melfi et al. [58] SVM LOOCV 99.02

Touati & Mignotte [99] KNN LOOCV 92.3

Yao et al. [122] FUZZY LOOCV 94.03

Proposed Method SVM LOOCV 100

4.3.3.2 Recognition Results on KTH Dataset

This dataset is more challenging as compared to Weizmann dataset in terms of

recording conditions, which includes zoom in and zoom out of the camera, variation in

viewing angle, and lighting conditions. The exhaustive introduction of this dataset is

given in the experimental section of Chapter 3. Due to these variations, the extraction

of silhouette is difficult as compared to the previous dataset. Therefore, the less ARA

is achieved.  As it is seen in Figure 4.14, the highest ARA is achieved at level 2 and
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‘m’. Hence, for this dataset the ARA is computed at the level of 2 and ‘m’. The ARA

achieved on this dataset is as presented in Table 4.4.

Table 4.4: Recognition results on KTH dataset using MSDGs, SDPs, & -
Transform.

Activity \

SDGs Level
Boxing

Hand-

waving

Hand-

clapping
Jogging Running Walking

ARA

(%)

2 100 100 92.5 92.5 90 100 95.83

‘m’ 100 100 95 95 92.5 100 97.08

The highest ARA achieved on this dataset is 97.08% which is higher than the ARA

achieved at the level of 2. Moreover, from Table 4.4, the recognition accuracy of the

similar classes like Jogging, and Running at the ‘m’ level is boosted. Hence, it can be

said that the ‘m’ level is more effective than the individual level of SDG computation.

The highest ARA achieved is compared with the similar state-of-the-art techniques and

presented in Table 4.5.

Table 4.5: Comparison of ARA on KTH dataset.
Method Input Classifier Test scheme ARR (%)

Saghafi & Rajan [100] Silhouettes KNN LOOCV 92.6

Goudelis et al. [85] Silhouettes SVM LOPOCV 93.14

Melfi et al. [58] Silhouettes SVM LOOCV 95.25

Rahman et al. [101] Silhouettes KNN LOOCV 94.49

Benmokhtar [121] Images SVM LOOCV 92.50

Vishwakarma & Kapoor [29] Silhouettes SVM-NN LOOCV 96.4

Proposed Method Silhouettes SVM LOOCV 97.08

4.3.3.3 Recognition Results on Ballet Dataset

The recognition accuracy is computed on this dataset at level ‘m’ because it is seen

from earlier experiment that the mixed ‘m’ gives a higher recognition accuracy as

compared to other levels. The details of classification result of different activities of
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this dataset is presented in Table 4.6. The highest ARA achieved is 94.5%, which is

less than the earlier datasets used in this work. The key reason for the decrease in the

accuracy is the complex motion pattern, which is different for execution of the motion

from actor to actor and high misclassification error is introduced due to the “hopping”

movement as it is confused with a much related movement “jumping”. It is also

observed that the formation of the AESIs is difficult because of the complexity. Where

b1, b2, b3, b4, b6, b7, and b8 are hopping, jumping, left-to-right hand opening, leg

swinging, right-to-left hand opening, standing hand opening, standing still and turning

ballet movement respectively. The detailed explanation about the Ballet movement

dataset is described in the experimental section of Chapter 3.

Table 4.6: Recognition accuracy (%) on Ballet dataset using MSDGs, SDPs, &
-Transform.

Activity \ SDG Level b1 b2 b3 b4 b5 b6 b7 b8 ARA

‘m’ 90 72 100 100 100 100 100 94 94.5

Table 4.7: Comparison of ARA on Ballet dataset.
Method Input Classifier Test scheme ARA (%)

Fathi & Mori [98] Images Adaboost LOOCV 51

Wang & Mori [103] Images S-CTM LOO 91.3

Guha & Ward [104] Silhouettes RSR LOO 91.1

Ming et al. [105] Silhouettes RVM LOO 90.8

Iosifidis et al. [106] Images SVM LOO 91.1

Vishwakarma & Kapoor [29] Silhouettes SVM-NN LOOCV 94.0

Proposed Method Silhouettes SVM LOOCV 94.5

The ARR achieved on this dataset is compared with original work [98] on this dataset

as well as the work of others on similar state-of-the-art and presented in Table 4.7. The

experimental settings used for this dataset are similar to those in the original paper. The

performance of proposed approach can be clearly seen from the comparison Table 4.7,
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where the recognition rate achieved through this approach is comparatively fair and

performance is significantly improved.

4.4 Significant Findings

The in-depth analysis of the SDG feature vector with the integration of ℜ-transfrom

and directional variation of pixels reveals promising annotations:

 The recognition accuracy achieved with this approach is better than that of the

many earlier existing approaches due to the additional fusion of motion

information in AESIs. Hence, the proposed approach has a good discriminative

power of representing different kinds of activities.

 The final feature descriptor formed with the integration of mixed level ‘m’ of

SDG, ℜ-transfrom and directional variation of pixels is superior in terms of

recognition accuracy  as compared to the individual level (0, 1, 2) of SDG

features integration.

 Significant improvement in the recognition accuracy on KTH and Ballet dataset

shows the robustness of proposed approach against the variation of lighting

conditions, intra class dissimilarity of actions in terms of speed, and

spatiotemporal scaling, the camera zooming in and zooming out, clothing, etc.

 As the number of key poses increase for the estimation of motion information

using ℜ-Transform, the dimension of the feature vector increases and the speed

of computation also drops significantly.
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 For computation of shape using SDGs, an increase in the number of levels of

bins gives improved accuracy in the recognition rate but the dimension of the

distribution vector is increased rapidly, which makes the system slow.

 The effect of directional pixel’s mean value on the recognition accuracy is not

so high as compared to SDGs and ℜ-Transform.

This chapter is based on the following work:

D.K. Vishwakarma, Rajiv Kapoor, "Integrated Approach for Human Action

Recognition using Edge Spatial Distribution, Direction Pixel, and R -Transform",

Advanced Robotics, (Publisher: Taylor & Francis), 2015, Vol. 29, No. 23, pp. 1551-

1561. [123]



CONCLUSIONS & FUTURE SCOPE

This chapter highlights the conclusion drawn from this study on the basis of the

contributions made either theoretically or experimentally, and the details of future

research directions as well as the social and technological impact of the work.

5.1 Conclusions

The two major approaches of the human activity recognition based on human

silhouettes are presented and these approaches are as follows:

 In the first approach the activity recognition is done by selecting the key poses

of human silhouette and further to represent these silhouettes as a scheme of

grids and cells. The problem of low recognition rate under the variant

environmental conditions has been addressed by employing: (a) Accurate

human silhouette extraction through texture based background subtraction

approach; (b) Simple and effective representation of human silhouettes by

means of grids and cells. (c) An effective hybrid classification model of “SVM-

NN”. The effectiveness of the proposed approach is tested on three publicly

available datasets through LDA, KNN, SVM, and “SVM-NN” classification

models and ARA of these models are measured. The success of these

classification models is assessed using MCE and it is observed that the hybrid

classification model i.e. the “SVM-NN” gives the least classification error. The

overall performance of the proposed approach is found to be comparatively
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more effective. The parameters used for feature representation are simple and

easily computable. The three datasets used here vary in terms of lighting

conditions, indoor and outdoor environment, zoom in, zoom out, and hence it

can be concluded that the proposed approach is robust under such diverse

conditions. Despite the satisfactory results, some concerns have cropped up: (i)

It is imperative that only one person is in the video sequence, (ii) Some

parameters like the number of key poses, size of grids and cells can be further

optimized (iii) This approach is less effective, when object is fully occluded.

 The second approach of human activity recognition is based on shape and

motion features of the human silhouette in the video sequence, which enhances

the recognition accuracy under challenging environmental conditions and

complex motion pattern using average energy silhouette images and ℜ-

Transform. The shape of AESIs are computed using SDGs, MSDGs, and SDPs.

The orientation based motion flow of human silhouette is computed using ℜ-

Transform. As the number of decomposition levels increases in the SDG vector,

better quality of edge distribution and accurate results are achieved, but the

complexity of the system increases due to increase in the vector size. The

characteristics of edge distribution is also dependent on the ROI. The ℜ-

Transform computed feature vector results in high dimension and hence a

dimension reduction technique is applied for the compact representation and

improved classification. This unified technique supplies numerous distinctive

feature vectors, which escort us to a robust and noise free action recognition

model.
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5.2 Future Research Scope

Despite the satisfactory results, some experimentation related issues are reported and

these issues may lead to the future research paradigms. The issues are the computation

time needed by these approaches, the dimension of feature vector, segmentation of

silhouette, number of key parameters used and variability of the activity sequence

(intra-class dissimilarities and inter-class similarities). To address the problem of high

computation time the various check points used in the algorithms may be eliminated by

using proper analysis so that the computation required may be reduced. Due to high

dimensionality the classification is slow, hence, proper dimensionality reduction

techniques may be utilized by keeping the maximum variability of features. Another

approach, which may provide fast recognition of human activity is by using visual

information based still images. The extraction of human silhouette under the cluttered

background, illumination change, and camera motion may be carried out more

accurately. There are various parameters used in these approaches like the size of cells,

number key frames, number of orientation bins and level of decomposition which may

be optimized to get higher recognition accuracy. To deal better with inter-class

similarity and intra-class dissimilarity, a more robust multi classifier system may be

designed so that misclassification may be reduced. In this study it is imperative that

only one person is present in the video sequence. When object is occluded the

approaches tends to be less effective. Hence one may use multiple camera based

information to resolve the occlusion. The same approaches may be extended for other

avenues of research like Human Style Recognition, Hand Gesture Recognition, Facial

Recognition etc.
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5.3 Future Applications

In the future, by utilizing these approaches, one can develop a variety of real life

application systems such as:

 Automatic surveillance need is increasing by the day for monitoring the public

places like shopping malls [11], railways stations, bus stand, parking area etc.

Due to heavy traffic, it is becoming difficult to monitor the data collected from

various sensors manually. Hence, an automatic surveillance system is needed

which can monitor the event occurring is sequence and raise an alarm when an

unusual activity occurs.

 The system may be used as a health care system [124] [125] [126] for elderly,

where the abnormal activities can be detected. Most of the office going people

are away from their homes while their aged parents stay back at home. At this

age, the chances of abnormal activities occurring are more substantial [127],

like vomiting, falling from the floor [128], headache etc. Hence to provide

assistance at the appropriate time, this system may come out to be very useful.

 A family doctor can measure the level of disorder of Gait [129] [130]of a person

affected by certain diseases like the Parkinson, Elephantiasis, Poliomyelitis etc.

With reference to the normal Gait of a person, a Gait disorder due to disease can

be measured and accordingly prescription may be given.

 A system which can coach athletes to improve their techniques by providing

correct assistance e.g. golf swing, cricket swing etc.
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 A system which can help athlete by improving their projectile throw for

example, disc throw, hammer throw, javelin throw, archery etc. The projectiles

may be effectively calculated to improve the performance of the athlete.

 A system which can monitor activities between the borders of two countries

may also be setup, which can detect unusual activities or motion of foreign

objects.

 An intrusion based system can be developed for the purpose of security at home

or offices.
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