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Abstract 

Nature is the principal source for proposing new optimization methods. All traditional 

evolutionary algorithms are heuristic population-based search procedures that incorporate 

random variation and selection. The main contribution of this study is that it proposes a 

novel optimization method that relies on one of the theories of the evolution. Many of 

these methods are inspired by swarm behaviors in nature. In this work we propose a new 

swarm based clustering algorithm Antlion Optimized Clustering Algorithm. Similar to 

other population-based algorithms, the Antlion Optimization Algorithm (ALO) starts 

with an initial population of candidate solutions to an optimization problem and an 

objective function that is calculated for them. At each iteration of the ALO, the best 

candidate is selected to be the Best Antlion, which then starts hunting the ants. The ALO 

algorithm mimics the hunting mechanism of antlions in nature. Five main steps of 

hunting prey such as the random walk of ants, building traps, entrapment of ants in traps, 

catching preys, and re-building traps are implemented. Various data cluster centers are 

initialized in the form of antlions and then these centres are optimized using these five 

hunting steps. 
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Chapter 1. Introduction 

Data mining is the process of knowledge discovery. It associates research in many 

fields such as databases, statistics, artificial intelligence and machine learning [1]. Data 

mining can be carried out in two ways - Supervised learning and unsupervised learning. 

Supervised learning uses the known cases of well-defined patterns to get new patterns 

having feature of high interest and on the other hand in unsupervised learning no 

hypothesis is made on the relations among data sets to find out the pattern. The most 

important classification technique is clustering, in which a set of patterns are grouped into 

clusters based on some similarities [2]. 

 

Clustering is a popular analysis technique in data science, used in many 

applications and disciplines. Based on the values of various attributes of objects, it is used 

as an important tool and task to identify the homogeneous groups of the same. Clustering 

can be of following two types – Hierarchal and Partitioning. Hierarchal clustering works 

on two techniques, division and agglomeration of data clusters. Division is breaking large 

clusters into smaller ones and agglomeration is merging small ones into nearest cluster. 

While in partition based clustering centre of each cluster is used to compute an objective 

function and the value of this function is optimized by updating the centre of clusters 

called as centroids.  Clustering has a wide application in problems of data mining, data 

compression, pattern recognition and machine learning [3]. 

 

1.1. Basic Framework for Data Clustering 

Traditional clustering algorithms consist of their own similarity metrics based on 

their nature. Some algorithms group the data set on the basis of density regions like 

DBSCAN and OPTICS, on the basis of distance like k-mean, on the basis of connectivity 

like hierarchical clustering. Over the period of time they all iterate to refine the solution 

towards Best cluster centroids. Now heuristic based algorithms are used for data 

clustering. They consist of search agents which represents candidate solution to the 



2 

 

clustering problem. These candidate solutions are initialized by randomly ‘k’ cluster 

centroid in d-dimensional search space. Each heuristic algorithm moves the cluster 

centroid on the basis of their respective movement of candidate solution in order to 

achieve optimal results. This movement of cluster centroid carries on to fixed number of 

iteration to obtain optimal cluster centroid [4].   

   

1.2. Swarm based optimization algorithms 

The main motivation of the swarm based optimization algorithm is the natural 

phenomenon. Natural phenomenon is adopted for optimization purpose for meta-heuristic 

algorithms. Nature Inspired algorithms initially seeded with the random population in 

problem search space. These populations are evolved, combine and move over the fixed 

number of iterations to find the best solution. It is the main framework of the entire 

nature inspired optimization algorithm. These algorithms only differ by the movement or 

the evolution of its population for obtaining optimizes results. For example there are 

algorithms like GA [5] (genetic algorithm) in which the concept of survival of the fittest 

is adopted by GA to find the best solution. Population are operated by two operators: 

mutation and crossover to evolve or move the population. PSO [6] (Particle swarm 

optimization) was inspired by individual thinking and social behavior of particles (bird) 

to move the swarm in search space. Every particle on the basis of its neighbor interaction 

and its local best position move to obtain global best position of swarm. The entire nature 

based algorithms consist of two main concepts: 

 

 Exploration: Exploration is the process of finding the promising areas for the 

optimization problem. These areas consist of potential solutions. 

 Exploitation: Exploitation is used to convergence of the solution to the 

promising area find in the Exploration phase. 
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Proper balance has to maintain between exploration and exploitation phase so that 

solution does not trap in local optima and solution will be obtain in optimize time. So a 

proper transition is used to move the candidate solution toward global optima. Nowadays 

meta-heuristic algorithms are widely in many optimization problems. Many researches 

are going on to proposing nature inspired optimization problems and modifying previous 

heuristic algorithm in order to make them efficient. 

 

1.3. Motivation 

K-means is the widely used partitioning based clustering algorithm. It uses a 

square-error objective function based on the sum of distances between the data points. Its 

biggest drawback is that it tends to converge to local optimum solution around the initial 

search positions. To solve the problem of local optima, many nature inspired and 

population based algorithms such as – Swarm Intelligence Algorithms, Artificial Neural 

Networks, Genetic algorithms and Evolutionary Algorithms are being used. Based on 

combining K-mean and evolutionary algorithms many hybrid optimization algorithms 

also have been proposed. 

 

1.4. Problem Definition 

In this work, Antlion optimization algorithm is used for data clustering on 

benchmark problems. Which is one of the most recently introduced nature inspired 

optimization algorithm. This algorithm simulates the hunting mechanism of antlions by 

mimicking five hunting steps – Ants walking in random direction, building traps, 

trapping of ants, hunting ants and re-locating the traps.  The performance of ALO is 

compared with other three nature inspired algorithms - Artificial Bee Colony, Firefly 

algorithm, Particle Swarm Optimisation and other 9 methods used in the literature. Five 

of the typical benchmark test data sets from the UCI machine learning repository are used 

to demonstrate the technique by simulating results obtained. We compare the 
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performance of ALO algorithm and conclude that ALO can be efficiently used for 

multivariate data clustering. 

 

1.5. Goal of thesis 

The goal of the work is summarized below: 

 Brief overview of past work in the field of clustering. 

 Explanation of proposed algorithm with the help of pseudo code and flow chart. 

 Algorithm accuracy check and result analysis 

 Comparison with previous most popular algorithms. 

 

1.6. Organisation of thesis 

The thesis is organised in following manner: 

Chapter 2 gives an overview of previous work in the field of clustering. 

Chapter 3 discusses the most popular widely used algorithms for clustering. 

Chapter 4 discusses in detail the proposed algorithm and related algorithms. 

Chapter 5 gives detailed analysis of results obtained. 

Chapter 6 concludes the thesis with a brief of possible future work. 
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Chapter 2. Literature Review 

2.1. Previous works related to Clustering 

In 1957 Stuart Lloyd published the K-means method for pulse-code modulation 

and in 1965 E.W. Forgy published the same method hence known as the Lloyd-Forgy 

Algorithm [20]. For initialization this algorithm uses k random points and uses these as 

the initial means. Partitioning is done on these initial k points. This heuristic algorithm 

doesn’t guarantee the achievement of global optimum as the end partition results 

completely depend upon the initially generated clusters. Due to the problem of local 

optima stagnation algorithm needed to be executed multiple times with different initial 

conditions. Another problem of this algorithm is the worst case execution time; it may 

take exponential time to converge. 

 

With the evolution of soft computing and the metaheuristic algorithms there was a 

huge performance gain in the field of optimization. Clustering problem is nothing but a 

problem of getting cluster center by optimizing the function based on some similarity 

measure. So  I. De Falco, A. Della Cioppa and E. Tarantino, et al [7], in their paper, for 

Applied Soft Computing, “Facing classification problems with Particle Swarm 

Optimization” , described how to solve the classification problem using a swam based 

algorithm and performed the clustering on the instances of multiclass datasets. It states 

that the results of clustering are better than the other algorithms with the same 

performance magnitude and it suitably challenge the two-class problems. But it doesn’t 

conclude on the performance of clustering data having more than two classes. 

 

Nature inspired metaheuristic algorithm solved the main problem of local optima 

stagnation in classical clustering algorithms by generating multiple set of search agents in 

the search space. This gives a large search option which avoids the local optima and 

evaluates each initial set of agents using the fitness function (objective function). These 
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algorithms have methods to remove the most unfit set of agent, which leads to gradual 

convergence towards global optima. 

 

Abdolreza Hatamlou, et al. [8], in his work describes a nature inspired algorithm 

based on Black Hole Phenomenon. It is used to solve the problem of clustering. He used 

the Iris, Wine, CMC, cancer and Vowel datasets to show that black hole algorithm 

outperforms the other algorithm. Two main benefits of this algorithm are that it doesn’t 

require any parameter tuning and due to simple structure it is easy to implement. The 

result of this algorithm is that it yields to better results when compared to other clustering 

algorithms such as K-means, PSO & GSA. 

 

Dervis Karaboga, Celal Ozturk, et al [9] in 2009, in his paper “A novel clustering 

approach: Artificial Bee Colony (ABC) algorithm”. This paper introduced an 

optimization algorithm based on the intelligent behaviour of foraging in honey bees. 

Using the thirteen UCI machine learning datasets this paper demonstrates the application 

of this algorithm for clustering. It compared the results of clustering to the PSO and other 

nice benchmark algorithm on the basis of classification error percentage of the 

multivariate datasets. 

 

Due to large number of search agent initialization these metaheuristic algorithms 

tends to slow down when used to optimize a function operating on a dataset with large 

number of instances and attributes. This problem is addressed by combining the features 

of two or more algorithms to create a hybrid algorithm. Tahereh Hassanzadeh and 

Mohammad Reza Meybodi, et al [10], proposed a hybrid clustering approach which uses 

Firefly algorithm and K-means algorithm.  In this work centroid are evaluated using the 

nature of fireflies and then refining these results using the K-means. K-means helps in 

speeding up the execution and Firefly algorithm helps in avoiding the local optima. To do 

so they seeded the initial value of K-mean centroids using the values obtained by firefly 

algorithm.  
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2.2. GA Clustering 

 Genetic Algorithm 

Genetic algorithm is inspired by biological phenomena in living beings. In GA data sets 

encoded as string and this string collection produces the population within search space. 

Random population in initial stage is seeded in search space and for each string and 

objective function or fitness function is associated. On probabilistic basis we find the 

some strings which go over mutation and crossover [12] which generates new population. 

These two operators are adopted from biological theory. This process continues over a 

period of time (iterations) to get the Optimization results. 

 

 Clustering Using GA:- 

The optimization ability of GA is adopted in clustering the ‘n’ number of data set into ‘k’ 

number of fixed clusters. The Euclidean   distance has been taken as similarity metric for 

assigning object to cluster. The objective function or fitness of each string or 

chromosome is modelled as cluster distance that should be minimized. Each string 

represents by the sequence of real number and the length of every string is ‘NxK’ words 

where ‘K’ is number of clusters centroid and ‘n’ is N-dimensional space. Every string 

(chromosome) is randomly initialized by ‘k’ random points. Mathematically the metric 

for clustering is given as: 

                                      M (C1, C2,…,Ck) = ∑ ||𝑥𝑗 − 𝑧𝑖||𝑘
𝑡=1                    
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Now fitness computation is two stage processes. At first stage for every chromosome and 

for each data point we find the nearest cluster centroid on the basis of Euclidean distance. 

Finally assigned that data point to nearest cluster centroid as 

||xi-zj||<||xi-zp||, p = 1,2,…k, and p!=j.               

 

 After all the data points are assigned in second Stage calculation of mean point of all the 

cluster centers encoded in the chromosome are replaced  with calculated mean which is 

calculated according to the following equation: 

Z
*
 = (1/ni) ∑ xj ,      i=1,2,…,k.                   

 

Now selection of some chromosome will be done on the basis of their fitness value and 

roulette wheel mechanism adopted for the chromosomes which goes under the mating 

pool. In mating pool two operation are applied on the chromosome, they are mutation and 

crossover. In crossover to parent chromosome exchange their information to generate two 

child. In mutation each chromosome undergoes with some modification that results in 

new chromosome. These operation are responsible for generation of new and strong 

population. Finally when condition criteria is met up we stop this genetic biological 

process. 
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Pseudo Code for GA 

 

 

  

Begin 

1. t=0 

2. initialize population p(t) 

3. compute fitness p(t) 

4. t = t+1 

5. if termination criterion achieved go to step 10 

6. select p(t) from p(t-1) 

7. crossover p(t) 

8. mutate p(t) 

9. goto step 3 

10. output best and stop. 

End 
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2.3. Black Hole based Clustering 

This algorithm is based on the phenomenon of collapsing of a star into a dark 

void.  In 1967 John Wheeler coined the term Black Hole. The high gravitational pull 

causes the shrinking of mass and even light rays can’t escape this pull. The boundary to 

which this gravitational pull affects the passing nearby objects is called as Schwarzschild 

radius and it is denoted by following equation:  

 
𝑅 =

2𝐺𝑀

𝐶2
 

(1) 

Where G is Gravitational Constant, M is mass and C is speed of light. 

 

This algorithm introduces the black hole method used in [13] into the PSO. It 

generated random particles near best solution and then it updates the particle position 

either using PSO or new mechanism based on the two random generated numbers. At 

first it generates the random population of candidate solutions in the search space as 

black holes and stars. These stars are absorbed by the black holes causing the movement. 

The changes in the position of stars are reflected using following equation: 

 𝑋𝑖(𝑡 + 1) = 𝑋𝑖(𝑡) + 𝑟𝑛𝑎𝑑 × (𝑋𝐵𝐻 − 𝑋𝑖(𝑡))     𝑖 = 1,2, …… . . 𝑁 (2) 

Where Xi(t) and XBH(t) is the position of star and black hole respectively at iteration t. 

rand is the random number generated in the interval of [0,1]. N represents the number of 

stars or candidate solution. 

 

There are events when a star crosses the event horizon of the black hole which 

leads to death of that star by getting pulled into the void. With the death of one star 

another star is generated randomly to start new search and to keep candidate solutions 

constant. 
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In Black Hole Algorithm the radius of event horizon is calculated by following 

equation: 

 
𝑅 =

𝑓𝐵𝐻

∑ 𝑓𝑖
𝑁
𝑖=1

 
(3) 

Where 𝑓𝐵𝐻   is black hole’s fitness value and 𝑓𝑖 is the star’s fitness. N is the number of 

stars. 

 

Psuedo Code: 

 

  Initialize the star population 

Loop 

 Evalute the objective functon for each star 

 Select the star with best fitness value as black hole 

 Update the Location of stars using equaton (2) 

 Swap the position of star with black hole if it has lower fitness value 

 Create new star randomly if one crosses the event horizon 

 If termination criteria met exit the loop 

End Loop 
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2.4. Classification with Particle Swarm Optimization 

This algorithm by I. De Falco, A. Della Cioppa and E. Tarantino uses PSO [13-

15] for clustering of multivariate datasets. For a dataset of C classes and N attributes 

clustering problem is a problem if finding the position of C centroids [8]. 

 

In generated population 𝑖𝑡ℎ individual can be represented as follows: 

 �⃗�𝑖
1, … . . �⃗�𝑖

𝐶 , �⃗�𝑖
1, … . . , �⃗� 𝑖

𝐶 (4) 

Where �⃗�𝑖
𝑗
 is the position vector having N real number and �⃗�𝑖

𝑗
 is the N real number 

velocity vector. Each individual in population have 2 × 𝐶 × 𝑁 components. 

 

It has three objective functions. The first objective function 𝜑1 consists of two 

steps; in first step each individual training set is assigned to nearest class centroid 𝐶. In 

second step it calculates the fitness by evaluating the percentage of incorrectly assigned 

dataset i.e. if class 𝐶𝐿(�⃗�𝑗) assigned to �⃗�𝑗 and class 𝐶𝐿𝐾𝑛𝑜𝑤𝑛(�⃗�𝑗) known of �⃗�𝑗 is different. 

𝜑1(𝑖) =
100.0

𝐷𝑇𝑟𝑎𝑖𝑛
∑ 𝛿(�⃗�𝑗)

𝐷𝑇𝑟𝑎𝑖𝑛
𝑗=1   (5) 

Where 𝐷𝑇𝑟𝑎𝑖𝑛 represent the number of instances in the training dataset. 

 

𝛿(�⃗�𝑗) = {
1       𝑖𝑓 𝐶𝐿(�⃗�𝑗) ≠ 𝐶𝐿𝐾𝑛𝑜𝑤𝑛(�⃗�𝑗)

0       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                           
  (6) 

𝜑1 will vary in the interval [0.0, 100.0]. 

 

Second objective function is the sum of all the Euclidian distance of training 

dataset, denoted as 𝜑2. 

𝜑2(𝑖) =
1

𝐷𝑇𝑟𝑎𝑖𝑛
∑ 𝑑(�⃗�𝑗 , �⃗�𝑖

𝐶𝐿𝑘𝑛𝑜𝑤𝑛(�⃗⃗⃗�𝑗)
)

𝐷𝑇𝑟𝑎𝑖𝑛
𝑗=1   (7) 
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Third objective function 𝜑3 also have two, first step is same as of 𝜑1. Second step 

combines the above two objective function linearly. 

𝜑3(𝑖) =
1

2
(
𝜑1(𝑖)

100.0
+ 𝜑2(𝑖))  (8) 

 

Algorithm is executed using these three objective functions and denoted as 

different versions: 𝑃𝑆𝑂 − 𝜑1, 𝑃𝑆𝑂 − 𝜑2 𝑎𝑛𝑑 𝑃𝑆𝑂 − 𝜑3. 

 

Results obtained shows that 𝑃𝑆𝑂 − 𝜑3gave the best result among all three 

versions. Out of 13 sample datasets in 10 datasets, it gave least classification error 

percentage. 
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2.5. Hybrid Firefly and K-means Algorithm 

Fireflies flashes light in short rhythmic pattern. This helps them to communicate 

with each other and it also attracts other insects to prey on them. Based on this behaviour 

of fireflies, YANG in 2008 introduces an algorithm by the name of Firefly Algorithm 

[17]. One firefly moves toward another firefly which is brighter. Attractiveness is directly 

proportional to brightness and inversely proportional to the distance. Attractiveness is 

given by following equation [10]: 

𝛽(𝑟) = 𝛽0𝑒
−𝛾𝑟2

  (9) 

Where, 𝛾 is source’s light absorption coefficient and 𝛽0 is attractiveness at 𝑟 = 0. 

 

 Distance between two fireflies is evaluated using Cartesian formulae and 

represented as 𝑟𝑖,𝑗. 

𝑟𝑖,𝑗 = ‖𝑥𝑖 − 𝑥𝑗‖ = √∑ (𝑥𝑖,𝑘 − 𝑥𝑗,𝑘)
2𝑑

𝑘=1   (10) 

 

Movement of fireflies is defined by following equation: 

𝑋𝑖 = 𝑥𝑖 + 𝛽0𝑒
−𝛾𝑟𝑖𝑗

2

(𝑥𝑗 − 𝑥𝑖) + 𝛼 (𝑟𝑎𝑛𝑑 −
1

2
)  (11) 

 

 In original version of Firefly Algorithm due to influence of brighter firefly on 

weaker it tends to avoid global best in some cases. To overcome this drawback a 

modified version of Firefly Algorithm is formulate with the help of K-means algorithm. 

In the modified algorithm one firefly in affected by nearest brighter firefly as well as by 

firefly corresponding to global best. 

New modified movement equation is: 

𝑋𝑖 = 𝑥𝑖 + (𝛽0𝑒
−𝛾𝑟𝑖𝑗

2

(𝑥𝑗 − 𝑥𝑖) + 𝛽0𝑒
−𝛾𝑟𝑖𝑔𝑏𝑒𝑠𝑡

2

(𝑥𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖)) + 𝛼 (𝑟𝑎𝑛𝑑 −
1

2
) (12) 
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Author uses the results obtained by firefly algorithm to seed the initial population 

in K-means Algorithm. In traditional K-means algorithm initial population is generated 

randomly. This causes K-means to get stuck in the local optima. But when seeded by the 

results of Firefly gives K-means initial population a tightly bound value initialization. K-

mean minimises its objective function i.e. decreases the sum of Euclidian distance of 

clusters and its instances. K-means uses following equation to get sum of Euclidean 

distances: 

𝐷𝑖𝑠(𝑋𝑝, 𝑍) = √∑ (𝑋𝑝𝑖 − 𝑍𝑗𝑖)
𝑑
𝑖=1   (13) 

 

To refine the cluster centre it uses following equation: 

𝑍𝑗 =
1

𝑛𝑗
(∑ 𝑋𝑝∀𝑋𝑝∈𝑗 )  (14) 

Where, 𝑛𝑗  is the number of instances in the cluster 𝑗 and 𝑍𝑗 is the centre of the cluster. 

 

Pseudo Code: 

 

  

Initialize fireflies with random K*D centres 

While (t<max generation) 

For i=1: n (all n fireflies) 

For j=1: n (all n fireflies) 

Calculate objective function of each firefly by equation 13, 

If (ij>ii) 

Move firefly I toward j based on equation 12 to refine position 

of fireflies (clusters centre) 

End if 

End for j 

End for i 

Ranks the fireflies and find the current best to update current best to next iteration 

End while 

Rank the fireflies and find global best and extract the position of global best 

Repeat 

Initialize the k-means centre with position of global best 

Allocate each vector to a cluster by equation 13, 

Refined the clusters by equation 14 

Do until predefined iteration. 
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2.6. Artificial Bee Colony Algorithm for Clustering 

In 2005, D. Karaboga proposed a stochastic algorithm based in the swarming 

nature of honey bees [18]. It simulates a colony of honey bees in which there are three 

kinds of bees: 

 Employed Bees- Going to the food source which was visited earlier. 

 Onlooker Bees- Decides which food source to accept and reject. 

 Scouts Bees- Goes is different directions to find new sources. 

 

Food Sources are the possible solution of problem and nectar content of the food 

represents the fitness of the source and it can be calculated using: 

𝑓𝑖𝑡𝑖 =
1

1+𝑓𝑖
  (15) 

Where, 𝑓𝑖 is: 

 

𝑓𝑖 =
1

𝐷𝑇𝑟𝑎𝑖𝑛
∑ 𝑑(𝑥𝑗 , 𝑝𝑖

𝐶𝐿𝐾𝑛𝑜𝑤𝑛(𝑥𝑗))
𝐷𝑇𝑟𝑎𝑖𝑛
𝑗=1   (16) 

 

 Onlooker Bees select a food source in the on the basis of the probability value of 

it and it can calculated as: 

𝑝𝑖 = 
𝑓𝑖𝑡𝑖

∑ 𝑓𝑖𝑡𝑛
𝑆𝑁
𝑛=1

  (17) 

Where, 𝑆𝑁 is the total number of food sources and it is equal to total number of 

employed bees. 

 

 

 To generate position of a possible candidate food from an old source, ABC uses 

following equation: 

𝑣𝑖𝑗 = 𝑧𝑖𝑗 + ∅𝑖𝑗(𝑧𝑖𝑗 − 𝑧𝑘𝑗)  (18) 

Where ∅𝑖𝑗 ∈ [−1,1], 𝑘 ∈ {1,2, …… , 𝑆𝑁} and 𝑗 ∈ {1,2, … . , 𝐷} generated randomly and 

both 𝑘 and 𝑖 must be different. 
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 Scout bees replace an old abandoned food source and replaces with 𝑍𝑖, this can be 

defined as: 

𝑧𝑖
𝑗
= 𝑧𝑚𝑖𝑛

𝑗
+ 𝑟𝑎𝑛𝑑(0,1)(𝑧𝑚𝑎𝑥

𝑗
− 𝑧𝑚𝑖𝑛

𝑗
)  (19) 

 

Pseudo Code: 

 

 

 

 

 

 

 

 

 

 

  

Load training Sample 

Generate the initial population 𝑧𝑖 

Evaluate the fitness (𝑓𝑖) of the population 

Set cycle to 1 

Repeat 

 For each employed bee { 

 Produce new solution 𝑣𝑖 by using (18) 

 Calculate the value 𝑓𝑖 

Apply greedy selection process} 

Calculate the probability value 𝑝𝑖, for the solution (𝑧𝑖) by (5) 

For each onlooker bee { 

 Select a solution 𝑧𝑖 depending on 𝑝𝑖 

 Produce new solution 𝑣𝑖 

 Apply greedy selection process} 

If there is an abandoned solution for the scout the replace it with a new solution 

which will be randomly produced by (19) 

Memorize the best solution so far 

Cycle = cycle+1 

Until cycle=MCN 
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Chapter 3. Proposed Work 

 

3.1. Algorithms Used 

K-Means Clustering Algorithm 

In 1967, MacQueen proposed an unsupervised learning algorithm, by the name of 

K-Means Algorithm [19], which addressed the problem of clustering. This algorithm 

provides a fast and easy to implement way to divide the data instances into predefined 𝑘 

number of clusters. Its main aim is to get centroids for all 𝑘 clusters. As the end results 

rely heavily on the initialization of the centroids so it is advised to choose these very 

carefully. In the early grouping stage all the centroids are set to remote position in the 

search space and after initialization of centroids, all instances of dataset must be assigned 

to the nearest centroid. After the first step of groupage, we will recalculate the centroid. 

Second step will start with re-assigning the points to the newly adjusted centroids. These 

steps will continue to be repeated until there is no change in centroids i.e. there is any 

movement in the position of the centroids. This algorithm minimizes the objective fiction, 

Square error function: 

𝐽 = ∑ ∑ ‖𝑥𝑖
(𝑗)

− 𝐶𝑗‖
2

𝑛
𝑖=1

𝑘
𝑗=1   (20) 

 

Where ‖𝑥𝑖
(𝑗)

− 𝐶𝑗‖
2

is the distance between  𝑥𝑖
(𝑗)

 and 𝐶𝑗. 𝑛 is the total number of 

instances in the dataset. 

 

K-Means is good simple and fast clustering algorithm. It has been used in 

numerous works to extend its capabilities e.g. 𝑓𝑢𝑧𝑧𝑦 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑣𝑒𝑐𝑡𝑜𝑟.  It have been 

proved that this algorithm will always terminate but it may not yield best result always. 

Due to its high fluctuating nature which depends upon the initial centroid position, it is 

advised to run multiple instances of K-means to get a global optimal result.  
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Algorithm Steps: 

 

 

 

 

 

 

 

 

 

 

Algorithm Analysis: 

 

K-Means is clustering algorithm which work on the greedy principle. It partitions the 

𝑛 data samples in to 𝑘 clusters to minimize the sum of Euclidian distance of all data 

samples from their cluster centres. Major Drawbacks of this algorithm are: 

 No proper method to initialize. Generally done randomly. 

 Due to high dependency on the initial centres it may get stuck to suboptimal 

values, only quick solution is to execute it multiple times. 

 Accuracy changes with change in number of cluster(𝑘). 

 In many cases it tends to get stuck to local or sub optima. 

 

  

1. Place K points into the space represented by the objects that are being 

clustered. These points represent initial group centroids. 

2. Assign each object to the group that has the closest centroid. 

3. When all objects have been assigned, recalculate the positions of the K 

centroids. 

4. Repeat Steps 2 and 3 until the centroids no longer move. This produces a 

separation of the objects into groups from which the metric to be minimized 

can be calculated.  
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Antlion Optimization Algorithm 

In recent years, trends have shown a huge development in the area of soft 

computing with the rise of nature inspired metaheuristic algorithms [21-23]. Due to the 

use of stochastic operators in the process it doesn’t get suffer from local optima 

stagnation which was the major issue of deterministic algorithms [24-27]. Local optima 

stagnation is the case when algorithm gets entrapped in the local optimal values causes 

the loss of global optimal values. As the large data sets have large number of local 

optimal solutions which leads to failure of deterministic algorithms. Stochastic family of 

optimization algorithms include the algorithm having stochastic operators including 

evolutionary algorithms. 

Evolutionary algorithms [28] work interactively on randomly generated 

population in the search space, this population is known as candidate solution. It 

improves the candidate solutions on each iteration until a termination criteria is fulfilled. 

These improvements are based on exploration of search space and exploitation of results 

obtained. Exploration guarantees that algorithm will not stuck in local optima and 

continue to search for more global optimal values while on the exploitation ensures the 

convergence towards the suitable optimal value [29]. 

One of the main reasons behind the popularity of evolutionary algorithms is that 

the process of optimization is independent of problem. There are large numbers of 

problems that are yet to be solved and we know there is no silver bullet for that [30]. A 

single algorithm can’t solve each and every problem efficiently and accurately. So, many 

algorithms have been proposed to solve these problems. Most popular algorithms are: 

Genetic Algorithm (GA) [31][32], Particle Swarm Optimizer (PSO) [32], Ant Colony 

Optimization (ACO) [34] and Evolutionary Programming (EP) [35]. 

Ant Lion optimization algorithm is inspired by the hunting nature of the insect 

belonging to the Myrmeleontidate family. Antlion prey on the ants and hunt them by 

digging a cone shaped pit in the ground. At the bottom of the pit it sits and waits of an ant 

to fall into it. It throws the sand outside the cone so that ant gets pushed into the bottom 
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and can’t escape the trap. Size of trap varies according to the hunger of the antlion. These 

hunting steps are mimicked in this algorithm [36-40]. 

 

Figure 1 (a)  Antlion (b) Hunting Pit 

 

First it generates a random population of 𝑛 ants and antlions into the search space 

having 𝑑 dimensions and saved as 𝑀𝐴𝑛𝑡 and 𝑀𝐴𝑛𝑡𝑙𝑖𝑜𝑛 matrix: 

𝑀𝐴𝑛𝑡 = 

[
 
 
 
 
𝐴1,1 𝐴1,2 ⋯ ⋯ 𝐴1,𝑑

𝐴2,1

⋮
⋮

𝐴2,2 ⋯ ⋯

⋮ ⋮ ⋮
⋮ ⋮ ⋮

𝐴2,𝑑

⋮
⋮

𝐴𝑛,1 𝐴𝑛,2 ⋯ ⋯ 𝐴𝑛,𝑑]
 
 
 
 

 

𝑀𝐴𝑛𝑡𝑙𝑖𝑜𝑛 = 

[
 
 
 
 
𝐴𝐿1,1 𝐴𝐿1,2 ⋯ ⋯ 𝐴𝐿1,𝑑

𝐴𝐿2,1

⋮
⋮

𝐴𝐿2,2 ⋯ ⋯

⋮ ⋮ ⋮
⋮ ⋮ ⋮

𝐴𝐿2,𝑑

⋮
⋮

𝐴𝐿𝑛,1 𝐴𝐿𝑛,2 ⋯ ⋯ 𝐴𝐿𝑛,𝑑]
 
 
 
 

 

Then it will calculate the initial fitness of each ant and antlion using some 

objective function(𝑓). These values are saved into an array of size 𝑑 as: 

𝑀𝑂𝐴 = 

[
 
 
 
 
 
𝑓([𝐴1,1, 𝐴1,2, … , 𝐴1.𝑑])

𝑓([𝐴2,1, 𝐴2,2, … , 𝐴2.𝑑])

⋮
⋮

𝑓([𝐴𝑛,1, 𝐴𝑛,2, … , 𝐴𝑛.𝑑])]
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𝑀𝑂𝐴𝐿 = 

[
 
 
 
 
 
𝑓([𝐴𝐿1,1, 𝐴𝐿1,2, … , 𝐴𝐿1.𝑑])

𝑓([𝐴𝐿2,1, 𝐴𝐿2,2, … , 𝐴𝐿2.𝑑])

⋮
⋮

𝑓([𝐴𝐿𝑛,1, 𝐴𝐿𝑛,2, … , 𝐴𝐿𝑛.𝑑])]
 
 
 
 
 

 

 

Random movement of ants is simulated using following stochastic function: 

𝑋(𝑡) = [0, 𝑐𝑢𝑚𝑠𝑢𝑚(2𝑟(𝑡1 − 1)), 𝑐𝑢𝑚𝑠𝑢𝑚(2𝑟(𝑡2 − 1)), … , 𝑐𝑢𝑚𝑠𝑢𝑚(2𝑟(𝑡𝑛 − 1))] 

Where, 𝑟(𝑡) = {
1 𝑖𝑓 𝑟𝑎𝑛𝑑 > 0.5
0 𝑖𝑓 𝑟𝑎𝑛𝑑 ≤ 0.5

  (21) 

 

Figure 2 Three Random Walks 

 

 To limit the movement of ant into the boundary of search space it needed to be 

normalized: 

𝑋𝑖
𝑡 =

(𝑋𝑖
𝑡−𝑎𝑖)×(𝑑𝑖

𝑡−𝑐𝑖
𝑡)

(𝑏𝑖−𝑎𝑖)
+ 𝑐𝑖

𝑡  (22) 

Where, 𝑎𝑖  is the minimum & 𝑏𝑖 is the maximum of 𝑖𝑡ℎ variable and 𝑐𝑖 is the minimum & 

𝑑𝑖 is the maximum of 𝑖𝑡ℎ variable in 𝑡𝑡ℎ iteration. 

 To implement sliding of ant towards antlion we limit the random movement of 

ants by decreasing the upper and lower bound in each iteration using: 

𝑐𝑡 =
𝑐𝑡

𝐼
  (23) 

𝑑𝑡 =
𝑑𝑡

𝐼
 (24) 
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Where, 𝐼 = 10𝑤 𝑡

𝑇
 and 𝑤 = 2 when > 0.1𝑇 , 𝑤 = 3 when 𝑡 > 0.5𝑇 , 𝑤 = 4 when 

𝑡 > 0.75𝑇 , 𝑤 = 5 when 𝑡 > 0.9𝑇 , 𝑤 = 6 when 𝑡 > 0.95𝑇 . 𝑇 is number of iterations. 

 

Figure 3 Adaptive Upper and Lower bound 

 

Finally we simulate the catching of ant by antlions. If an ant becomes fitter than 

antlion it will be consumed and antlion will build new trap at the location of ant. 

𝐴𝑛𝑡𝑙𝑖𝑜𝑛𝑗
𝑡 = 𝐴𝑛𝑡𝑖

𝑡 𝑖𝑓 𝑓(𝐴𝑛𝑡𝑖
𝑡) > 𝑓(𝐴𝑛𝑡𝑙𝑖𝑜𝑛𝑗

𝑡)  (25) 

 

To reflect the elitism in the ant movement it must be affected by best antlions 

(global) as well as antlion selected by roulette wheel (local). We take average these 

movements. 

𝐴𝑛𝑡𝑖
𝑡 =

𝑅𝐴
𝑡 +𝑅𝐸

𝑡

2
  (26) 
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Results shown in the figure () depicts that for multimodal functions it have high 

convergence rate and it covers the search space to a great extent. 

 

 

Figure 4 Search  Space Exploration and Convegence 
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Analysis of Antlion Optimizer: 

  This algorithm showed a high rate of convergence on simple as well as composite 

test functions. These functions test both the exploration and exploitation capabilities of 

the algorithm. ALO showed a balanced exploration and exploitation capabilities. This 

makes ALO a potentially capable solution to problems with complex calculation and high 

dimensionality. When observing convergence curve it can be seen that with the increase 

of iteration accuracy of global optimum accelerates. The main disadvantage of this 

algorithm is that it cost a high amount of time for a search space having large number of 

dimensions. Such as for a dataset with 200 dimensions we need approximately 5000 

iterations to achieve desired global optima. 

 

Figure 5 Convergence Comparison of ALO to others 
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Pseudo Code: 

 

 

 

 

 

 

 

 

 

 

 

  

Initialize the first population of ants and antlions randomly 

Calculate the fitness of ants and antlions 

Find the best antlions and assume it as the elite (determined optimum) 

While the end criterion is not satisfied 

For every ant 

Select an antlion using Roulette wheel 

Update c and d using equations Eq. (23) and (24) 

Create a random walk and normalize it using Eq. (21) and (22) 

Update the position of ant using (26) 

End for 

Calculate the fitness of all ants 

Replace an antlion with its corresponding ant it if becomes fitter (Eq. 25) 

Update elite if an antlion becomes fitter than the elite 

End while 

Return elite 
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3.2. Proposed Algorithm 

 As we have studied the previous chapter, we have seen that there are some basic 

problems with original clustering algorithms that they either suffer from local optima 

entrapment or there is performance degradation. Another problem that persist there is that 

initialization in evolutionary algorithms have very high degree of randomization because 

of a set of search agents getting scattered into search space, which is again have large 

number of dimensions. 

 To counter these problematic drawbacks of these traditional clustering and 

optimization algorithms I have proposed a hybrid algorithm based on K-Mean Clustering 

and Antlion Optimization Algorithm. This hybrid algorithm is used to solve the 

clustering problem and named as Hybrid Antlion Clustering Algorithm. It addressed the 

local optima problem of K-Mean as well as provides performance gain to original 

Antlion Optimization Algorithm. But key advantage of this problem is that besides 

removing these drawbacks it can also perform clustering successfully on datasets which 

have overlapping instances. 

 

Proposed algorithm is based on the antlion optimization algorithm, explained in 

the previous chapter. In the original algorithm where antlions and ants are initialized in 

the search space using the random initialization function into the boundaries. But in the 

proposed algorithm to antlions are seeded using the results of K-Means algorithm. 

 

 There are 𝑛 number of agents (antlions) are needed to be initialized in the form of 

vector consisted of 𝑘 number of cluster centres of 𝑑 number of dimensions each. 

 

{𝑧1
1, 𝑧2

1, … , 𝑧𝑑
1, 𝑧1

2, 𝑧2
2, … , 𝑧𝑑

2, ………… , 𝑧1
𝑘, 𝑧2

𝑘 , … , 𝑧𝑑
𝑘 , } 
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So each antlions position consists of 𝑑 × 𝑘 number of dimensions. i.e.𝑁 = 𝑑 × 𝑘, 

where 𝑁 is the dimensionality of each antlion and there will be 𝑛 number of antlions. 

While initializing it will require 𝑛 iteration of K-means algorithm to be executed. This 

will bound the search space cluster centres by antlions into a pre-optimized field of 

search. 

 

Objective function: 

To perform the clustering on the dataset using this algorithm I used the following 

objective function as the fitness function: 

𝑓(𝑤, 𝑧) = ∑ ∑𝑤𝑖𝑗‖𝑥𝑖 − 𝑧𝑗‖
2

𝑘

𝑗=1

𝑁

𝑖=1

 

This function uses the Euclidean distance as the similarity matrix for the 

clustering. According to this matrix, a point closer to a cluster centre belongs to that 

cluster. 

 

Algorithm Parameters: 

 Number of antlions: 40 

 Numbers of ants: 40 

 Number of iterations: 500 

 Upper bound and Lower bound of each attribute is the upper bound and lower 

bound of the corresponding attribute in dataset 
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3.3. Data Set used in Clustering: 

Widely used dataset in clustering problem are usually multivariate. These are available in 

the repository of the machine learning databases [41]. These dataset have more than two 

dimensions. Some of widely used data sets are: 

 

 IRIS Dataset: 

Iris dataset [42] consist of a flower which having three types of breed. It   is perhaps the 

best known database to be found in the pattern recognition literature. The data set 

contains 3 classes of 50 instances each, where each class refers to a type of iris plant. 

Each dataset has four attributes. One class is linearly separable from the other 2; the latter 

are NOT linearly separable from each other.  

Predicted attribute: class of iris plant.   

 

.Attribute Information: 

1. Sepal length in cm. 

2. Sepal width in cm.  

3. Petal length in cm.  

4. Petal width in cm  

5. Class:  

 Iris Setosa  

 Iris Versicolour  

 Iris Virginica 
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 Wine dataset: 

These data are the results of a chemical analysis of wines grown in the same region in 

Italy but derived from three different cultivars. The analysis determined the quantities of 

13 constituents found in each of the three types of wines. The initial data set had around 

30 variables, but for some reason I only have the 13 dimensional version. It consist a list 

of what the 30 or so variables were, but a.) I lost it, and b.), I would not know which 13 

variables are included in the set. It consist of 178 instances and 3 types of wine. Each 

classes have 59, 71, 48 instances of each class.  

Attribute Information:  

The attributes are  

1. Alcohol  

2.  Malic acid  

3.  Ash  

4.  Alcalinity of ash  

5.  Magnesium  

6. Total phenols  

7.  Flavanoids  

8.  Nonflavanoid phenols  

9.  Proanthocyanins  

10. Color intensity  

11. Hue  

12. OD280/OD315 of diluted wines  

13. Proline  

In a classification context, this is a well posed problem with "well behaved" class 

structures. A good data set for first testing of a new classifier, but not very challenging. 
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 Glass Dataset: 

The study of classification of types of glass was motivated by criminological 

investigation. At the scene of the crime, the glass left can be used as evidence...if it is 

correctly identified. This glass dataset consist of 9 attributes and 6 types of glasses which 

results in 6 cluster.the number of instaces consist in all cluster is 70,76,13,9 and 29. 

 

Attribute Information: 

1. RI: refractive index  

2. Na: Sodium (unit measurement: weight percent in corresponding oxide, as 

are attributes 4-10)  

3. Mg: Magnesium  

4. Al: Aluminum  

5. Si: Silicon  

6. K: Potassium  

7.  Ca: Calcium  

8. Ba: Barium  

9. Fe: Iron  

10. Type of glass: (Clusters)  

 Building windows float processed  

 Building windows non float processed  

 Vehicle windows float processed    

 Containers  

 Tableware  

 Headlamps 
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 Cancer Dataset: 

This is one of three domains provided by the Oncology Institute that has repeatedly 

appeared in the machine learning literature. This Breast cancer data set includes 444 

instances of one class and 239 instances of another class. The instances are described by 

9 attributes, some of which are linear and some are nominal.  

 

 

Attribute Information: 

1. Class: no-recurrence-events, recurrence-events  

2. Age   

3. Menopause 

4. Tumor-size 

5. Inv-nodes 

6. Node-caps 

7. Deg-malig   

8. Breast:  

9. Breast-quad:  

10. Irradiat:. 
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 CMC Dataset: 

This dataset is a subset of the 1987 National Indonesia Contraceptive Prevalence Survey. 

The samples are married women who were either not pregnant or do not know if they 

were at the time of interview. The problem is to predict the current contraceptive method 

choice (no use, long-term methods, or short-term methods) of a woman based on her 

demographic and socio-economic characteristics. 

 

 

Attribute Information: 

1. Wife's age (numerical)  

2. Wife's education (categorical) 1=low, 2, 3, 4=high  

3. Husband's education (categorical) 1=low, 2, 3, 4=high  

4. Number of children ever born (numerical)  

5. Wife's religion (binary) 0=Non-Islam, 1=Islam  

6. Wife's now working? (Binary) 0=Yes, 1=No  

7. Husband's occupation (categorical) 1, 2, 3, 4  

8. Standard-of-living index (categorical) 1=low, 2, 3, 4=high  

9. Media exposure (binary) 0=Good, 1=Not good  

10. Contraceptive method used (class attribute) 1=No-use, 2=Long-term, 3=Short-term 
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START 

 Randomly initialize Ants 

Initialize Antlions Using K-means 

 For each data set calculate Euclidean distance from every 

cluster centroid 

 Allocate data set to the cluster having least Euclidean distance 

from cluster centroid 

Calculate Intra-Cluster Distance(Fitness) 

 Move the cluster centroids (antlion) to the fittest ant to 

achieve exploration 

 Sort and Select the elite antlion(Lowest Intra-Cluster 

distance) 

STOP 

Iteration 
i<=500? 

For each 

search agent 
  1<=Uj<=40 

Figure 6 Flowchart ALO Clustering 
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Chapter 4. Results 

 

Five benchmark datasets from UCI depository with a variety of complexity are 

used to evaluate the performance of the proposed approach. The datasets are Iris, Wine, 

Glass, Wisconsin Breast Cancer and Contraceptive Method Choice (CMC), which are 

available in the repository of the machine learning databases [41]. Below Table 1 

summaries the main characteristics of the used datasets.  

 

The performance of the ALO-clustering algorithm is compared against well-

known and the most recent algorithms reported in the literature, including K-means , 

particle swarm optimization, and gravitational search algorithm . The performance of the 

algorithms is evaluated and compared using the Sum of intra-cluster distances as an 

internal quality measure: The distance between each data object and the center of the 

Corresponding cluster is computed and summed up. Clearly, the smaller the sum of intra-

cluster distances, the higher the quality of the clustering. The sum of intra-cluster 

distances is also the evaluation fitness in this work. 

 

As seen from the results the ALO Clustering algorithm achieved the best results 

among all the algorithms. For the Iris dataset, the best, worst, and average solutions 

obtained by ALO Clustering are 96.6555 for all iterations, which are better than the other 

algorithms.  

 

For the Wine dataset, the ALO algorithm achieved the optimum value of 

16292.9233, which is significantly better than the other test algorithms.  

 

As seen from the results for the Glass dataset, the ALO clustering algorithm is far 

superior to the other algorithms. The worst solution obtained by the ALO clustering 
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algorithm on the Glass dataset is 203.7370, which is much better than the best solutions 

found by the other algorithms.  

For the Cancer dataset, the ALO clustering algorithm outperformed the K-means, 

PSO and GSA algorithms with an optimal value of 2964.3870. 

 

For the CMC dataset, the proposed ALO clustering algorithm reached an average 

of 5532.2785, while other algorithms were unable to reach this solution even once within 

50 runs. 

 

From the above results, we can say that in five of the test datasets the proposed 

ALO clustering algorithm is superior to the other test algorithms. It can find high quality 

solutions. In other words, the ALO clustering algorithm converges to global optimum in 

all the runs while the other algorithms may get trapped in local optimum solutions. Only 

in the Cancer dataset did one of the algorithms (GSA) reach a better solution than the 

ALO clustering. Even in this dataset, the ALO clustering algorithm reached high quality 

clusters compared to the other three test algorithms. 

 

 

Table 1 Main characteristics of the test datasets 

Dataset  Number of clusters Number of features  Number of data objects 

Iris 3 4 150 

Wine 3 13 178 

Glass 6 9 214 

Cancer 2 9 683 

CMC 3 9 1473 
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Table 2 The sum of intra-cluster distances obtained by algorithms on different 

datasets. 

Dataset Criteria K-Means PSO GSA ALO 

      

Iris Best 97.32592 96.87935 96.68794 96.65555 

 Average 105.72902 98.14236 96.731051 96.65555 

 Worst 128.40420 99.76952 96.824632 96.65555 

      

Wine Best 16,555.67 16,304.48 16,313.87 16292.9233 

 Average 16,963.044 16,316.27 16,374.30 16293.2847 

 Worst 23,755.049 16,342.78 16,428.86 16295.2048 

      

Glass Best 215.67753 223.90546 224.98410 203.7370 

 Average 227.97785 230.49328 233.54329 205.9341 

 Worst 260.83849 246.08915 248.36721 210.1411 

      

Cancer Best 2986.96134 2974.48092 2964.76394 2964.3870 

 Average 3032.24781 2981.78653 2964.66312 2964.3873 

 Worst 5216.08949 3053.49132 2993.24458 2964.3876 

      

CMC Best 5542.18214 5539.17452 5542.27631 5532.2785 

 Average 5543.42344 5547.89320 5581.94502 5532.5929 

 Worst 5545.33338 5561.65492 5658.76293 5532.7791 
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Graph based comparison of K-mean and ALO Clustering is discussed in this section. 

ALO clustering completely outperform the K-mean clustering algorithm. The graph 

consists of number of iteration vs optimization in each iteration. This comparison has 

been done on five benchmark functions like Iris, Wine and Glass. The graph shown 

below:  

 

1. Iris dataset: Graph shown below is the Intra-cluster distance vs number of 

iteration is given in which ALO clustering has optimal value of 96.6555 and k-

mean clustering provides 97.3259 over the 500 number of iterations when applied 

on iris dataset. 

 

 
Figure 7 Convergence of Iris Dataset 
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2. Glass dataset: Graph shown below is the Intra-cluster distance vs number of 

iteration is given in which ALO clustering has optimal value of 203.7370 and k-mean 

clustering provides 215.8526 over the 500 number of iterations when applied on glass 

dataset. 

 

 

 
Figure 8 Convergence of Glass Dataset 
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3. Wine Dataset: Graph shown above is the Intra-cluster distance vs number of 

iteration is given in which ALO clustering has optimal value of 16292.9233 and k-

mean clustering provides 16,555.67   over the 500 number of iterations when  

applied on wine data. 

 

 

Figure 9 Convergence of Wine Dataset 
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Chapter 5. Conclusion and Future Work 

Data clustering is a most popular and effective data mining technique and is 

attracting more researchers as the amount of data and need for information management 

increases. Clustering techniques aim to group similar data into identical clusters in an 

optimal manner. To achieve optimality in the process and in the results various 

optimization techniques have been used to improve one or another aspect of clustering. 

One of such optimization based technique is Antlion Optimization Algorithm. Our aim in 

this work is to tackle these problems by proposing a novel generation based algorithm 

called ALO-clustering algorithm. 

 

The algorithm was tested on benchmark data and results are compared with the 

benchmark k-means clustering algorithm as well as PSO-clustering algorithms, 

Gravitational search clustering. The experimental ALO-clustering results are better than 

k-means clustering, PSO-clustering and GSA clustering. The idea presented in this work 

possess new research directions by utilizing the hunting nature of antlions to hunt down 

ants and update the position of its trap according to the fitness of previous hunting leads 

to finding an optimal cluster centroid of the cluster problem.  

 

There are some fields of future research which are needed to be explored and 

improved according to the number of attributes and the number of clusters of dataset to 

obtain better efficiency in clustering process. 

 Selection of the number of agents and number of suitable iterations 

 Initialization of the Antlions 

 Movement around the antlion 

 The criteria for similarity in clusters other than Euclidean Distance 

Further enhanced to be made to improve and adapt this algorithm for clustering of 

datasets which are not linearly separable. Modifying algorithm to perform density based 

algorithm. 
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