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ABSTRACT 

 

Human activity recognition is a formidable topic of machine learning and 

computer vision research. The aim of action recognition is to analyse the events 

occurring during the on-going activity from video data. A dependable HAR 

system is capable of recognizing human actions based upon the uniqueness of 

the activities and has several applications include video surveillance systems, 

human computer interaction which involves communication between humans 

and machine, content-based video annotation and retrieval, video 

summarization, biometrics and in health care domain. 

In past decade, an expeditious proliferation of video cameras has resulted in an 

enormous outburst of video content. The area of analysing human activity from 

video data is growing faster and received rapid importance due to surveillance, 

security, entertainment and personal logging. The activity recognition is an area 

compiled with several challenges at each level of processing. The low level 

processing contains pre-processing challenges, robustness against errors. Mid 

level processing has space and time-invariant representations challenges 

whereas high level processing has semantic representation problems. In this 

work, a new hybrid technique is proposed for human action and activity 

recognition in video sequences. The work is demonstrated on widely used 

databases i.e. KTH, Weizmann, Ballet and a multi view dataset IXMAS to 

show the accuracy of the adopted method. The videos are segmented using 

texture based segmentation followed by calculating the average energy image 

(AEI). The extreme points are calculated from difference of Gaussians images 

to find the key points of AEI images. The vocabulary of these points is created 
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using vector quantization which is unique for each class of dataset. Then spatial 

distribution gradients are calculated which are combined with key point 

descriptors to act as a unique feature vector. These features are classified using 

support vector machine (SVM) and hidden markov model (HMM) for accurate 

recognition.  

Keywords— Human activity recognition, average energy image, spatial 

distribution gradients, spatio temporal interest points. 
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