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Abstract 

 

In last few years, there has been a rapid growth in the use of social networking sites so this 

become a significant medium for people to express their views or opinions. Sentiment Analysis 

is used to identifying and classifying the polarity of an opinion, such as positive, neutral or 

negative. Twitter is one of the social media site which is gaining the popularity. Twitter 

Sentiment Analysis has application such as political sentiment analysis, companies getting their 

customer's perspective on their products or opinions on current issue, movie reviews. Recent 

research has involved looking at text from online tweets, online movie reviews, etc. to try and 

classify the text as being positive, negative, or neutral. 

 For this research work, a Supervised Machine Learning Based approach is realised for 

Sentiment Analysis of tweets. The approach used here is Probabilistic Neural Network because 

PNN is a multi-layered feedforward neural network due to which it is fast as compare to other 

approaches. PNN is developed based on an estimation method that is probability density 

function for Parzen window and Bayes classification rules. Probabilistic Neural Network has 

feature of adaptive learning, fault tolerance, parallelism and generalization which provides a 

superior performance. Smoothing parameter of PNN plays a great role for predicting an 

accurate class of classifier. So a self-adaptive algorithm is used to calculate and optimize the 

smoothing parameter. Training and Testing dataset is collected from twitter using Twitter API 

based on a keyword “#NSG”. This classifier is used to determine the opinion of a tweet whether 

this tweet is about to good effort of Indian Prime Minister or a diplomatic failure of not getting 

a NSG membership. Probabilistic Neural Network is trained with the smoothing parameter 

which is adjusted self-adaptively so that best parameter is selected and according to that results 

are obtained for testing data set after that accuracy of classifier is determined. 

 

 

 

 

 



1 
 

CHAPTER 1 INTRODUCTION AND OUTLINE  

This chapter gives the brief introduction to research work proposed in this thesis. Section 1.1 

gives overview of introduction to the work undertaken in this research. Section 1.2 and section 

1.3 describe the motivation and scope of research work which is proposed. Section 1.4 define 

the research objectives and section 1.5 present outline of thesis organization. 

 1.1 Introduction  

In today’s world, excessive volume of information is available on microblogging sites such as 

twitter, Friend Feed, Tumblr.com, Meetme, etc. Microblogging are gaining their popularity 

over the online world. Mainly Microblogging sites are used for the world news, for product 

publicity, to share information and many more. Among all the microblogging sites, Twitter is 

most popular one. Twitter is an online social networking sites with help of which one can send 

or read messages of character length 140 called ‘tweets’. Twitter also stipulate to develop a 

user friendly streaming API so that real time tweets from different user could be retrieved for 

data analysis purpose. 

The rise of social media such as twitter and blog has generate the interest in sentiment 

analysis. People, over the social media, share their opinion and feeling about variety of subjects 

like an issue, news, product, movie etc. Among the countless or multitude information or 

opinion exist on social media, peoples wants to conclude the opinion or sentiment of text in 

that information or document. For this purpose, Sentiment Analysis is used to classify the 

polarity of a sentence whether the sentiment or opinion of that sentence is positive, negative or 

neutral. Sentiment analysis is the computational study of sentiments, opinions, and emotions 

expressed in the given text at document, feature or sentence [1].  

Sentiment analysis of tweets could be performed using three techniques. These 

techniques are Lexical analysis, Machine learning based analysis and Hybrid/Combined 

analysis. Lexical analysis process is governed by tokenizing the input stream into sequences of 

tokens using POS tagging to a predefined dictionary. Lexical analysis does not need any prior 

training of data, it is a ready to go approach. Machine learning based analysis consist of data 

extraction, data pre-processing, training data to machine, classification of data and testing of 

data process. Machine learning is classified into supervised learning and unsupervised learning. 

In supervised learning training document is labelled whereas no labelling is performed in 
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unsupervised learning. Hybrid analysis could collectively use accuracy of machine learning 

based analysis and speed of lexical analysis approach [2]. 

1.2 Motivation 

Opinion has a key role in almost all the human activities because they are influenced by others 

behaviour and opinion. In real world when they take a decision they wants to find others 

opinion. Like in business or in organisation when a new product is launched by a company or 

an industry, after that they wants to know costumer review about the product. Also one 

customer wants to know others’ opinion before purchasing a product and people also wants to 

know others’ opinion about a political candidate before casting their vote. Thus there is a need 

of sentiment analysis of people’s review and comments that identify their opinion. 

 Here sentiment analysis is performed using machine learning based analysis. However 

using machine learning process of sentiment analysis become slow as compare to lexical 

analysis but accuracy of result higher then lexical analysis so supervised machine learning 

using neural network is used to exhibit opinion or sentiment analysis. Main motivation using 

probabilistic neural network in this field is accuracy of output and higher speed of training 

neural network due to only feedforward training. 

1.3 Scope 

  Sentiment analysis is used to detect the polarity of people’s thoughts and opinions who 

are accessing social media. Businessman and researcher are interested in the thoughts and 

opinions of people and how they respond to things happens around them. Companies use this 

approach to estimate their advertisement promotions and to improve their products quality. 

This will help to companies to change their strategies regarding things for which people have 

negative view and opinion and also to political parties to change the agenda regarding to 

schemes and issues for which people’s view are not favour to them. 

 In the recent time, probabilistic neural network classifier in sentiment analysis has more 

scope because training process is fast due to PNN learns from the training data instantaneously. 

The major features of neural networks such as adaptive learning, fault tolerance, parallelism 

and generalization deliver superior performance [3]. 
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1.4 Research Objectives 

Statement of Research Question 

 “Can accuracy of Sentiment Analysis of microblogging sites like twitter could be 

enhanced using probabilistic neural network?” 

The goal of Sentiment analysis is to competently identify the feeling or emotion expressed in 

the text documents of tweets. In order to explain the Statement of research, this research 

question can be broken down into the succeeding questions, explanation of which will be 

accomplished by this research: 

 How neural network based model can be applied for text classification? 

 How text classification can be implemented using probabilistic neural network? 

 How self-adaptive smoothing parameter is realised in PNN? 

 What is the accuracy rate of output of Twitter Sentiment Analysis using PNN? 

Therefore, the main research objectives of proposed approach undertaken are: 

i. Research Objective 1 – To propose a classifier with improvement in accuracy of 

Sentiment Analysis. 

ii. Research Objective 2 – To implement a text classification or Sentiment Analysis with 

a faster classifier. 

iii. Research Objective 3 – To propose an algorithm to determine the best self-smoothing 

parameter for PNN classifier. 

The objective of this thesis is to determine the mood or opinion of tweets posted by public on 

a particular issue or topic using faster classifier with improved accuracy.  

1.5  Organisation of Thesis 

This thesis is composed of 5 chapter followed by references. 

Chapter 1 present the introduction of work undertaken, motivation and scope of proposed 

approach and research objective of thesis. 

Chapter 2 provide the essential background of work to implement proposed work in this thesis 

and research work related to Sentiment Analysis. 
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Chapter 3 present the details of framework and methodology employed and summary of 

proposed approach which is Probabilistic Neural Network with self-adaptive approach for 

Sentiment Analysis of tweets.  

Chapter 4 describe the experimental results which are obtained from text classifier which is 

employed and analyse the accuracy of the result of testing data. 

Chapter 5 give the conclusion based on the thesis and future scope of the research which is 

proposed in this thesis. 
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CHAPTER 2  LITERATURE REVIEW 

This chapter focus is to review the protuberant and relevant research that has been take on 

related to proposed approach. Section 2.1 focus on the introduction of sentiment analysis, type 

of Sentiment Analysis and the methods with the help of Sentiment Analysis of text and a 

document could be evaluated. This is followed by section 2.2 which gives details of neural 

network and type of neural network used for analysis. 

2.1  Sentiment Analysis 

In recent years, Sentiment Analysis has awakened the curiosity in many researchers, because 

text classification is used in many applications. Natural Language Processing (NLP), 

computational linguistics and text analytics are the challenges of Sentiment Analysis. In 

general words, Sentiment Analysis determine the attitude of online users regarding 

subject/object in discussion. With the rapid growth of internet applications such as social 

network, microblogging sites, forums, study of this area gained limelight [4]. 

 Sentiment Analysis is an interdisciplinary area which consist of text analysis, natural 

language processing, and computational linguistics to classify the text sentiment. With 

explosive increase in web, online user express their feeling and sentiment in form of text. There 

are huge amount of text messages due to which to make a decision for people become difficult. 

For this purpose, sentiment classification method is required to determine the sentiment 

orientation category (e.g. neutral/positive/negative) of the text messages. There are two types 

of textual information from sentiment viewpoint, namely, facts and opinions. Facts gives the 

objective declarations about the behaviour of product while opinion refer to appraisals, 

attitudes, emotions and feelings regarding a service, topic, product, or an issue. Although the 

mainstream of research attention is toward implementing applications related to facts but recent 

trend has been focused toward the implementing application related to opinions in area of text 

mining [5]. 

 The processing of opinions in text format is easier than other format, since most of 

opinion are obtainable in text format and sentiment analysis has arose as one of subfield of text 

mining.  It identify the opinions of people conveyed in text. That opinions could be evaluations, 

judgments, beliefs, affective (or emotional) states, or wishes. First time in literature, Sentiment 

Analysis give the impression in 1990 and then in 2000, it become major research area. Due to 
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its many features it is often mentioned with different names such as sentiment classification, 

opinion mining, sentiment extraction and sentiment analysis. 

 With the help of following techniques, Sentiment Analysis (sentiment extraction) is 

implemented on twitter posts [6]. 

 Lexical analysis 

 Machine Learning based analysis 

 Hybrid/Combined analysis 

 

Fig. 2.1 Technique of Sentiment Analysis 

2.1.1 Lexical analysis 

This analysis technique is accomplished by use of a dictionary comprising of pre-tagged 

lexicons. By the Tokenizer, input text is divided into tokens. For the lexicon, every new token 

which is encountered is matched in dictionary. Total score of pool is increased by 1 if 

encountered token match is positive for input text. Otherwise there is decrement in score or 

tagged the word as negative. Working of lexical analysis technique is shown in fig. 1. 

Final total score achieved decide the classification of text. Dictionary of sentiment 

contains the words along with their polarities which is used to classify the text into neutral, 

positive and negative class. The dictionary used in sentiment is domain specific i.e. in 

dictionary, polarity of word is set according to topic which is used to sentiment analysis e.g. 
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movie review, specific topic opinion, product review [8].  This approach perform well in term 

of speed because there is no need of training of data. Lexical approach has a limitation and 

which   

              

     Fig. 2.2 Lexical Analysis 

is that the performance (in terms of accuracy and time complexity) of this approach decrease 

drastically as the size of dictionary grow exponentially [7]. 

2.1.2 Machine Learning Based Analysis 

Machine learning based analysis is a subfield of Artificial Intelligence which deal with 

algorithms that allow a model to learn. Which means an algorithm is given with a data set and 

successively concludes statistics about the behaviour of the given data; prediction is made, on 

basis of this information, about the data which may arise in future. Due to accuracy and 

adaptability of this approach, this technique is gaining the interest of researchers [9]. Machine 

learning approach is classified into three learning methods: 

 Supervised Learning 

 Unsupervised Learning 

 Semi-supervised or Weakly Supervised Learning 

2.1.1.1 Supervised Learning 

In supervised learning technique, training data is labelled to train some classification function. 

Content of training data set are input feature vector and corresponding class labelling. The 
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output from this function either can predict label or category of input data called as 

classification or a continuous value called as regression. Here all focus is only on classification. 

To the quantity and quality of training data this technique is quite sensitive so when training 

data is insufficient and biased this technique may fail [10]. Mostly used supervised learning 

classifiers are: Maximum Entropy, Naïve Bayes, Support Vector Machines Decision Trees, 

(Artificial) Neural Networks and TiMBL (Tilburg Memory-Based Learner). 

2.1.1.2 Unsupervised Learning 

In unsupervised learning technique, training data is not labelled for training purpose. Model or 

function receive unlabelled data set. Sometime it become quite difficult to create a labelled 

data and it is easy to gather unlabelled data so at that time this technique can be used. An 

analyser cannot lean about final output purely based on unsupervised methods because it has 

no information about what constitute a desired output state and a correct action [11]. 

Unsupervised learning classifier methods are: clustering or cluster analysis (k-means), the 

expectation-maximization algorithm and an algorithm to finding out the maximum likelihood 

of examples. 

2.1.1.3 Semi-supervised or Weakly Supervised Learning 

In semi-supervised learning technique, training task is accomplished by small labelled data set 

and a large pool of data from unlabelled data. Commonly used semi-supervised or weakly 

supervised learning algorithm include multi-view learning, generative models, self-training, 

and graph-based methods and co-training [12]. Typical number of step followed in machine 

learning techniques are shown in fig. 2 
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    Fig. 2.3 Machine Learning Based Analysis 

Explanation of working of machine learning technique is given as: 

First Step: Data Extraction – in this step, data which has to be analysed is crawled from several 

sources like Social network (MySpace, Twitter etc.), Blogs depending on source for 

application. 

Second Step: Pre-Processing – in this step, collected data is cleaned, pre-processed and made 

ready for input in classifier. Cleaning comprise of removing URL, hashtag, stop words, 

unnecessary tab and white space and extracting keywords and useful symbols. 

Third Step:  Training Data – in this step, firstly a manually tagged collection of data is prepared 

and that data set is input for classifier. For learning purpose, this input data set is feed to 

algorithm of classifier. 

Forth Step: Classification – This step is the heart of this technique. According to requirement 

of application Naïve bayes, SVM or neural network is implemented for analysis. After 

completing training process, classifier is ready for real time text/tweet sentiment analysis. 

Fifth Step: Result – Result is prepared according to requirement in term of recall, precision and 

accuracy. 

However there are some challenges in this techniques like preparing training data to fuel in 

classifier, designing classifier and a correct interpretation of unseen data or phrase. But it 
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overcome the drawback of lexical technique of performance degradation and it perform well 

when size of data grow exponentially [13]. 

2.1.3 Hybrid Analysis 

Hybrid analysis is combination of machine learning based analysis and lexical analysis. Hybrid 

approach collectively gain the speed of lexical approach and accuracy of machine learning 

approach. Performance of classification is improved by the combination of these two. In this 

technique, initial sentiment detection is performed by lexicon and after this these sentiment 

lexicon are used as feature for machine learning. Performance of this approach can be improved 

by increasing number of classifier to be used [6]. 

Training data set and test data set are used in machine learning technique for classification. 

Training data set consist of input vector and corresponding label of class. A classification 

model is prepared using this training data set which classify the input feature vector of unseen 

data of test data set into corresponding class label. 

 Different type of machine learning approaches or techniques are used like Naive Bayes 

(NB), Neural Network, Support Vector Machines (SVM) and Maximum Entropy (ME) are 

used for text classification which can be applied for twitter sentiment analysis.  

Naive Bayes Classifier 

Most commonly used and simplest classifier is the Naïve Bayes classifier. This classifier use 

all the features present in the feature list and analyses these features independently to each other 

and indivisibly. On bases of the word distribution in text document, this classification model 

calculate the posterior probability of a class. Working of this model is based on the bag of word 

(BOW) feature extraction in which location of word in document is ignored [14]. The Bayes 

Theorem which used to predict the probability for a given feature set goes to a particular class 

or label. 

                                P (label | features) =  
𝑃(𝑙𝑎𝑏𝑒𝑙)∗𝑃(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠|𝑙𝑎𝑏𝑒𝑙)

𝑃(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)
 

P (label) refer to the prior probability of a class or label or chance of feature set belong to a 

label. P (feature | label) refer to the prior probability to a given feature vector or set is going to 

be classified as a class or label. P (features) refer to the prior probability to occurrence of a 

given feature vector or set [15]. According to assumption of Naïve Bayes, all the feature vectors 

are independent to each other so equation can be rewrite as 
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                         P (label | features) = 
𝑃(𝑙𝑎𝑏𝑒𝑙)∗𝑃(𝑓1|𝑙𝑎𝑏𝑒𝑙) ∗ .  .  .  .  .∗𝑃(𝑓𝑛|𝑙𝑎𝑏𝑒𝑙)

𝑃(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)
   

In spite of simplicity and assumption of being independent features clearly not hold in real 

world problem, indeed this model is optimal for some problem which have highly dependent 

features [16].   

Maximum Entropy 

In Maxent Classifier, labelled features set are converted to a vector set using encoding. The 

weights of each feature are calculated using this encoded vector set then that combined weight 

can be used to decide the most probabilistic label of feature set [17]. Parameters used in this 

classifiers are set of X {weights}, which consist of the combination of joint features which are 

generated by a set of features by an X {encoding}. Each C {feature set, label} pair mapped to 

a vector by encoding. The following equation is used to calculate the probability of a class of 

label. 

 

                      P (fs | label) = 
𝑑𝑜𝑡𝑝𝑟𝑜𝑑(𝑤𝑒𝑖𝑔ℎ𝑡𝑠,𝑒𝑛𝑐𝑜𝑑𝑒(𝑓𝑠 |𝑙𝑎𝑏𝑒𝑙))

𝑠𝑢𝑚(𝑑𝑜𝑡𝑝𝑟𝑜𝑑(𝑤𝑒𝑖𝑔ℎ𝑡𝑠,𝑒𝑛𝑐𝑜𝑑𝑒(𝑓𝑠 |𝑙))𝑓𝑜𝑟𝑙𝑖𝑛𝑙𝑎𝑏𝑒𝑙𝑠)
 

In this classifier, entropy of system is maximised by approximating the conditional distribution 

of label of class. Conditional distribution is given as: 

                                     P(y | X) =  
1

𝑍(𝑋)exp {∑ 𝜆𝑖𝑓𝑖(𝑋,𝑦)𝑖 }
 

Where X refers to feature vector and y refers to the class label. Z(X) refers as a normalisation 

vector, 𝜆𝑖 as a weight coefficient 𝑓𝑖(𝑋, 𝑦) as a feature function that defined as 

                          𝑓𝑖(𝑋, 𝑦) = {
1,    𝑋 =   𝑥𝑖  𝑎𝑛𝑑 𝑦 = 𝑦𝑖

0,     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                
 

This classifier can also be called conditional exponential classifier. In this classifier, no 

assumption is considered regarding to the relationship between features so there is no issue 

regarding to “independent assumption” in this model [18].    
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Support Vector Machine 

SVM is a classification technique which use supervised machine learning approach in which 

kernel functions are used to map an input feature space, in which classes are linearly 

distinguishable, into new space. A large margin is used by SVM classifier for classification. 

The discriminative function used by SVM is defined as [19]: 

              

                                            Fig. 2.4 Support Vector Machine  

                                      g (X) = 𝑤𝑇𝜙(𝑋) + 𝑏 

‘X’ refers to feature vector, ‘w’ refers to weight vector and ‘b’ refers to bias vector. 𝜙() is a 

function of non-linear mapping type in which input space is mapped to a high dimensional 

feature space. When a linear kernel is used for classification then a wide gap is maintained 

between two classes. This classifier have a potential which can handle large feature space 

having a large number of dimensions. Also SVM have an independent learning ability to 

dimension of feature space.  

 Training in SVM is relatively easy. Unlike to neural network, there is no local optima. 

It perform relatively well in case of high dimensional data and trade-off can be controlled 

between error and classifier complexity explicitly. For better performance, this model need to 

choose a good kernel function [20]. 

2.2    Neural Network 

Neural Network is a computational system of ‘connectionist’. The word network refer to inter-

connections between neuron present in different layers of a model. If a model have three layer. 
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The first layer containing input neuron sent information or data to neuron of second layer via 

synapses then to final layer of output neuron via more synapses. If a model is more complex it 

contain more number is neuron layers. The parameter value store in synapses is ‘weights’ that 

is manipulated in data calculation. Neural Network is an adaptive complex system, not just a 

complex system, means it can adapt or change its internal weight or structure depending on the 

information flowing through it [21] [22].  

Neural Network Layers 

A common type of neural network is combination of three layers or units and these units are 

input, hidden and output units. First unit is ‘input layer’ which is linked to a unit called ‘hidden 

layer’ and that is linked to final unit called ‘output layer’. 

 Functionality of input layer is to feed raw information to neural network. 

 Functionality of hidden layer is to find out the activities of input layer neuron and 

assign weights to connections between input layer and hidden layer. 

 Functionality or output of output layer depends on the functionality of hidden layer and 

weight assigned between hidden unit and output unit. 

                                                                      

                                          Fig. 2.5 Neural Network Architecture  

Neural Network varies from those which has one or two single directional logic layers, to 

complicate with multi input and many directional feedforward, backpropagation loops and 

layers. Model use the algorithm used for functionality to determine to organisation of their 

function or to control. Some neural network used for sentiment analysis are: Feedforward 

neural network (FNN), Backpropagation, Recurrent neural network (RNN), Time delay neural 

network (TDNN), Probabilistic neural network (PNN) and Deep Learning neural network.  
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2.2.1 Probabilistic Neural Network 

Probabilistic neural network (PNN) is derived from a radial basis function type based model 

which is used in data classification effectively. Donald Specht proposed this model. PNN is 

supervised neural network which is widely used in many areas like: nonlinear mapping, pattern 

recognition, digital image watermarking, image classification and recognition, classification in 

a time-varying environment and text classification [23]. 

Bayesian Classifier 

The classification performed by probabilistic neural network is derivative by the Bayes 

theorem. This theorem state that a vector x given to a class g if for which g ≠ h for the all 

classes holds the following:   

                                                        𝑝𝑔𝑒𝑔𝑦𝑔(𝑥)  >  𝑝ℎ𝑒ℎ𝑦ℎ(𝑥)  

Where x belongs to the one of example or sample of predefined class g. where g ∈  (1, 2, . . . , 

G). 𝑝𝑔 refers to the probability of a vector x to be contained in class g. 𝑒𝑔 refers to the error 

which is associated to vector x which is classified into class g. 𝑦𝑔(𝑥)  is a PDF for class g which 

gives the concentration of gth class’s data around the x vector. If it is assumed that 𝑒𝑔 = 𝑒ℎ 

and 𝑝𝑔 = 𝑝ℎ , then to the class g, vector x is assigned if in the neighbourhood of x, the PDF 

for  𝑦𝑔(𝑥) takes higher value than the pdf for 𝑦ℎ(𝑥) [24]. 

 In case of real classification problem, there is no knowledge about the PDFs because 

distribution of data set is usually unknown. Therefore need to determine some approximation 

of PDF. Using Parzen method, these approximation can be found. For multiple variables, PDFs 

can be expressed as: 

                                    y(x, σ) =  
1

𝑙𝜎1 .  .  .  𝜎𝑛
 ∑ 𝑊(𝑢)𝑙

𝑖=𝑛   

Where                

                                u = [
𝑥𝑖1−𝑥1

𝜎1
,   .  .  .  ,

𝑥𝑖𝑛−𝑥𝑛

𝜎𝑛
] 
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Where l refers to the number of input vectors, W (.) denotes a function called weighting 

function which should be selected appropriately and σ = [𝜎1, . . . , 𝜎1 ] refers to smoothing 

parameter which is associated to n variables  𝑥1, . . ., 𝑥𝑛 [25]. 

  PNN has a complex structure with multi-layered feed-forward neural network. PNN is 

consist of four layers such as input layer, pattern layer, summation layer and output layer. 

2.2.1.1 Layers of PNN 

Input layer: The input node which are measurement set comprise the input layer. Training 

sample is received by this and feature vector is transferred to network. When input is present, 

this layer calculate the distance between input vector and training vector. 

Pattern Layer: Neuron of pattern layers are divided into a number which is equal to the number 

of classes. Total neuron in this layer is equal to training sample. Neuron of this layer are fully 

connected to neuron of input layer. Neuron of this layer calculate the Euclidean distance for 

each teat case from centre point of neuron and which is applied to a Gaussian function using 

sigma value. Output of this layer by each neuron is given as: 

                                    f( X, 𝑊𝑖) = exp [−
(𝑋−𝑊𝑖)

𝑇(𝑋−𝑊𝑖)

2𝜎2
] 

Summation layer: Working of this layer is simply sum up the inputs which it got from pattern 

layer that correspond to a category from a selected training pattern. This layer find out the 

maximum like hood of a pattern to be classified into a class by summarizing.  

Output Layer: This layer select the maximum value from the input which it get form 

summation layer and determine the class of test case [26]. 

Steps involved in PNN model are: 

Step 1: In this step all the neuron measurement are distributed to neuron of pattern layer by 

input layer. 

Step 2: Gaussian kernel function is applied to all the given data set using sigma. 

Step 3: Here average or summarizing operation of output are performed for each target class.  

Step 4: Maximum value is selected from input from previous layer and label of class is 

determined [3]. 
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2.2.2.2 Architecture of PNN  

 

  

                  Fig. 2.6 Layers of PNN 

There is only single training parameter for PNN. This is called smoothing parameter of 

probability density function (PDFs) which is used to activate the neuron of pattern layer. So 

training process of PNN require only single pass of input-output signal to compute neural 

network response. Therefore possibility of correctness of output of model depends on the 

optimum value of smoothing parameter. In this neural network, there is no requirement of any 

iterative training due to which it learn quite quickly which is one of greatest benefit of this 

network. As well as this network has a disadvantage which is that in this network for every 

training instance it contain a hidden node so due to which it need additional computational 

resources, in term of time and storage, during execution time then other model [27] [28]. 

 In probabilistic neural network, a crucial role is played by choice of smoothing 

parameter in training parameter. A PNN has different smoothing parameter for: each attribute, 

each class and each attribute and class. Selection of smoothing parameter for PNN according 

to four different types’ strategies: for whole network there is a single smoothing parameter σ, 

for each class single σ, for each attribute single σ, for each class and each attribute single σ 

[29]. 
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PNNS model: 

 Commonly for the choice of PDF function, Gaussian function is used because all the 

condition and requirement of Parzen’s method is satisfied by this function. The assumption 

which is used in Gaussian density function for PDF fulfil all the possibility for construction of 

a feed forward classifier. This classifier consist of a input layer containing attributes of x, 

pattern layer followed by summation layer which contain G neurons in which signal for pattern 

belonged to the g-th class is computed by each of these neuron. Depending on the value of 

smoothing parameter, this type of PNN hereafter is called PNNS.  

 

            𝑦𝑔(𝑥 ;  𝜎) = 
1

𝑙𝑔(2𝜋)𝑛/2𝜎𝑛   ∑ exp (−∑
(𝑥𝑖𝑗

(𝑔)
−𝑥𝑗)

2

2𝜎2
𝑛
𝑗=1 )

𝑙𝑔
𝑖=1

                              (1) 

Where  𝑙𝑔 is no training data belong to class g. σ refers to smoothing parameter. In i-th training 

vector (i= 1, 2, . . . ,𝑙𝑔) which belong to class g, 𝑥𝑖𝑗
(𝑔)

 is the j-th element. 𝑥𝑗 is j-th coordinate of 

x unknown vector. So according to Bayes’ decision law, output layer calculate the class of x 

vector which is based on the neuron of all summation layer’s output. 

                        𝐺∗(𝑥) = arg max{ 𝑦𝑔(𝑥)}  

Where 𝐺∗(𝑥) refers to the class of vector x to be predicted. 

 

PNNC model: 

Signal of summation layer which is defined in (1) has different shape, if pattern differs in term 

of densities of a specific class, depending on smoothing parameter value of related class. This 

type of PNN model is called PNNC. 

             𝑦𝑔(𝑥 ;  𝜎𝐶) = 
1

𝑙𝑔(2𝜋)𝑛/2(𝜎(𝑔))𝑛
  ∑ exp (−∑

(𝑥𝑖𝑗
(𝑔)

−𝑥𝑗)
2

2(𝜎(𝑔))2
𝑛
𝑗=1 )

𝑙𝑔
𝑖=1

 

 Where 𝜎𝑐 is a vector of smoothing parameters 𝜎𝑐 = [𝜎1, . . . , 𝜎(𝐺)], where G is no of class 

to be classified . In this vector element 𝜎(𝑔) is associated with the smoothing parameter of g-

th class. 

PNNV model: 

 There is also a chance of differentiating smoothing parameter on bases of each attribute 

of input vector. According to this, the changed formula is as: 
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             𝑦𝑔(𝑥 ;  𝜎𝑉) = 
1

𝑙𝑔(2𝜋)𝑛/2 ∑ 𝜎𝑗
𝑛
𝑗=1

  ∑ exp (−∑
(𝑥𝑖𝑗

(𝑔)
−𝑥𝑗)

2

2(𝜎𝑗)
2

𝑛
𝑗=1 )

𝑙𝑔
𝑖=1

 

 Where 𝜎𝑉 is a smoothing parameter vector which is 𝜎𝑉 = [𝜎1 , 𝜎2, .  .   .  , 𝜎𝑛] in which element 

𝜎𝑗 is linked to the j-th variable of the input. The PNN model which contain different smoothing 

parameter for each input variable is called as PNNV model. 

PNNVC model: 

 The PNN model which contain different smoothing parameter with respect to each class 

and each data attribute. The signal of summation layer of this network are represented as:         

                   𝑦𝑔(𝑥 ;  𝜎𝑉𝐶) = 
1

𝑙𝑔(2𝜋)𝑛/2 ∑ 𝜎𝑗
(𝑔)𝑛

𝑗=1

  ∑ exp (−∑
(𝑥𝑖𝑗

(𝑔)
−𝑥𝑗)

2

2(𝜎𝑗
(𝑔)

)2
𝑛
𝑗=1 )

𝑙𝑔
𝑖=1

 

 

Where                   𝜎𝑉𝐶 = 

[
 
 
 
 
 
 
 
 
 𝜎1

(1)
, . . . , 𝜎𝑗

(1)
. . .  , 𝜎𝑛

(1)

. .   . .   .

.  .  .  .  .

.   . .   . .

𝜎𝑗
(𝑔)

, . . . , 𝜎𝑗
(𝑔)

. .  .  , 𝜎𝑗
(𝑔)

. .   . .   .

.  .  .  .  .

.   . .   . .

𝜎1
(𝐺)

, . . . , 𝜎𝑗
(𝐺)

. . .   , 𝜎𝑛
(𝐺)

]
 
 
 
 
 
 
 
 
 

 

is a matrix containing values for smoothing parameters in which element 𝜎𝑗
(𝑔)

 is the value of 

smoothing parameter associated with j-th input attribute of data in g-th class. This type of PNN 

model is named as PNNVC. 

 Considering all the above four possibilities of calculating the signal of summation layer, 

the generalised output form of PNN model is defined as: 

                        𝐺∗(𝑥 ; 𝑠𝑖𝑔𝑚𝑎) = arg𝑚𝑎𝑥{𝑦𝑔, (𝑥; 𝑠𝑖𝑔𝑚𝑎)} 

Where 

      Sigma={

𝜎                     𝑓𝑜𝑟 𝑃𝑁𝑁𝑆
𝜎𝐶                    𝑓𝑜𝑟 𝑃𝑁𝑁𝐶
𝜎𝑉                  𝑓𝑜𝑟 𝑃𝑁𝑁𝑉

   𝜎𝑉𝐶                 𝑓𝑜𝑟 𝑃𝑁𝑁𝑉𝐶

 

 

And 𝑦𝑔 is calculated according to equations of PNNS, PNNV, PNNC and PNNVC depending 

on the requirements [30] [31].   
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2.3 Related Work 

Even though a broad research has been carried out in area of sentiment analysis from last few 

years even then this field keep holding the attention or interest of researcher. Enormous amount 

of data available on social sites where people express their feeling, emotions or view about a 

topic which give inspiration to researchers to do experiment with help of using different models 

for sentiment analysis to retrieve sentiment with a better accuracy.  

In [32], focus is placed on the sentiment analysis using neural network. The neural 

network used for sentiment analysis is feedforward pattern network for neural network toolbox 

of MATLAB. Before feeding the tweets to network they are pre-processed. In this step, the 

item which are removed from tweets are: symbols, punctuation, URL, single word and stop 

words. In next step, using Porter's Stemming algorithm all the pre-processed tweets are 

stemmed. All the unique words for pre-processed tweets are added to 1-D list called vocabulary 

list. Training data is stored in form of 2-D matrix. A map variable is generated which maps the 

words from training vocabulary key to the index of vocabulary list where word is located. In 

this way a numeric input training vector is generated. A numeric vector whose size is number 

of words inn vocabulary * numbers of tweets, is generated and feed to neural network for 

purpose of training. MATLAB provide a pattern recognition neural network that is feedforward 

network in which for regulating the biases and weights, a scaled conjugate gradient method is 

used. For this experiment 10 neurons are used in hidden layer of network and two neuron for 

output layer, one for the probability of positive tweets and other for negative tweet probability. 

A set of 200 tweets in which 100 are positive tweets and other 100 are negative is used of 

training neural network. For these tweets, a vocabulary list of 288 words is created. And a test 

set for this experiment is of 100 tweets. The average accuracy of this classifier is 74.15 % 

according to setup of this experiment. In training of feedforward network, memory become an 

issue when size of vocabulary list is increased.  

In [33], probabilistic neural network is applied in order to classify the network intrusion. 

An intrusion detection model is given to perform for classification of network intrusion. KDD 

cup dataset is used for the experiment. Advantage of using PNN is simple operation and fast 

convergence speed. KDD Cup 99 is standard data set for network intrusion which is used for 

training and testing purpose. The data contain 41 different data attributes. For input to network 

41 data attribute are used and output is attack type. The data before feed to network need to be 

normalised to nullify the difference between the magnitudes of data dimension and avoid the 

large prediction error off network. To create PNN, MATLAB toolbox function which are for 
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neural network purpose are used where netwpnn() function is used for training of data and 

sim() is used for testing of data. Classification is carried out for two type of problem, one having 

two classified class and other have 5 class. According to experiment, 1st problem have 97.75 

% detection rate while 2nd have 98% detection rate. 

 In [34], PNN with the help of Discrete Cosine Transformation is used for Brain Tumor 

classification. In the central spinal canal or the brain, an intracranial solid abnormal or 

neoplasm growth of a cell is called as brain tumor. PNN is used to identify the type of brain 

tumor from which a patient is suffering with the help of images of brain tumor which are 

received form Computed Tomography (CT) scan and Magnetic Resonance Imaging (MRI). 

Discrete Cosine Transformation is a discrete sinusoidal unitary transform which is a set 

of basic vectors which consist of sampled cosine function. For a typical image, DCT has a 

property with the help of which it concentrate the most significant information in just a few 

coefficients. The database used for proposed model contains 5 classes and 4 images in each 

class of size 70 * 60 pixel each with a different background conditions. MATLAB is used for 

simulation purpose. This data base is feed to Discrete Cosine Transformation to reduce the size 

of images and feature extraction. DTC extract 16 features per image and reduce size to 4 * 4. 

The feature vector which is generated as output of DTC if feed to PNN for classification 

purpose. An accurate and fast result is given by PNN for classification of brain tumor images. 

The average training time for a training sample of 15 images is 3.2760 sec and testing time for 

a 5 test sample is 1.076 sec. The recognition rate is 100% of purposed model for Brain tumor 

database. 

In [35], use NLP technique to analyse the performance of ensemble method for twitter 

sentiment analysis. Ensemble classifier combines the effect or involvement of various 

independent classifiers for a problem of classification. For mining the sentiment two main 

approaches are used: dictionary based (DB) and machine learning based. Pre-built dictionary 

is required for DB. DB has a potential limitation that the classification strength of DB depends 

on the pre-built dictionary used. In proposed model NLP techniques are applied on the data 

which is gathered from twitter to frame the feature vector. Then for a training model, Ensemble 

method is realised to training data. Four modules constitute the system: data extraction, data 

pre-processing, training and classification model and classification output. With help of Twitter 

API, tweets are fetched and pre-processed to extract the features. Performance of ensemble 

method is compared against machine learning algorithm like Baseline, SVM, Naïve Bayes and 

Maximum Entropy. The parameters used for performance calculation are: Recall, Precision 

and F- score. Database used for classification is an election dataset of 7086 tweets for training 
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and testing. As a result, it is observed that Ensemble method perform better than other 

traditionally classification methods. 

In [36], a PNN model is proposed which is self-adaptive. In this model sigma parameter for 

PNN is optimised by using Particle Swarm Optimization (PSO) algorithm to enhance the 

performance. POS is an optimization algorithm which is based on population. In this case 

swarm is population and particles are the individual search points. A memory of best position 

of particle is retained which it encountered when it move in search space with an adaptive 

velocity. In global variant case, the best position which is attained by the all particle of swarm 

is transferred to all other particle after each iteration. 

 In PNN sigma play a critical role in classification. So determination of sigma is 

completed using PSO. A specific sample from dataset is required to perform the optimization. 

So that value of sigma which is obtained from PSO is best for the respected data set. The data 

set of bioinformatics field is used for proposed model. For evolution of 100 generation, a swarm 

of 20 particle is allowed. Because of faster exhibition convergence, a global variant algorithm 

is considered as compare to local variant. To avoid possible explosion of velocities, particle 

are constrained in box [0, 1]. For different sampling techniques, performance of SA-PNN is 

examining with the help of the Stratified Random Sampling and the 10-Fold Cross-Validation 

sampling techniques, as well as, a Train-Validation-Test partitioning on the data set. Out of 

these three technique of samplings, best classification performance is produced by stratified 

random sampling despite of that the training sets it produces as compare to 10-fold cross 

validation are smaller in magnitude. The obtained results shows that the performance achieved 

using self-adaptive PNN is significantly superior on data set which is used for this experiment.   
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CHAPTER 3  PROPOSED APPROACH 

This chapter exemplify the techniques which is used to realise of the proposed approach for 

sentiment analysis by building a classifier. Section 3.1 describe the general idea of the research 

undertaken. Section 3.2 illustrates the architecture or flow diagram of proposed approach. 

Section 3.3 explain proposed framework with description of each component of model and 

shows the contribution of these component for classification to Sentiment Analysis model. 

 

3.1 Proposed framework 

For researcher in area of text mining, Sentiment Analysis is an enduring field. Sentiment 

Analysis (SA) is a computational study of attitudes, opinion and emotion of peoples towards 

an entity. This entity can be a topic, event or individual. SA can be applied on news articles, 

product reviews, political debates and stock markets. In last few years, many enhancement or 

application the techniques and algorithm on SA are proposed. Machine learning based 

technique for sentiment classification is studied extensively because of its predominant 

performance in classification. This research focus on the neural network based sentiment 

analysis which is a type of machine learning based technique. Neural network is a rapidly 

growing area in the recent time because of two reasons. First one is that the neural network has 

a deep architecture with layers that represents an intelligent behaviour and more efficient and 

effective than a shallow architecture like SVM (Support Vector Machine). And second is that 

neural network has feature of adaptive learning, fault tolerance, parallelism and generalization 

which provides a superior performance. 

 To classify the sentiment analysis of tweets which are based on a topic, we propose a 

probabilistic neural network with a self-adaptive approach. PNN is like a parallel algorithm. 

PNN is developed based on an estimation method that is probability density function for Parzen 

window and Bayes classification rules. A linear learning algorithm of PNN is also capable for 

solving non-linear algorithm problem. Operation of PNN are structured into a multi-layered 

feedforward network. First layer of PNN calculate the distance of input vector from the training 

vector which generate the result in form of vector that indicate how the input is close to training 

input. Next layer sum up the contribution of an input from the previous layer for each class and 

produce a vector of probability as output. Next layer pick up the maximum value out of these 

probability to produce output of classifier. 
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 A parameter which has great influence on the performance of PNN, called smoothing 

parameter (σ) or spread, need to be optimized. This parameter determine the receptive width 

for PDF of the set of training of Gaussian window. So in this propose work, a self-adaptive 

technique for smoothing parameter is incorporated into PNN. So the best smoothing parameter 

can be selected by self-adaptively all the time to enhance to performance. 

   

3.2  System Architecture  

The proposed model is mean to extract the tweet from twitter based on a topic for Sentiment 

classification. Tweets are then classified into neutral, positive and negative class using 

classifier model. The architectural view of proposed model is shown in the figure. 

 

3.3  PNN Classifier Model 

After having a detail study of objective and principals of Sentiment Analysis and Classification 

we propose a Probabilistic Neural Network with self-adaptive approach system which realises 

the Sentiment Analysis of tweets. 

The main modules or components of PNN classifier model are: 

 

 Data Retrieval Module: This component is used to extract the tweets from Twitter with 

the help of Twitter Streaming API based on a topic decided by user. 

 Pre-processing Module: This module or component removes the unwanted text for 

sentiment analysis from tweets so that complication for classifier can be reduced. After 

processing this module tweets contains only relevant text to classifier. 

 Input vector Module: This prepare the input which could feed to Probabilistic Neural 

Network or to the form which is compatible to classifier. 

 Training and Testing Data Module: In this component or module, training data set is 

prepared with the help of labels means a label or class is assigned to every tweet of set 

of training and testing data set is also defined. 

 Optimize Module: This module or component optimize the value of smoothing 

parameter of classifier with help of self-adaptive algorithm. An optimized value of this 

parameter gives improved result of classification. 
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 Classification Module: This module is ‘brain’ of this classification model. 

Classification algorithm is implemented in this component. This module determine the 

class or sentiment orientation of tweets. 

 Result Module: This module gives the final Sentiment Analysis of a tweets of all the 

input vector of testing data set. 

 

 

                                           Fig. 3.1 Architecture of PNN Classifier Model  
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The detail explanation of PNN classifier modules is given in following sub-sections. 

 

3.3.1.  Data (Tweet) Retrieval Module 

An interface is provided by Twitter platform, called as Twitter API, with help of which 

websites or application connects to the worldwide conversations which is happening or 

trending on Twitter. API is class which provides the access to twitter. A limited amount of data 

is delivered using Twitter Streaming API via two types of data stream: filtered stream and 

sampled stream. In streaming API, data delivered is closer to real-time data. Tweets delivered 

in sampled stream are random sampling at 100% firehose with statically valid percentage. 

Filtered stream is of second type stream. Tweets delivered by this stream type are the one which 

match to the filter selected by users. This stream is used where a limited amount of tweets are 

required based on a keyword. Only limited amount of tweets are accessible through this stream. 

A separate process is required to run streaming connection apart from that process which is 

used to handle the HTTP requests. After establishing a successful twitter connection, streaming 

process retrieve the tweets based on the filtered keyword and store to a database. Figure shows 

the diagrammatic view of Twitter API model [37].  

       

                     

                                       Fig. 3.2 Data streaming of Twitter API module    

 

Twitter requires OAuth for authentication to use all the requests. Here R tool is used for tweet 

extraction. twitteR is an R package which provides access to the Twitter API. Twitter streaming 

API is made easier by twitteR by handling authentication, creating and destroying session, 

connection, reading incoming messages. A searchTwitter() method of twitteR in R is used 
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extract the tweets whose arguments are search keyword or string, language, no of tweets 

required, since when and up until which date the tweets required. These commands returns any 

authorized tweets which match the search criteria. Authorized tweets are public tweets as well 

as those protected tweets that are available to the user after authenticating via 

registerTwitterOAuth. 

3.3.2 Pre-processing Module 

Because of presence of language irregularities in the Twitter messages, pre-processing has to 

be applied. Several pre-processing steps are applied to remove the noise from tweets. These 

steps are: 

 Remove web links: In pre-processing step, the web links which are contained in tweets 

are removed because there is no need of web links in Sentiment Analysis. 

        

 Remove user name and # tag: This step remove username present with @ and #tag 

present with the keyword in the tweet. 

         

 Remove whitespace: This step remove unwanted whitespace present within tweet. Due 

to this may increase the complexity. 

         

 Convert to lower case: Before processing the tweets, all are converted into lowercase 

for a better understanding. 

         

 Replace two or more words with one: If there is repetition of words then this step 

replace two or more words with a single word. 

 

 Remove duplicate tweets or retweets: When tweets are extracted from twitter there are 

lots of retweet or redundant tweets so these redundant tweets has to be removed to avoid 

repetition of tweets and for better performance. 
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 Remove stop words:  The stop words like a, an, the, you, we, are, is, etc. are of no use 

for tweet Sentiment Analysis so these words are removed. 

 

 

After pre-processing tweets are ready for further operations. 

 

3.3.3 Input Vector Module 

In this module pre-processed tweets are transform into a vector which is compatible to feed 

into a classifier. This module comprise of two section: Bag of Words and Feature Vector.  

 

Bag of Word: Bag of words is a vocabulary list which is learn from all the tweets. This list 

contains most frequent words from pre-processed tweets. This bag collects the occurrence of 

words of a document without any regard of grammar of a text. Occurrence of each word in bag 

is used as feature in training of a classifier. Bag of word is used to calculate the frequency of 

term that appeared in a text.  
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Feature Vector: A classifier algorithm expect input to be feed to it in form of a numeric feature 

vector rather than a sequence of text and symbols with a vector of fix size rather than a variable 

size of raw text document. Size of feature vector is size of Bag of Vector * no of tweets. No of 

column is same as the no of item in the bag of words so that if a tweet contain that item or word 

place 1 in that row corresponding to that column otherwise place 0 at that place. So in this way 

feature vector or input vector is created.  
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This module generate the output which is compatible to feed into a classifier algorithm. One 

row of feature vector is an input vector corresponding to one tweet.  

 

3.3.4 Training and Testing Data Module 

The tweets which has been collected through Tweeter API based on a keyword are unlabelled 

which means sentiment class of these tweets is not defined along with them. To train a 

classifier, training data need to be labelled so a labelled data has to be constructed. Class or 

label of the tweet can be positive, neutral and negative so these label has to be defined along 

with input vector. This labelling process is completed manually. User decide the label or class 

of a tweet by analysing the sentiment of that tweet [38]. Out of feature vector data, 67% data 

is used for training so labelling of that data is necessary and remaining 33% use for testing 

operation.   

 

3.3.5 Classification Module: 

In the propose approach probabilistic neural network is used as a classification model which is 

a machine learning based technique. PNN is a network which is based on the theory of Bayesian 

decision and Probability Density Function (PDF) which estimate the nonparametric technique. 

Probabilistic neural network is a feedforward, there is no need of backpropagation so 

parameters or weight can’t be optimized after many iterations. So a single parameter is used 

for classification.  This parameter is known as smoothing parameter or sigma (σ). By adjusting 

the value of smoothing parameter prediction accuracy of classifier can be enhanced. For a 

feature vector (X) belongs to a class, the PDF is given as: 

             𝑓𝑎(𝑥) = 
1

𝑛𝑎(2𝜋)𝑝/2(𝜎)𝑝
  ∑ exp (−∑

(𝑥𝑖𝑗
(𝑔)

−𝑥𝑗)
2

2(𝜎)2
𝑛
𝑗=1 )

𝑛𝑎
𝑖=1  

 

Where  𝑓𝑎(𝑥) is value of PDF at point X for a class A. 

             x refers to the test vector to be classified. 

  i is a numbering of training vector.   

  j is index numbering in feature list. 

  p is size of training vector. 

  𝑛𝑎 is number of training vector which belong to class A 

  σ is smoothing parameter. 
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Final class of x is decided according to Bayes’ decision rule according to output of all neuron 

of summation layer. PNN architecture is consist of four layers. First one is input layer which 

comprise of neuron equal to length of input vector. Testing data is feed through input layer. 

This layer is followed by pattern layer in which all neuron are categorised into number of 

classes or labels and one category contain neuron equals to no of training tweet corresponding 

to that class. After that summation layer follow that layer in this number of neuron equal no of 

classes. Result of each category of classes of pattern layer is feed into summation layer. This 

layer gives the output as maximum of outputs of pattern layer. Final layer is output layer which 

give the sentiment result according to output of summation layer [39] [40]. 

                  

 

3.3.6 Optimisation Module: 

Smoothing parameter plays a great role for predicting an accurate class of classifier. This 

parameter has great influence on the performance on Probabilistic Neural Network. Manually 

selection of this parameter is quite difficult. So a self-adaptive algorithm is used to calculate 

and optimize the smoothing parameter. So this approach is called Probabilistic Neural Network 

with self-adaptive. Smoothing parameter is adjusted self-adaptively and best parameter is 

selected to train and test the Probabilistic Neural Network. In algorithm 𝑠𝑖𝑔𝑚𝑎𝑚𝑖𝑛 and 

𝑠𝑖𝑔𝑚𝑎𝑚𝑎𝑥 specifies the minimum and maximum value of smoothing parameter. And 

𝑠𝑖𝑔𝑚𝑎𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 is the interval of smoothing parameter.   



31 
 

𝑠𝑖𝑔𝑚𝑎1 =  𝑠𝑖𝑔𝑚𝑎𝑚𝑖𝑛 , 𝑠𝑖𝑔𝑚𝑎2= 𝑠𝑖𝑔𝑚𝑎𝑚𝑖𝑛+𝑠𝑖𝑔𝑚𝑎𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 , 𝑠𝑖𝑔𝑚𝑎2=𝑠𝑖𝑔𝑚𝑎𝑚𝑖𝑛+ 

2*𝑠𝑖𝑔𝑚𝑎𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 and so on. 

 

                𝑠𝑖𝑔𝑚𝑎𝑗 = 𝑠𝑖𝑔𝑚𝑎𝑚𝑖𝑛+(𝑗 − 1) ∗ 𝑠𝑖𝑔𝑚𝑎𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 

                𝑠𝑖𝑔𝑚𝑎𝑀 = 𝑠𝑖𝑔𝑚𝑎𝑚𝑎𝑥 

Where j=1, 2, 3, . . ., M. 

M is the number of smoothing parameter which is given as: 

 

                      M=𝑟𝑜𝑢𝑛𝑑 (
𝑠𝑖𝑔𝑚𝑎𝑚𝑎𝑥−𝑠𝑖𝑔𝑚𝑎𝑚𝑖𝑛

𝑠𝑖𝑔𝑚𝑎𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙
) + 1 

Algorithm for self-adaptive smoothing parameter is given as: 

 

Begin  

Step 1:  Initialization of variables. Set maximum and minimum value of smoothing 

parameter 𝑠𝑖𝑔𝑚𝑎𝑚𝑎𝑥 and 𝑠𝑖𝑔𝑚𝑎𝑚𝑖𝑛. Set maxIter equal to no of test case, 

counter of current iteration t=1, counter of current generation G=1 and interval 

of smoothing parameter 𝑠𝑖𝑔𝑚𝑎𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙. 

Step 2: While t<=2 do 

  Compute all possible smoothing parameter (𝑠𝑖𝑔𝑚𝑎1, .  .  ., 𝑠𝑖𝑔𝑚𝑎𝑀) according 

to𝑠𝑖𝑔𝑚𝑎𝑚𝑖𝑛, 𝑠𝑖𝑔𝑚𝑎𝑚𝑎𝑥 𝑎𝑛𝑑 𝑠𝑖𝑔𝑚𝑎𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙. 

 For j=1 to M 

  While G < maxIter 

   Construct basic PNN using 𝑠𝑖𝑔𝑚𝑎𝑗 . 

   Train and test the data set. 

   Compute prediction result. 

   G=G+1. 

   end while 

  end for j 

 Select the best smoothing parameter 𝑠𝑖𝑔𝑚𝑎𝑏𝑒𝑠𝑡 with minimum error. 

 Update 𝑠𝑖𝑔𝑚𝑎𝑚𝑖𝑛 𝑎𝑛𝑑 𝑠𝑖𝑔𝑚𝑎𝑚𝑎𝑥 according to update equation. 

 𝑠𝑖𝑔𝑚𝑎𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 = 0.1. 

 t=t+1. 

Step 3: end while 
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Step 4: Output the best smoothing parameter 𝑠𝑖𝑔𝑚𝑎𝑏𝑒𝑠𝑡.  

End. 

 

For each value of smoothing parameter this algorithm perform training and testing process. 

After each iteration best smoothing parameter 𝒔𝒊𝒈𝒎𝒂𝒃𝒆𝒔𝒕is selected with minimum error. 

According to this 𝒔𝒊𝒈𝒎𝒂𝒃𝒆𝒔𝒕 the other parameters like  𝒔𝒊𝒈𝒎𝒂𝒎𝒊𝒏, 𝒔𝒊𝒈𝒎𝒂𝒎𝒂𝒙  and 

𝒔𝒊𝒈𝒎𝒂𝒊𝒏𝒕𝒆𝒓𝒗𝒂𝒍 are adjusted as given in the equations. 

             𝑠𝑖𝑔𝑚𝑎𝑚𝑖𝑛 = max (𝑠𝑖𝑔𝑚𝑎𝑏𝑒𝑠𝑡 − 𝑠𝑖𝑔𝑚𝑎𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 , 𝑠𝑖𝑔𝑚𝑎𝑚𝑖𝑛) 

   𝑠𝑖𝑔𝑚𝑎𝑚𝑎𝑥 = min (𝑠𝑖𝑔𝑚𝑎𝑏𝑒𝑠𝑡 − 𝑠𝑖𝑔𝑚𝑎𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 , 𝑠𝑖𝑔𝑚𝑎𝑚𝑎𝑥). 

 

3.3.7 Output Module 

This module give the Sentiment Analysis of data which is used for testing dataset. This module 

assign the positive, negative and neutral opinion according Sentiment Analysis of tweet 

provided by the output of the Probabilistic Neural Network. 
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CHAPTER 4 EXPERIMENTAL RESULT AND ANALYSIS 

This chapter describes the experimental results realised from the proposed approach. It also 

analyse the result on behalf of test dataset. 

4.1 Illustration 

Stepwise execution of Classifier for Sentiment Analysis is given as: 

4.1.1 Extraction of tweets: 

Tweet are extracted from Twitter using Twitter API. The keyword used for tweet extraction is 

“#NSG”. NSG abbreviate for Nuclear Supplier Group. Tweets are related to whether India 

should get the membership for NSG or not. 

 
                                                        Fig. 4.1 Extracted Tweets 
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4.1.2 Pre-processing of tweets 

 A file is created of pre-processed tweets which reduce the complication for classification 

process. 

 

 

                

                                             Fig. 4.2 Pre-processed Tweets  
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4.1.3 Feature Vector 

List of unique vocabulary is generated. 

 

                                  

                                                         Fig. 4.3 Feature Vector  

4.1.4 Stop Words 

The words which doesn’t have any contribute to Sentiment analysis.   

                                                            

                                                                    Fig. 4.4 Stop Words  
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4.1.5 Input Vector  

Input compatible to classifier to prepared. 

 

 

 

                                                              Fig 4.5 Input Vector  
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4.1.6 Optimization algorithm 

This algorithm gives best smoothing parameter value as an output. 

 

                                                     Fig. 4.6 Smoothing Parameter  

4.1.7 Output of PNN classifier 

This gives Sentiment Analysis of testing dataset for PNN classifier.  

Single smoothing parameter for whole network: 

 

    Fig. 4.7 Output of PNNS Model of Testing Dataset  
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Different smoothing parameter for different class: 

 

 

                                            Fig. 4.8 Output of PNNC Model of Testing Dataset  

  

The Sentiment Analysis of some tweets given by PNN classifier is given below. 

 

Tweets Classifier 

Sentiment 

Analysis 

Actual 

Sentiment 

Analysis 

don't lt down the spirit. regret those who r concerned with 

pol.vendetta not the gain/loss of nation nsg 

1 1 

rt whether succeeds in his effort or not nsg ; we must appreciate 

him for this 

1 1 

rt boycott chinese products india for nsg 0 1 

china opposes to india's bid 4 nsg is coz of ""nehru"" who 

rejected a unsc seat offered to india &amp; gave it on platter to 

china" 

1 1 
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nsg altho extra effort shown 2 get membership but actually it 

seems not interested as now we r strong enuf 2 get all wout 

membership also ? 

0 0 

world saw pm make a spectacle of himself &amp; india. now 

india faces embarrasment unnecessarily: anand sharma on nsg 

-1 -1 

@mahcongress: #SwitzerlandShocker : Even this handshake 

failed. After promising support, Switzerland reneged on India's 

#NSG bid 

-1 -1 

Nuclear Suppliers Group #NSG Meeting Ends:  No Decision on 

India's Entry #Modi #China   

0 0 

RT @AnupamkPandey: @narendramodi Proud of you Sir !! 

We will surly get into #NSG ; Bigger than that is, "You won 

the hearts of Many Leaders… 

1 1 

RT @vidyarthee: So much hoopla for #NSG. But #ModiGovt 

gets blocked by China wall and the 'U-turn' by Switzerland. 

Failed diplomacy! 

-1 -1 

 

                                                  Table 4.1 Sentiment Analysis of Tweets 

4.2 Accuracy: 

Accuracy of a Sentiment Analysis classifier is total no of correct output by a classifier divide 

by total no of tweets. 

 

                        Accuracy =    
𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑡𝑤𝑒𝑒𝑡 𝑏𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟

𝑡𝑜𝑡𝑎𝑙 𝑛𝑜 𝑜𝑓 𝑡𝑤𝑒𝑒𝑡𝑠⁄  

 

Accuracy for PNN model which have single smoothing parameter for whole network is given 

as:  

   Accuracy (PNNS) = 92/100 =92% 

Accuracy for PNN model which have different smoothing parameter for different class is given 

as: 

     Accuracy (PNNS) = 95/100 =95% 
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CHAPTER 5 CONCLUSION AND FUTURE SCOPE 

5.1 Conclusion 

Sentiment Analysis of tweets, which are collected for using Twitter API, is determined using 

the proposed classification model. Input vector compatible to classifier is prepared using the 

Bag of Word. Probabilistic Neural Network is selected for a classification model in this 

proposed approach. Training of data in PNN classifier has a simple and faster architecture than 

other because only feedforwarding is required in this model, there is no back propagation. PNN 

is Bayesian classifier which is implemented in parallel way so its training does not require 

iterations.       

A Probabilistic Neural network with self-adaptive approach is proposed. In this 

approach a self-adaptive algorithm is used to compute the best value for smoothing parameter 

for Probabilistic Neural Network using some data of training and testing dataset of same 

domain so that algorithm gives best value of smoothing parameter according to that particular 

domain. Two type Probabilistic Neural Network models are implemented in the proposed 

approach. First model of PNN have single value of smoothing parameter for whole network 

which is called as PNNS model. Second model of have different value of smoothing parameter 

for each class which is known as PPNC model. Performance of both model PNNS and PNNC 

according to accuracy is compared.  

 

 

 

 

 

 

 

 

 

 

 

 

 



41 
 

5.2 Future Work 

In this approach, two models of PNN, PNNS and PNNC, is implemented. Remaining two 

models of PNN, PNNV and PNNVC, could be used for classification operation. PNNV is a 

model which have a different smoothing parameter to each data attribute of input vector. In 

PNNVC model have different smoothing parameter to each class and each data attribute of that 

class. Some algorithm like Q(0)-learning algorithm or Particle Swarm Optimization algorithm 

could be used for adaptive choice and computation of smoothing parameter for PNNV and 

PNNVC model a batter performance.  
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