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ABSTRACT 

The shift from Web 2.0 to Web 3.0 has significantly changed the perception of users for the 

internet and the Web. Web 2.0 has improved information sharing among the users, the 

contribution and collaboration of users, and Web 3.0 has improved the structure and 

representation of data. Web 3.0 (Semantic Web) is all about the concepts which relates more 

to real-world entities, which proves to be more realistic and practical.  

One of the most popular applications of Web 2.0 is blogging and its services.  For example, 

Twitter has evolved as a great platform to share opinions and views on anything and everything 

related to daily life. As a result, these blogging websites have emerged as rich database for 

sentiment analysis and opinion mining. However, due to the nature of tweets (syntactically 

inconsistent), text-based sentiment classifiers fail to prove efficient. Concept based text 

classifiers are now-a-days gaining popularity and proving to be more efficient in such 

situations. 

Sentiment Analysis is inherently a prominent Text Classification problem. In order to improve 

efficiency of text classifiers, concept based techniques can be used. So, the inclusion of 

conceptual features of Semantic Web into the Text Classification problem can benefit the 

process of analysing the opinions of users. Therefore, in this research work, ontology-based 

techniques are used as concept based text classifier, to classify the text (tweets) more 

efficiently. In this approach, ontology is used to extract features or attributes on which tweets 

are to be analysed and accordingly score is given. The domain chosen is Ministries of Indian 

Government. 
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CHAPTER 1: INTRODUCTION 

The shift from Web 2.0 to Web 3.0 has significantly changed the perception of users for the 

internet and the Web. Web 2.0 has improved information sharing among the users, the 

contribution and collaboration of users, and Web 3.0 will focus on improvement of the structure 

and representation of data. Web 3.0 (Semantic Web) is all about the concepts which relates 

more to real-world entities, which proves to be more realistic and practical. Whereas in Web 

1.0, users were not active in terms of discussions. They just could view the information, but 

could not actively reply back or contribute to it. Of all the applications of Web 2.0 such as 

social networking sites like Facebook, wikis, blogs, multi-media sharing sites like YouTube, 

and other applications, blogging has gained popularity gradually. 

Blogging initially received comparatively less attention, but now it has become very popular 

communication platform. Within this, a term which has also gained popularity is Micro-

blogging. It let users to post their views, queries, experiences or opinions on any topic with 

limited content size. For example, Twitter has evolved as a great platform to share opinions 

and views on anything and everything related to daily life with each tweet size up to 140 

characters. This character limit is very helpful because users can post tweets which are concise 

and more expressive than any other content. Therefore, tweets become rich content for mining 

the sentiments of people about any topic. 

Opinion mining, also known as Sentiment Analysis, is the process of analysing the sentiments 

of people about a topic. It focusses on determining the viewpoint of a user related to a topic or 

a document’s polarity as a whole. The viewpoint can be due to his/her evaluation or analysis 

or any judgement, present state of the user like his/her emotional state at the time of writing, 

or any false intentions like to defame someone which may have negative impact [1]. Sentiment 

Analysis is inherently a prominent Text Classification problem. In order to improve efficiency 

of text classifiers, concept based techniques can be used. So, the inclusion of conceptual 

features of Semantic Web into the Text Classification problem can benefit the process of 

analysing the opinions of users. As the domain is Ministries of Government of India, sentiment 

analysis would be useful for the government to monitor the schemes they have introduced, to 
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get an overall view of how citizens think about their work or about any other topic related to 

the country which can be used to improvise the growth of country [2]. 

1.1 MOTIVATION 

Motivation for this research work came from the increasing popularity of Web 3.0 and the 

“Digital India” initiative, recently proposed and projected by the Government of India. This 

initiative requires continuous monitoring and tracking of the scheme and how this scheme is 

being received by people, like their opinions and viewpoints. As twitter has become the most 

popular microblogging site where billions of people post their opinions about a topic, in order 

to monitor the performance, one efficient way is to do sentiment analysis on twitter posts so as 

to get an overview or in-depth analysis depending upon the method used for sentiment analysis. 

As Web 3.0 is evolving rapidly and as it supports a well-structured format for data 

representation, it would be efficient to use data in form of concepts for the techniques used in 

text classification so as to have a more detailed and systemized analysis of the topic. This 

research work basically tries to inculcate semantic web features with sentiment analysis 

techniques. Hence the idea is to envision “digital governance” by virtue of social web adoption, 

where government can take advantage of social platforms involving huge user participation. 

1.2 SCOPE 

This project could be used by Government of India to track their schemes, policies, practices, 

rules and to monitor their performance. It would help the Government as there does not exist 

such work or model in this domain till date. Also, the domain can be changed to any others and 

the same whole sentiment analysis can be performed in that. Also if there are some other 

techniques for classification which can optimize the system, then they can also be used as there 

are different modules in this work which can be changed with some other module which can 

make the system better.  

1.3 RESEARCH OBJECTIVES 

Research Question: 
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“Can Semantic Web concepts empower the process of sentiment classification and analysis on 

microblogging sites?” 

In order to classify the text (the opinions/ viewpoints of users) taken from the microblogging 

sites (specifically twitter) based on some concepts, the above question can be divides into 

following questions and all of these would be answered by this research: 

 How the Semantic Web characteristics are useful for text classification? 

 How various features can be extracted automatically for sentiment analysis using 

Semantic Web framework? 

 How much difficulty level is there to converge Web 2.0 applications with Web 3.0 

framework? 

 Finally, what are the applications where this model can be used? 

Therefore, the research objectives are: 

1. To seek how Semantic Web features, Web 2.0 applications and sentiment analysis come 

up together. 

2. To propose an approach which involves feature extraction using concepts and bag of 

words based method to find the polarity of the tweet. 

3. To find out how this approach will serve for real-life applications. 

The objective of this thesis is to perform text classification based on some concepts as features 

to determine the sentiment of the users about various topics, together as a whole or separately 

as an individual, depending upon the need. 

1.4 ORGANIZATION OF THESIS 

This thesis is structured into 5 chapters followed by references. 

Chapter 1, as discussed, presents the research problem, objectives, justifies the need and use of 

using the approach and the research questions. 
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Chapter 2 presents the pre-requisite knowledge or background for this thesis and provides the 

novelty of our work. 

Chapter 3 provides the details of the proposed framework, the methodology employed, the 

platforms used and outlines the model of Sentiment Analysis done on Ministries of India. 

Chapter 4 presents the results obtained after performing sentiment analysis on tweets with some 

sample tweets as illustration. 

Chapter 5 presents the conclusion of this research work and the future work that can be done 

on this system. 
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CHAPTER 2: LITERATURE SURVEY 

2.1 EVOLUTION OF WEB 

The World Wide Web was invented by Tim Berners-Lee in 1989. While working at CERN, 

Switzerland, he created the first web browser in 1990. The World Wide Web is a global 

knowledge sharing platform where users can access data via computers connected to the 

Internet. People generally take Web and Internet as synonyms but these two terms are totally 

different. Internet provides the service to users to stay connected to Web and read and write 

the data. 

2.1.1 WEB 1.0 

Web 1.0 is called as the first instance of the World Wide Web, which consisted of Web pages 

and were connected by hyperlinks. Although there is no exact definition of Web 1.0, it is more 

of a static Web, basically consisting of static websites which did not provide any interactive 

interface or content. According to Berners Lee, Web 1.0 could be called as “read-only web.” 

In other words, users could search for and read the information using this web. Very less user 

interaction of users was there. Initially the goal was to make the information available to users. 

For example, any website owners wanted to establish an online presence by making 

information about them available to anyone at any time. 

2.1.2 WEB 2.0 

Web 2.0 is the second generation of the World Wide Web. It allows users to contribute and 

share information online. Web 2.0 is the evolution from static Web to a more dynamic Web 

which is more structured and interactive. 

Web 2.0 has another improved feature of open communication and open sharing of 

information. The components of Web 2.0 includes blogs, wikis, social networking sites and 

Web services. Web 2.0 is the current version of online technology with features as greater user 

https://en.wikipedia.org/wiki/Tim_Berners-Lee
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interactivity and collaboration, more network connectivity and enhanced communication 

channels.  

Another important difference between Web 1.0 and Web 2.0 is due to the social nature of Web 

2.0. It enables interaction, content – sharing and collaboration. Various social media sites and 

applications of Web 2.0 include wikis, microblogging, forums, bookmarking. Web 2.0 is more 

of a “Read-Write Web”. Any user can read the content and at the same time can write 

something on the website. 

2.1.3 WEB 3.0 

Third generation Web, Web 3.0 is still in research and would be akin to “Read-Write-Execute 

Web”. Web 3.0 will solve the problem of vague Web versioning of Web 2.0. Web 3.0 will 

support machine-to-machine interaction over the Internet. Web 3.0 guarantees the ability of 

applications that can interact directly by relating semantics and web services.  

One important thing to note is that no upgradation is needed or downloading new software or 

anything like that. Web 3.0 is just an abstract idea or the next fundamental change as in how to 

create the websites according to Web 3.0 semantics and, more importantly, how users can co-

operate with these websites. It’s a rumour that it’s impossible to implement Web 3.0. In order 

to change Web first generation to Web 2.0, researchers devoted about their 10 years of effort 

to this and it may take this much long or more for the next fundamental change to occur. 

Some features of Web 3.0: 

 The Artificially Intelligent Web: Use of artificial intelligence in many applications is 

thought to be next big revolution on the web. Social Media has one benefit that it factors 

in human intelligence. For example, if social bookmarking is used as search engine, it 

can give more intelligent results instead of using Google. But the results can be 

influenced due to the human factor. Some users could give false comments or could 

vote for a particular content in order to make it more popular. So, if artificial 

http://whatis.techtarget.com/definition/social-media
http://whatis.techtarget.com/definition/discussion-board-discussion-group-message-board-online-forum
http://whatis.techtarget.com/definition/social-bookmarking
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intelligence can be used to differentiate between true and false, it could give better 

results with elimination of false elements. 

 The Semantic Web: A lot of research is going on related to idea of Semantic Web, a 

web where information is well structured, categorized in such a way that a machine and 

a human, both are able to understand it. Web 3.0 is considered as a combination of 

semantic web and artificial intelligence. The structure of information on semantic web 

will tell the machine about the data and artificial intelligence can use the data for many 

applications. 

 The World Wide Virtual Web: This is an abstract idea, but belief is that it might lead to 

a web based on a virtual world. For this to happen, it is required that all the websites 

have some particular standards and framework that would allow machines to 

understand it and use the information efficiently.  

The structure of web is such that visiting a page is easy but understanding it is impossible by 

machines. The search engines don’t understand the keywords and their context with the page 

on which they give results while searched. The difference Web 3.0 will make is that machines 

will be able to search, look for and interpret the information on the pages using some agents. 

These agents are software programs which crawl through the web for the information and will 

give the relevant results. This interpretation of data by machines is possible due to the collection 

of data using Ontologies. Ontology is a hierarchical structure which defines various entities 

and their attributes, and their relationships between them.  

In order to make Semantic Web work effectively and efficiently, ontologies need to be 

developed in such a way that they are detailed and complete in all manner in particular format 

that machines will understand. It consumes a lot of time and effort to develop an ontology 

because first it needs to be conceptualised which takes more percentage of time. 
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Figure 1 

2.2 SENTIMENT ANALYSIS 

Sentiment analysis (also known as opinion mining or text classification) refers to the process 

of identifying and extracting the sentiments / opinions of the document or text. It can be widely 

used for variety of applications in the field reviews, blogs, social networking and the domain 

ranging from marketing, business to customer service. In general, the purpose of sentiment 

analysis is to analyse the opinions or views of people related to some subject or to attitude of a 

speaker or a writer with respect to some topic or of a whole document. The opinion of a person 

can be his/ her belief or judgement or it can be due to mental state or the bad intentions [3]. 

2.2.1 TYPES OF SENTIMENT ANALYSIS 

The basic job in opinion mining is categorising the polarity of the data at the feature, sentence 

or document level as whether the opinions expressed by the user are positive, negative or 

neutral. Beyond these three classes, further classification looks into more deep emotional states 

like “happy”, “sad”, “angry”, “depressed” and more. 

Pang [5] and Turney [6] employed different methods to detect the overall sentiment of movie 

or product reviews at document level respectively as initial stage of work. Pang [7] and Snyder 

[8] attempted in-depth analysis beyond this polarity: Pang and Lee [7] expanded this basic 

classification of movie review into just three classes, to rating scales i.e. 3 or 4 star scale, while 

Snyder [8] predicted ratings for various aspects of the given restaurant from given restaurant 

reviews. Although in the most classification methods, due to the nature of binary classifier, the 

neutral class is overlooked, thee classes must be discovered for every polarity problem, as 
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suggested by several researchers. In addition to this, there are some classifiers like Max 

Entropy [9] and SVMs [10] which are benefitted from the use of neutral class.  

To determine the sentiment, a different approach could be the use of scaling system in which 

words having sentiment as negative, positive or neutral can be given a rating on a scale from -

10 (most negative) to +10 (most positive). It is useful in terms of relating the sentiment of the 

term to its environment like level of the word in the sentence or a document. Each concept in 

the specified domain is associated with a score which is based on the approach the sentiment 

words correlate to the concepts and their scores [11]. This will enhance the interpretation of 

the sentiment given to the concepts, relative to the domain. 

2.2.2 SUBJECTIVITY/OBJECTIVITY IDENTIFICATION 

It is the process of categorizing the given text into one of the two classes: subjective or objective 

[12]. At times, this task could be difficult than the polarity identification [13]. The context 

determines the subjectivity of the words or document and there could be some subjective 

content in an objective document. Su [14] mentioned that the results largely depend on the how 

the subjectivity used is defined while annotating document. On the other side, Pang [15] 

indicated that if objective sentences are removed from the document before classification, then 

the outcome in terms of polarity was better and improved performance. 

2.2.3 FEATURE BASED SENTIMENT ANALYSIS 

Feature based sentiment analysis refers to the process of determination of the sentiments or the 

opinions stated on diverse range of features of objects like phones, websites, restaurant etc. 

Feature could be an attribute or property of that object like the camera of phone, the food of 

restaurant or the service of website. This type of sentiment analysis has an advantage that it is 

able to depict only those characteristics of the object which are of interest. It is also possible 

that different features may give different sentiments e.g. a restaurant may have good food but 

bad atmosphere. So if classification is done on the basis of food as feature then it will classify 

that restaurant as good hotel but if the same is done on the basis of atmosphere then it will 

classify the hotel as bad hotel. So this problem includes various sub problems, like 
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identification of the relevant objects or entities, then obtaining the features or attributes, and 

then determining the sentiment of the opinion related to the features, as positive, negative or 

neutral. There could be a way of automatically identifying the features using some syntactic 

models. 

2.2.4 METHODS AND FEATURES 

There exists some methods of sentiment analysis which can be broadly categorized into three 

classes: statistical methods, knowledge based methods and hybrid techniques [4]. Statistical 

methods take into account the machine learning techniques such as SVMs, semantic analysis, 

semantic orientation, bag of words etc. Knowledge based methods performs the process of 

classification of text on the basis of presence of explicit words which have affect state like 

happy, angry, worried, sad, bored etc. There are other methods which aim to identify the bearer 

of the sentiment (the person who writes the opinion) and the target (the person or entity for 

which the sentiment is written). Hybrid approaches works on the amalgamation of knowledge 

based methods like semantic networks or ontologies and machine learning techniques to 

discover the meaning or sentiment expressed in refined structure i.e.by analysing the concepts 

which are not explicitly defined but they link to other concepts implicitly [4]. 

There are some open-source tools that use machine learning, some statistics and natural 

language processing methods which will automate the process of opinion mining on huge set 

of data like reviews, news available online, web blogs, social networking sites, group 

discussions etc. Also, knowledge based methods use resources which are available publicly 

such as SenticNet, SentiWordNet, OpenDover etc. to get the semantic and other associated 

information. There are some approaches using which visual content can also be analysed. The 

first approach for this purpose is SentiBank which takes into account the representation of 

visual content in terms of noun-adjective pair. 

2.2.5 EVALUATION 

The system can be evaluated by the accuracy of output as in how well it is oriented with the 

human judgements. The two measures for accuracy evaluation is Precision and Recall. 
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Precision is the percentage of retrieved results which are relevant. Recall is the percentage of 

relevant results which are retrieved. According to research, the people who gives rating, agree 

80% of the time. So, the system with 70% accuracy is working well and nearly as human 

beings. System can be evaluated using more measures, but it is a complex issue to evaluate 

system performing sentiment analysis. If the output of sentiment analysis is on a scale than just 

2-3 classes, the better measure metric would be correlation which checks for the closeness of 

the predicted result to the expected result. 

2.3 SENTIMENT ANALYSIS AND WEB 2.0 

Importance of Sentiment analysis is increasing day by day due to the growth of social media 

like social networking sites, blogs, discussion forums etc. Opinion given online in terms of 

ratings, reviews and recommendations etc., has become a virtual world is used for various 

purposes like marketing the products, looking for new prospects and managing the status. Many 

people are going for sentiment analysis to grow their businesses in order to systemize the 

process of filtering out the unwanted objects, understanding the text, recognizing the relevant 

information and using it efficiently. While Web 2.0 allowed to contribute or publish the data 

anytime anywhere, the next phase Web 3.0 may be all about web mining of all the data. There 

are many research groups which are working on understanding the subtleties of the sentiments 

on the web using sentiment analysis. 

There is a hitch in this process that the algorithms used in sentiment analysis makes use of 

simple and basic terms for expressing the opinion. But, due to diverse cultural languages, unlike 

contexts and other factors, it is very difficult to classify the text into pro or con state. Generally, 

human beings disagree on their own opinions about a topic that it is hard to make machines 

give the right opinion. It becomes harder to do sentiment analysis when the text is really short. 

Although the text might be short and it might create a trouble, opinion mining done on 

microblogging sites has proved that Twitter is one such site which can be used as valid online 

gauge for opinion mining [4]. 

2.4 SEMANTIC WEB AND ONTOLOGY 
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World Wide Web Consortium (W3C) extended the definition of Web to Semantic Web through 

its standards and framework by promoting same data formats and protocols throughout the 

Web. According to the W3C, "The Semantic Web provides a common framework that allows 

data to be shared and reused across application, enterprise, and community boundaries". 

Semantic Web uses languages to publish the data: Web Ontology Language (OWL), Resource 

Description Framework (RDF), and Extensible Markup Language (XML). HTML language is 

used to define pages and hyperlinks between them whereas these 3 languages can define any 

type of thing such as people, their characteristics, any place or a thing. These languages are 

used to give descriptions that may enhance the web contents. So, the content will be like 

descriptive data in Web database. These descriptions readable by machines, would allow 

content managers to associate semantics to content that is to add the meaning to the data or to 

define the format of the data according to the users. 

2.4.1 CHALLENGES 

Semantic Web has many challenges which are vagueness, vastness, uncertainty, inconsistency, 

and deceit. 

 Vagueness: Vagueness refers to terms with no clear meaning. For example, words like 

“young” can’t tell how much young. It may arise due to the nature of queries of users 

or from concepts structured by content managers. Vagueness can be dealt with fuzzy 

logic technique. 

 Vastness: There are billions of pages available on Web. Huge data can be dealt with 

any automated system. 

 Uncertainty: Uncertainty is related to a concept having uncertain description or value. 

To deal with uncertainty, probabilistic reasoning technique is used. 

 Inconsistency: During development of large ontologies or when ontologies are merged, 

there are some logical contradictions that may arise which are inconsistencies. 

Inconsistency can be dealt with defeasible reasoning and paraconsistent reasoning. 
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 Deceit: Deceit is that situation where any information is created such that it 

intentionally misleads who uses that information. It can be alleviated by cryptography 

techniques. 

2.4.2 COMPONENTS OF SEMANTIC WEB  

Semantic Web is generally used to denote formats and related technologies that are used to 

enable it. These technologies enable the organization and recovery of collection of linked data 

in a structured format and this will further give a formal representation and annotation of some 

domain-specific concepts, their attributes (features) and their inter-relationships. All of these 

are defines in W3C standards and it contains following components: 

 Resource Description Framework (RDF) 

 Simple Knowledge Organization System (SKOS) 

 RDF Schema (RDFS) 

 SPARQL, query language 

 Web Ontology Language (OWL) 

 Rule Interchange Format (RIF) 

Resource Description Framework is a structure which describes the data models, some objects 

and their relationships. It is the basis of Semantic Web. RDFS broadens the definition of 

Resource Description Framework. It is a dictionary for defining the schema, the properties and 

the classes and objects of RDF resources and also includes semantics for generalizing 

relationships of these classes, objects and properties. RDFS is more of a generalized language, 

but OWL is more specific in nature. It adds more meaning to the format in order to describe 

the classes and their properties in a more confined and conceptualized manner. Example could 

be: relationships between classes (e.g. whether the classes intersect or are disjoint), cardinality 

of the objects (e.g. "exactly 1"), equality of classes, characteristics of properties (e.g. 

transitivity), and many more. SPARQL stands for SPARQL Protocol and RDF Query 

Language. It is a query language for semantic web applications used to retrieve and work on 

the data stored in databases in RDF format [16]. Rule Interchange Format is the W3C standard 
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format used to define the rules used to exchange or share data on the web which is universal in 

nature. It is XML language which expresses rules for Web that can be executed by machines. 

2.4.3 APPLICATIONS 

The motive of Web 3.0 is to improve the functioning and usability of Web and the connected 

resources of Web with the help of Web 3.0 services. Some of the applications are: 

 There are some servers that still expose some data systems which are in existence, using 

RDF format. Unstructured data can be converted into RDF format by using some 

techniques. One of the important data source could be relational databases as they are 

semi-structured. It reduces the cost of implementing it into the current system as it’s 

server attaches itself easily to the existing system without affecting it’s operations. 

 There are some documents which are marked up some information in itself, an addition 

to HTML Meta tags, which are now-a-days used in web pages to give some information 

to search engines. So basically, these can be used as machine-understandable data about 

the data understandable by humans or it could totally be depicting metadata giving a 

collection of facts. 

 There are some automated agents which can complete the tasks for the users. 

Search engines or some data management system within an organization could make best use 

of above applications. Applications for Business purpose could be: 

 Information coming from various sources can be integrated. 

 Ambiguities can be eliminated due to a structured format. 

 Retrieval of the information can be improved and so will information overload will be 

reduced. 

 If given a domain, relevant information can be identified. 

2.4.4 ONTOLOGIES 
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Historically, the term ontology has evolved from the metaphysics, the branch of philosophy, 

which basically deals with the nature of reality-of what exists. This branch analyses different 

types of existence with special attention to the relations between particulars and universals, 

between intrinsic and extrinsic properties, and between essence and existence. The traditional 

goal of ontological inquiry in particular is to divide the world "at its joints" to discover those 

fundamental categories or kinds into which the world’s objects naturally fall. During the second 

half of the 20th century, philosophers extensively debated the possible methods or approaches 

to building ontologies without actually building any very elaborate ontologies themselves.  

In the early 1990s, the widely cited Web page and paper "Toward Principles for the Design of 

Ontologies Used for Knowledge Sharing" by Tom Gruber is credited with a deliberate 

definition of ontology as a technical term in computer science. Gruber introduced the term to 

mean a specification of a conceptualization: 

“Ontologies are often equated with taxonomic hierarchies of classes, class definitions, and the 

subsumption relation, but ontologies need not be limited to these forms. Ontologies are also 

not limited to conservative definitions — that is, definitions in the traditional logic sense that 

only introduce terminology and do not add any knowledge about the world. To specify a 

conceptualization, one needs to state axioms that do constrain the possible interpretations for 

the defined terms [17].” 

2.4.5 COMPONENTS OF ONTOLOGIES 

Ontologies generally have various structural similarities in spite of the different domains in 

which these are expressed. Most ontologies define classes (concepts), individuals (instances), 

their attributes and relations between them. The common components of ontology are: 

 Classes: sets, collections, concepts, classes in programming, types of objects, or kinds 

of things. 

 Individuals: instances or objects (the basic or "ground level" objects) 

 Attributes: aspects, properties, features, characteristics, or parameters that objects (and 

classes) can have. 
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 Relations: ways in which classes and individuals can be related to one another. 

 Function terms: complex structures formed from certain relations that can be used in 

place of an individual term in a statement 

 Restrictions: formally stated descriptions of what must be true in order for some 

assertion to be accepted as input 

 Rules: statements in the form of an if-then (antecedent-consequent) sentence that 

describe the logical inferences that can be drawn from an assertion in a particular form 

 Axioms: assertions (including rules) in a logical form that together comprise the overall 

theory that the ontology describes in its domain of application. This definition differs 

from that of "axioms" in generative grammar and formal logic. 

 Events: the changing of attributes or relations 

Ontology is generally encoded with the help of ontology languages. 

2.4.6 TYPES OF ONTOLOGY 

 Domain ontology: A domain ontology describes the concepts which are more of like 

real world entities. It provides meanings of the terms or concepts within the domain. 

For example, the word apple has several different meanings. If ontology is built for the 

domain of fruits, it would give meaning to “apple” word as a fruit but if ontology for 

the domain of smartphones brand is built, then it would model “apple” as the name of 

a company who manufactures smartphones. Since these domain ontologies define the 

concepts very specifically, they often become incompatible because some systems may 

need some sort of expansion and it will require the merging of some domain ontologies 

into more integrated and general representation. Use of different ontology languages, 

different purposes of developing ontology or dissimilar viewpoints of the users for a 

domain are some causes that leads to development of different ontologies. It is a very 

time consuming and expensive process to merge those ontologies that does not share 

same foundation as it is a manual process and no automatic technique exist till date. 

However, those domain ontologies that share same foundation basis can be 

automatically merged using some in-built plugins available in tools.  
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 Upper ontology: An upper ontology basically describes the model of some common 

entities and objects that generally relate to a wide range of the domain ontologies. It 

generally uses basic vocabulary which contains all the terms and their associated 

meanings as they are used in different contexts. 

 Hybrid ontology: It is a combination of domain ontologies and upper ontologies. 

2.5 LIGHT ON THE DOMAIN SELECTED 

Ontology basically represents the concepts, their attributes and their inter-relationships about 

a domain. In this work, the domain is Ministries of Government of India. The reason of 

choosing this domain is due to the initiative recently proposed by Government of India which 

is “Digital India”. This initiative is a big step to transform the country into a digitally 

empowered knowledge economy & includes projects that aim to ensure that government 

services are available to citizens electronically and people get benefit of the latest information 

and communication technology [18]. So, it would be efficient to develop an ontology 

representing all the departments of different ministries and their respective functions as it 

would conceptualize the structure of government, provide a unified framework for all the 

services provided and help respective ministries to collaborate with each other for policies, 

schemes and shared responsibilities in a homogeneous and global manner. This is basically an 

important feature of semantic web to share the information across the web with some 

predefined protocols and structure. Developing an ontology is more like identifying and 

specifying a set of data and its framework in order to use it in any other application. Problem-

solving approaches, software agents and domain-independent applications make use of 

ontologies and knowledge retrieved from ontologies as data. The intent of building this 

ontology is also a preliminary step for a grander application of implementing sentiment analysis 

to apprehend government practices, policies, rules and monitoring performance. Hence, the 

idea is to envision “digital governance” by virtue of social web adoption, where government 

can take advantage of social platforms involving huge user participation. 

2.6 NAÏVE BAYES CLASSIFIER 
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Naïve Bayes Classifier belongs to the family of simple probabilistic classifiers and it is based 

on Bayes’ theorem. It assumes that the features are strongly independent. Naïve Bayes method 

is used since the 1950s and is a popular basic method to categorize the text. It uses frequencies 

of words in the document as the feature for classification. This method is still the one of the 

best methods of text classification among some advanced techniques like support vector 

machines etc. [19]. Naïve Bayes has a very crucial role on automatic medical diagnosis [20]. 

The advantage of Naïve Bayes classifier is its high scalability as it requires parameters in 

proportion to number of features or variable and that too linearly. 

Naïve Bayes is a baseline and easy method to construct classifier which is a structure/system 

that associates some class values to objects or instances, which are Naive Bayes is a simple 

technique for constructing classifiers: models that assign class labels to problem instances, 

denoted as feature vector (in form of matrix). This is not just one algorithm but a group of 

algorithms sharing a common characteristic: all of the Naïve Bayes classifiers makes an 

assumption that the different features are independent of each other, given a domain. 

As there are various kinds of probability models, it is very efficient to train Naïve Bayes 

classifier using some supervised learning techniques. In addition to this, sometimes Naïve 

Bayes classifiers makes use of maximum likelihood for estimating the parameters. In other 

words, Naïve Bayes model can be used by anyone even without even agreeing on Bayesian 

probability theorem or any other Bayesian methods. 

In spite of the fact that Naïve Bayes classifier has very naïve structure and some simplified 

assumptions, this is being used widely and is giving efficient results in some real world 

situations. It has an advantage that only small set of data is required for training the classifier 

or for estimating the parameters needed for classification. 

2.6.1 PROBABILISTIC MODEL 

Conceptually, Naïve Bayes Model is a conditional probability model. If a problem instance 

given for classification, is denoted by a vector x= (x1, x2, x3,……., xn) where xi represents   ith 

independent variable, the model gives some probabilities to these instances: 
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p(𝐶𝑘| 𝑥1, . . . . , 𝑥𝑛)     (1) 

where k is the total number of possible classes. 

If the number of features is large or the feature have a larger range for values, then using this 

model for assigning probability will become difficult. To deal with this problem, the probability 

defined above can be reformulated as: 

𝑝(𝐶𝑘|𝑥) =  
𝑝(𝐶𝑘) 𝑝(𝑥|𝐶𝑘)

𝑝(𝑥)
                                                   (2) 

Generally, numerator in the above fraction is of interest because the denominator part is not 

dependent on C. 

So,                                 𝑝( 𝐶𝑘|𝑥1, . . . . , 𝑥𝑛) ∝ 𝑝(𝐶𝑘)𝑝(𝑥1, . . . . . , 𝑥𝑛)                                        (3) 

Now, Naïve Bayes model assumes that the conditional probabilities of all the variables are 

independent, so these terms can be reformulated as: 

𝑝(𝑋|𝐶𝑘) ∝ ∏ 𝑝(𝑥𝑖|𝐶𝑘)𝑛
𝑖=1                                             (4) 

Therefore,  

𝑝(𝐶𝑘|𝑋) ∝ 𝑝(𝐶𝑘) ∏ 𝑝(𝑥𝑖|𝐶𝑘)𝑛
𝑖=1                                       (5) 

Using above formula, the case X will be labelled to the class Ck for which the probability p(Ck 

|X ) is maximum.  

It is generally assumed that the continuous dataset are generally distributed along the Gaussian 

distribution. Let there be a set of training data which has an attribute, x which is continuous in 

nature. According to the Gaussian distribution, dataset is first divided according to the classes 

and then mean and variance of x is computed. Let for all the values of x in some class c, their 

mean be μc and that variance be σc
2. So the value of p(xi | Ck ) for a particular xi that belongs 

to set x, can be calculated as: 
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𝑝(𝑥𝑖|𝑐) =  
1

√2𝜋𝜎𝑐
2

 𝑒
−

(𝑥𝑖−𝜇𝑐)2

2𝜎𝑐
2

                                          (6) 

 

2.7 RELATED WORK 

In the initial work, researchers have used conventional methods to perform sentiment analysis 

on micro-blogging posts. There were two main approaches which were used to identify whether 

the text (a sentence, a paragraph or a document) possess positive, negative or neutral opinion. 

These are machine learning approach and lexicon based approach. The former approach of 

using machine learning techniques [21] includes training of sentiment classifier, in order to 

classify the textual corpora into positive, negative or neutral classes. Generally, unigrams and 

bigrams (n-grams of size 1 and 2 respectively) are used in training the classifiers [22]. The 

disadvantage of using machine learning methods is that it requires manual labelling of huge 

amount of text in order to train the classifier. Also, the labelling has to be done separately for 

each of the distinct domain to optimize the results for the given domain [23]. The second 

approach [24] [25] [26] includes use of some common opinion words which expresses 

sentiment (positive or negative). These words constitutes a dictionary which is called opinion 

lexicon. For this approach, tweets are not considered as normal text because only 140 

characters are allowed in a tweet which imposes limitation on the length of words and phrases. 

The wide use of some everyday abbreviations, expressions and emoticons especially jargon 

has made it very peculiar to use it in the model. An obvious solution is to add these expressions 

in terms of words to the database but this would give ambiguous results because these words 

or expressions are generally dynamic and, changes constantly and frequently due to the 

changing trends on the Web. One more difficulty is that these jargon words are dependent on 

domain. So, when the lexicon based techniques are implemented on some informal text, it 

results in low recall value. As surveyed by [27], the following approaches can be used to 

improve the performance of sentiment analysis on Twitter posts as compared to the traditional 

methods: 
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1. For the dataset with noisy labels and distant supervision [28], emoticon vocabularies, 

as an example, can be created to represent sentiment and some supervised classifiers 

like Naïve Bayes (NB), Support Vector Machines (SVMs) and Maximum Entropy 

(MaxEnt) can be used for training purpose [29] [30].  

2. A combination of machine learning techniques and feature engineering that is feature 

based model and tree based model, and also n-grams and lexicon characteristics) can 

be applied to improve the performance of sentiment analysis [31] [32]. 

There already exists some sentiment analysis techniques which use ontology based methods 

but none of the existing works deploys the ontology the way we have proposed the framework 

in this work. Some of the existing work is summarized below. 

In [33], the authors present a method to populate an existing ontology for earthquake 

evacuation with tweets instances. In the proposed approach, some information related to 

earthquake like evacuation centres, product offered at the centres, time at which the tweet was 

posted are extracted. Also, some additional information like evacuation centre address (using 

Google Maps) can be retrieved from Web and is appended to the above information. Although 

the tweets do not contain this information, but it is acquired in real time. There are some other 

research works which includes building of ontology to represent micro-blog posts and some 

relations between users who use social networking service. This work, is however not related 

to the research work we have proposed. 

In [1], Efstratios Kontopoulos, Christos Berberidis, Theologos Dergiades and Nick Bassiliades 

have proposed an approach of using ontologies for representing data and for extracting the 

features based on which tweets are extracted for sentiment analysis of smartphone reviews. 

The authors have used web service, OpenDover, to classify the tweets with sentiment grade. In 

[34], authors have proposed the approach of identifying only the negative comments related to 

United States Postal Service and performing sentiment analysis on those negative comments. 

Ontology has been deployed in order to identify the problem area e.g. the deliver type- mail or 

letter etc. Also, the negative sentiments have been analysed using SentiStrength tool. But due 
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to the use of tool which is no up to date according to the domain does not give expected results 

as claimed by authors. 

In [35], authors have come up with an approach of building an ontology in form of sentiment 

ontology tree which is in terms of hierarchy defining positive side and negative side. An 

algorithm has been defined to identify sentiments according to the threshold values and weights 

of the words in the product reviews. But, there is no automatic process of getting the attributes 

which vary according to the reviews. In [36], the authors have extracted the reviews from 

Websites (basically Amazon.com) and then pre-processed using WordNet lexicon based 

method. Then fuzzy logic has been used to build ontology from the relationships found in the 

reviews. Using NLP rules, ontology and lexicons, overall polarity had been given to a product 

based on all the reviews. 

In [37], the authors have proposed an approach to analyse the sentiments of movie reviews. It 

uses Natural Language Processing techniques to tag the data and then, build the domain 

ontology to extract the features based on which the reviews are classified into positive, negative 

or neutral. In [38], the authors present methodology in order to classify the product reviews of 

Chinese products. The reviews are first pre-processed and performed POS Tagging. Then, 

fuzzy domain ontology is built by identifying the relationship between features and the reviews. 

Similarity between sentiment orientation words in reviews and a set of sentiment words in 

fuzzy domain ontology is calculated and accordingly polarity is given. 

In [39], the authors have presented a methodology for analysing sentiments of Portuguese 

movie reviews and hotel reviews. It uses domain specific ontology for feature extraction and 

after tagging of the words, SentiWordNet is used to classify the reviews. 

To our best knowledge, there is no work related to text classification of Twitter posts for 

Ministries of India: their schemes, policies, rules, regulations etc. As the initiative of “Digital 

India” was recently proposed by Government of India, concept based text classification has not 

yet been performed till date.  
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CHAPTER 3: PROPOSED FRAMEWORK 

Section 3.1 gives an overview of the research undertaken. Section 3.2 depicts the flowchart of 

the proposed work. Finally, section 3.3 describes the model in detail with the platforms used 

and code snippets. 

3.1 PROPOSED APPROACH 

The World Wide Web is a wide, hugely distributed, source of information which is like a never 

ending sea of knowledge. The web is growing at a rate which is unbelievable both in terms of 

users and content. The content is easily available on the Web and the users are willingly 

collaborating to the Web in terms of information, experiences, opinions, thoughts etc. Due to 

easy availability of content and active participation of users, some micro-blogging sites 

especially Twitter, have become a rich content for analysing the opinions of the users about 

their satisfaction/ dissatisfaction about any topic. In order to mine the opinions, opinion mining 

is intended to understand and analyse the opinions, and come up with some results or pattern 

which may help any organization, businesses or users. Towards “Digital India” initiative, in 

order to promote “Digital Governance”, the policies, schemes, rules imposed by Government 

of India need to be monitored and tracked to see how these schemes are affecting people of 

India and if any amendments need to be done. 

In response to the identified need to analyse the opinions of users related to the domain 

discussed above, we propose a novel hybrid approach involving integration of three things: 

application of Web 2.0 (i.e. Twitter), Semantic Web Features and Sentiment Analysis. This 

research seeks how semantic web can be used in sentiment analysis of Twitter posts. To 

uncover the opinion direction, we have defined the concepts based on which classification is 

done. The concepts relate to the schemes, policies, services provided by the Government of 

India to the people of India. The concepts described in a structured format, which has an 

advantage that it can be restructured without even disturbing rest of the process. These concepts 

will be used to extract the tweets and classify into one of the three classes: positive, negative 

or neutral. The main feature of our approach is the use of concept based techniques to extract 
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the tweets as it is making the process easier and automated. Using concepts provide a large set 

of topics which covers the need and increases the efficiency of overall system. 

3.2 THE FRAMEWORK 

The proposed work intends to accurately cover the topics which are defined by concepts and 

retrieve the relevant tweets from twitter. The tweets, after pre-processing are classified into 

positive, negative or neutral. Then the overall accuracy of the system is calculated based on 

percentage of correct output given by the model. The basic flowchart of the approach is: 

 

Figure 2 
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3.3 THE MODEL : SentIndiGov-O 

After examining the research objectives and applications of Sentiment Analysis, we propose 

a model which fulfils the goals defined above. The detailed explanation is given below: 

1. Building Ontology: As discussed earlier, the basic building block of semantic web is 

ontology.  So, development of ontology is the preliminary step. The ontology of Ministries 

of Government of India, IndiGov-O, is developed in Protégé 5.0.0 – beta 17. It is a 4-level 

hierarchy which conceptualizes all the ministries of India, their departments and the 

functions of the departments. It includes 51 ministries, one independent department and 

one independent office [40]. This ontology is developed in Web Ontology Language 

(OWL). The editor used is Protégé 5.0.0 – beta 17. It is an open-source and free of cost tool 

or editor which can be used to build, develop or manipulate ontology. It offers a graphical 

user interface that helps in defining ontologies. There are some deductive classifiers which 

validates the consistency of ontology model and can also give inference after analysing the 

ontology. Protégé as an application is written in Java but the ontology it creates, is built in 

Web Ontology Language (OWL). Total number of registered users are over 200,000. It is 

one of the “leading ontological engineering editor”. Stanford University and the University 

of Manchester has developed Protégé. The output or result can be integrated with any other 

compatible system to further build a more intelligent system. The ontology, IndiGov-O,  

developed is shown below: 
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Figure 3 

The above figure shows different ministries of Government of India and their departments. 
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Figure 4 
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Figure 5 
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Figure 6 
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Figure 7 

The above figure shows various schemes and functions of Prime Minister’s Office under 

Independent Office. Above ontology is a 4-level hierarchy. 
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Figure 8 

The above diagram shows the OntoGraf which shows the relationship between different 

entities. Schemes is the class and rest all entities are its subclasses. 

2. Extracting Object-Attribute Pairs: This Web Ontology Language can be manipulated using 

Apache Jena Library. It is used to manipulate the data stored in RDF format. In order to 

perform sentiment analysis of Twitter posts, there is an obvious need to extract tweets from 

Twitter and in order to extract tweets, there is a requirement of some features on which 

related tweets are extracted. If performed manually, only 1 feature can be used at a time to 

retrieve tweets. But the use of Apache Jena and ontology easies the process of retrieval of 

tweets. It triggers the retrieval automatically using not just 1 but a list of features. So, these 

features in the form of object-attribute pair is extracted from ontology using Apache Jena 

2.10.0 (These object – attribute pair is the class-subclass pair from IndiGov-O). It is an 

open source framework for Semantic Web applications. It is used as an application 

programming interface to extract or manipulate any data from the RDF schema. It can also 

be used to query the model using SPARQL engine. It also supports some internal reasoners 

for validation. The code snippet for this step is: 
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Figure 9 

3. Retrieval of tweets: After the feature extraction, tweets are retrieved using Twitter4j library. 

It is a Java library for the Twitter API. Any Java application can be integrated with the 

Twitter service using Twitter4j library. It works using authentication keys provided by 

Twitter. It provides various methods to extract the tweets, to get user timeline, to get user-

id etc. The code snippet for extracting tweets using Twitter4j library is: 



  

ARUNIMA JOSHI 
DELHI TECHNOLOGICAL UNIVERSITY 

33 

 
 

 

Figure 10 

4. Pre-processing the tweets: The tweets retrieved in the previous process needs to be pre-

processed for analysing the sentiments of these tweets. Pre-processing mainly includes 

removing unwanted things from the lot of tweets which will not do any positive 

contribution to the sentiment. Removing those which are neutral and does not play any 

significant role, makes the process of classification much easier and efficient. It includes: 

 Removing URL 

 Removing usernames 

 Removing additional whitespaces 

 Converting letters to lowercase 

 Replacing #word with word 

 Removing retweets 

 Deleting stop words 

 Stripping punctuation marks for feature vector. 
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Figure 11 

5. Creating Bag-of-Words: After pre-processing the tweets, in order to create input vector for 

the classification process, a bag of words is created. Bag of words contains all the words 
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from the tweets. All the duplicated words are removed and so unique set of words is built. 

 

Figure 12 

6. Creating Input Vector: After creating bag of words, a vector needs to be created which will 

serve as input to the classifier. This vector called as input vector depends on the bag of 

words and the individual tweets. Creation of input vector takes into account the number of 

the words which are common in each tweet and bag of words. The reason of having this 

input vector is because the classifier used in this work takes numerical data as input to 

classify the data. 

 

Figure 13 
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7. Training and Testing: The classifier used in here is Naïve Bayes Classifier. It uses the input 

vector as training data and classify the testing data into three classes i.e. positive, negative 

and neutral. Total 1019 tweets are used as training data and 503 tweets are used as testing 

data. 

The algorithm for training phase used in Naïve Bayes classifier is: 

 

Figure 14 

The algorithm for testing phase in Naïve Bayes classifier is: 

Training set loaded

Separate each vector into three classes i.e. positive (1), 
negative (-1) and neutral (0)

For each class, calculate mean and standard deviation 
of all the included vectors for each attribute.

Classifier is trained
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Figure 15 

3.3.1 IMPLEMENTATION DETAILS OF NAÏVE BAYES: 

Firstly, the input vector file in CSV format is loaded. Next, the dataset is split into training 

set and testing set. Training set is used to make the predictions and testing set is used to 

testing data is used to evaluate the accuracy of the model. The split ratio is generally 0.67. 

So the training data is 67% of the dataset and testing data is 33% of the dataset. Then the 

training data is separated by class values into positive (1), negative (-1) and neutral (0). 

This is done to calculate the statistics. 

Now, these separated instances are summarized according to the class values. Mean of each 

attribute of each class is calculated. The mean is the central middle or central tendency of 

the data, so it is used as the middle of the Gaussian distribution when probabilities are 

calculated. Also standard deviation of each attribute for a class value is calculated. The 

standard deviation describes the variation of spread of the data, and it will be used to 

characterize the expected spread of each attribute when probabilities are calculated. The 

standard deviation is calculated as the square root of the variance. The variance is calculated 

Testing data is loaded

Calculate probability of each vector of testing dataset for each attribute 
using mean and standard deviation calculated in training phase.

Calculate total probability for each class by multiplying all probablities in 
previous step.

For each vector of testing dataset, the class with the maximum value of 
probability is assigned as the class to which that vector belongs.



  

ARUNIMA JOSHI 
DELHI TECHNOLOGICAL UNIVERSITY 

38 

 
 

 

as the average of the squared differences for each attribute value from the mean. So, finally 

mean and standard deviation is calculated attribute wise as a summary of all the instances 

of a class. 

Now, for each testing dataset instances, probability, according to Gaussian function, for 

each attribute value is calculated using mean and standard deviation calculated in the 

training phase. As the probabilities of all the attributes belonging to a class have been 

calculated, it can be combined to calculate an overall probability for a data instance for 

each class to make the prediction. The probability for each data instance is calculated by 

multiplying together the attribute probabilities for each class. Now, the instance belongs to 

that class which has the highest class probability calculated above. The predictions are 

compared to the class values in the test dataset and an overall accuracy is calculated. 
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    CHAPTER 4: RESULTS 

      The results according to the steps defined in the proposed framework are: 

     4.1 BUILDING ONTOLOGY: 

      Below is OntoGraf showing various ministries of India. 

Figure 16 

4.2 EXTRACTING OBJECT-ATTRIBUTE PAIRS: 

The following image shows some of the object- attribute pairs extracted from the above 

ontology.  
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Figure 17 

4.3 RETRIEVING TWEETS BASED ON OBJECT-ATTRIBUTE PAIRS: 

The following figure shows some of the tweets retrieved from Twitter using Twitter4j. 
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Figure 18 

 

4.4 PRE-PROCESS THE TWEETS RETRIEVED: 

The tweets retrieved above are not pre-processed yet. The following figure shows the tweets 

after pre-processing phase: 
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Figure 19 

4.5 CREATING BAG OF WORDS: 

The list of words created after pre-processing is shown below: 

Figure 20 
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Total number of attributes in bag is 2872. 

4.6 CREATING INPUT VECTOR: 

The input vector of the tweets thus created is shown below: 

Figure 21 

The last column in above matrix is the sentiment value/ class value given to each tweet (row in 

above matrix). 

 

4.7 TRAINING AND TESTING CLASSIFIER: 

The following table shows some sample tweets with expected values of sentiments and the 

predicted values of sentiments as outputs from the classifier. 

S. NO. TWEETS EXPECTED VALUE PREDICTED VALUE 

1. school agarwal vidhya vihar surat 
guj school launched beti bachao 
beti padhao providing free 
education daughters . 

                                    1                                       1 
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2. programs beti bachao beti padhao 
aimed girls india irrespective caste 
& comm… 

                                    1                                       1 

3. women child development 
director renu phulia ‘beti bachao 
beti padhao’: via 

0 0 

4. transformingindia: check 
infographics 
pmsurakshabimayojana 

0 0 

5. railways ;one iron chair  
signal lamp  
record book & loneliness journey 
...pathetic 

-1 -1 

6. modi govt becoming victim digital 
vertigo disconnected real world 
imprisoned virtual reality! 
 

-1 -1 

7. afternoon ajubaa! read what's 
digital india. ajubaa 
makeindigitalindia 
 

1 1 

8. seelampur: india’s digital 
underbelly phones die - 

-1 0 

9. 1.55 lakh pregnant women 
extended financial assistance 
janani suraksha yojana 
2yrsofgatisheelgujarat gujarat 

1 0 

10. national health mission jish se 
hume job milta tha wo close ho 
gaya plzz modiji hume job chahiye 
homoeopathy dr. job 
 

-1 0 

Table 1 
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Figure 22 
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CHAPTER 5: CONCLUSION AND FUTURE WORK 

5.1 CONCLUSION 

Since the rise of Web 2.0 and its related services and technologies like social networking sites, 

wikis and blogs, sentiment analysis has become one of the rapidly growing research area. The 

recent extensive use of micro-blogging services, especially Twitter, has given a lot of attention 

to opinion mining of micro-blogging posts. There are various machine learning techniques used 

in performing opinion mining on tweets with a disadvantage of treating each tweet as a uniform 

sentence and assigning a score according to sentiment of the post. This work proposes an 

approach of deploying ontology based techniques to in order to determine the subjects/ topics 

discussed in the tweets, which are related to Ministries of India: their policies, rules, schemes, 

and analysing the sentiment (positive, negative and neutral) of tweets retrieved (based on the 

concepts defined in Ontology). The results have been shown by using the Naïve Bayes model 

for the classification task, which shows that using ontology automates the process of retrieving 

tweets on various topics (and not just one) and then classifying it accordingly. Thus it also 

shows the integration of features of Semantic web, application of Web 2.0 (Twitter) and 

Sentiment analysis which leads to an automated overall process. 

5.2 FUTURE WORK 

The future improvements in the proposed work could be the use of various different machine 

learning techniques for classification process of tweets retrieved like Support Vector Machines 

(SVMs), Maximum Entropy (MaxEnt) or use of any neural networks like Probabilistic Neural 

Network, Recurrent Neural Network to optimize the performance of the model. Also, if 

analysis is needed for all the topics but separately like to monitor the performance of each 

scheme initiated by Government of India, then some changes in the modules of the system can 

be made accordingly. 
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Abstract—Ontologies enable both humans and machines to communicate precisely to support the exchange of semantics 

by defining shared collective domain knowledge. In this paper we build an ontology using Protégé to organize 

knowledge of Indian Government portal. IndiGov-O, the ontology of Indian Government is a 4-level hierarchy in which 

various ministries of India, their respective departments and further functions and schemes have been conceptualized. 

The idea is to envision “digital governance” by virtue of social web adoption to a government model based on 

knowledge. 

Keywords— Semantic Web, Intelligent Web, Ontology, Protégé, DL(Description Logic) . 

1. INTRODUCTION 

Information overload and retrieval quality are two primary concerns when dealing with the current socially-hyper 

generation of web. Traditional search engines are unable to provide satisfactory solutions to these and thus foster 

the need to find, develop and implement a semantically richer web. According to Tim Berners-Lee:"The Web was 

designed as an information space, with the goal that it should be useful not only for human-human communication, 

but also that machines would be able to participate and help” [1]. 

 The World Wide Web as a global information medium has evolved radically. The first generation, Web 

1.0 was the “read only web” or “static web” where there was no user interaction or content contribution. Web 2.0 

which is the “Read and Write Web” or “dynamic web” went on to establish itself as the second generation of 

Web. It focuses on participation and collaboration of information amongst users. Web 3.0 is the next notable 

change that centres on computer-to-computer interaction over the Internet. It is the intelligent  

 

generation of web referred to as Semantic Web, the “Read Write and Execute Web” [2]. More specifically, 

Semantic Web is defined as a web of data which provides a common framework for data to be shared and reused 

across various applications. It is designed to enable reasoning and inferencing capabilities which can be added to 

the details of entities. 

 To support the exchange of information and knowledge in this extended web, ontologies are used. These 

are vocabularies that define the concepts and relationships with each other [3]. Ontologies are building blocks of 

the Semantic Web that acquire domain knowledge in a general way and result into a common understanding of a 

domain. These are basically specification of a conceptualization and can be shared globally. Ontologies are not 

dependent on the applications which use them which leads to easier maintenance of data and 

application.Therefore, it is a model of representing data in a given domain in organized way. Different tools are 

accessible & used for development of ontology, for example, Semantic-Works 2008, Swoop, OntoEdit, WebODE, 

Protégé etc. 

In this paper, we build ontology of Indian government that conceptualizes its structure as a 4-level hierarchy in 

which various ministries of the government, their respective departments, departmental functions and schemes 

are shown [3]. The motivation to build one was clearly based on the “Digital India initiative” recently proposed 

& projected by the Government of India. The initiative is a big step to transform the country into a digitally 

empowered knowledge economy & includes projects that aim to ensure that government services 


