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ABSTRACT

World Wide Web is a dynamic source of information which is expanding its content at a
staggering rate. Individual search engines are not able to handle the exponential nature of web.
Hence meta-search engines are used to solve the problem of low web space information coverage
rate of individual search engines. A meta-search engine is a kind of search tool that dynamically
dispatches user query to the underlying search engines, hence providing parallel access to
multiple search engines and then aggregate the results to present single consolidated result list to
user. In this research work , a novel meta-search engine, MetaFusion , has been proposed. The
proposed algorithm uses Fuzzy AHP along with Genetic algorithm to get more comprehensive
and optimized results. Fuzzy Analytical Hierarchy Process reflects human thinking and addresses
the uncertainty of information while making decisions in MCDM problems. Genetic
Algorithm(GA) is highly robust and self- adaptive algorithm , hence, solves the more complex
problems in optimum manner.GA uses average weight of document in underlying search engine
as fitness function for merging results. Experimental results shows that relevancy of returned
results by MetaFusion is more than several existing research Metasearch engines. The precision
of proposed model MetaFusion comes out to be more when compared with available research
metasearch engines i.e. Dogpile ,Infospace and PolyMeta.

Keywords: MetaFusion, Information retrieval, metasearch, search engine, MCDM, Fuzzy
AHP,Genetic Algorithm
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CHAPTER 1: INTRODUCTION

1.1 Overview

These days common man are using World Wide Web to search needed information using
variety of Search engines like Google ,Bing , Yahoo, Ask , Lycos etc. World Wide Web is a
huge repository of data consisting of billions of web documents that are distributed over multiple
web servers. The information on web is increasing day by day and due to this web coverage
given by individual search engines have been constantly decreasing[1]. The web contains largely
unregulated documents whose contents are updated regularly. Therefore , degree of documents
content quality and reliability varies with time. For individual search engines only return 45% of
relevant results[2]. The research in last decade has focused on improving the search procedure.
As a result meta-search engines have been proposed which greatly improve search results.
Several research studies have demonstrated that meta-search engines can upsurge the search
effectiveness significantly [3,4,5,6]. Various research meta-search engines are available online
like Dogpile , Infospace , Excite, Polymeta, DuckDuckGo etc. which are used by users to serve

their needs.

1.2 Basic Concepts

1.2.1 Meta-search Engine Concepts:

A meta-search engine is basically considered to be a fusion tool which commences its
session when user poses query to its interface. After that MSE processes the query and submits
the refined query to multiple underlying search engines. The underlying search engines accesses
the network resources and then return back their respective results to MSE. Then MSE
aggregates the returned results into single consolidated rank list by using certain aggregation

algorithm.
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The basic functioning of meta-search engine is shown in Figure 1. [7]

resources

search engines search engine search angine

meta search engine

response

Figure 1: Meta-search Engine Functioning [7]

Meta-search engines don’t have their own file index database , hence, they forward the
query to several underlying search engines, and after that merges their respective results using
certain aggregation algorithm. Hence Query dispatching and Result aggregation are the two
major functions of meta-search engine [8]. Therefore, meta-search engine can be considered as
an interface on the top of multiple search engines to provide the user with uniform access to

many search engines at once.

1.2.2 Meta-search Engine architecture

The basic architecture of meta-search engine is shown in Figure 2. The following tasks are

performed by MSEs sequentially:

i. Accepts user query.
ii. Pre- Processes the submitted query.
iii. Passes query to the underlying search engines.

iv. Combines search results of different search engines using certain aggregation

algorithm to generate single consolidated rank list.

V. Performs post-processing on returned results and displays it to the user.
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Figure 2: Meta-search Engine Architecture[9]

1.2.3 Advantages of Meta-Search Engine

The Meta-search engine is an improvement over a single search engine since it broadens the
search coverage and hence , allows the extraction of more appropriate results with the same
amount of effort. The advantages of meta-search engine in information retrieval can be
concluded as follows [10]:

i.  Increases search effectiveness by increasing web search coverage.
ii.  Improves search accuracy.
iii.  Increases users convenience by allowing him to access multiple search engines for just
one query.
iv.  Solves real time search issues related to web search.
v.  Improves retrieval results by invoking multiple search engines in parallel.
vi.  Addressing the scalability of searching the entire Web.
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1.3 Motivation

World Wide Web has become the main place for searching information on any topic.
This makes searching a key activity and thus , search engines the most widely used tools on the
Web. The research in last decade has focused on improving the search procedure. As a result
meta-search engines have been proposed.

Early meta-search engine models MetaCrawler[11,12] , Borda-Fuse[13] were centered
around assigning weight scores to documents , and not considering search engine’s importance
weights. Then came next generation of MSE like Weighted Borda Fuse [13] where individual
search engines are also assigned weights to reflect their performance. Recent models of MSE [
14] were based on OWA and use multi —criteria decision making. It addresses the issues
related to missing documents. OWA operator provides efficient method to merge results.
Another recent model of MSE , MetaSurfer [15], uses modified EOWA along with FAHP to
perform meta-search. Very recent model of MetaXplorer[16] is based on Intelligent OWA

operator along with Fuzzy Analytical Hierarchy Process to evaluate document score.

But the earlier Meta-search engine models were unable to handle dynamic nature of web
.Search engines performance varies with time because of updation of ranking algorithm |,
modification in indexing and updation of database happens. Therefore , we need a Meta-search

engine model which adapts with the changing needs of environment.

Also the Ordered Weighted Averaging operator used in MCDM problems till now are
dependent on the decision maker’s judgments . Experts assigns importance degrees to search
engines i.e. criteria and thus making a process biased. Therefore, we need a model in which

importance degree to search engine’s are assigned in unbiased manner.
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Earlier developed meta-search engine models only perform pre-processing and post-
processing of results. No internal processing was performed on returned results. This motivated

us to propose a meta-search model which performs internal processing on returned results.

Furthermore, the previously existing models have not combined Fuzzy AHP with Genetic
Algorithm to retrieve results in web information retrieval domain. Therefore , we need a model

which applies multi-optimization algorithm in result merging to generate optimal results.

The performance of meta-search engine models is evaluated by using precision as a
metric. Very recent model of meta-search[16] evaluated its performance by considering 30
queries . But this evaluation should consider more number of queries to improve precision

metric.

From the above discussion , it can be clearly noted that we need an adaptable meta-search
engine model which changes with changing need of environment. Also , importance weights to
search engines should be assigned in unbiased manner. Furthermore, there is a need to apply
multi-optimization algorithm to generate optimal results. This motivated us to pursue the
research in the field of meta-search engine so that we can address the problems of existing

MSEs. Also evaluation should be improved by considering more number of research queries.

1.4 Problem Statement

In this research we are improving forgoing MSE by applying multi optimization
algorithm. This research work present a new meta-search engine, named as MetaFusion, which
is capable of handling dynamic web environment. The proposed algorithm uses Fuzzy AHP
along with Genetic algorithm to retrieve comprehensive results. FAHP reflects human thinking
and addresses the uncertainty of information while making decisions in MCDM problems.
Genetic Algorithm is a self adapting global optimization parallel search algorithm which imitates
biological evolution process i.e. crossover ,mutation, selection [17].The main challenge during
information retrieval is to find most appropriate set of documents with respect to user query.

Hence Genetic Algorithm(GA) is used for result merging which uses average weight of

Delhi Technological University Page 5



MetaFusion: An Efficient MetaSearch Engine using Genetic Algorithm 2016

document in underlying search engine as fitness function. The documents are ranked in
decreasing order of their fitness value i.e. most relevant document have higher fitness value and
is present at top position in rank list. In-OWA operator is used in training phase to assign
importance degree to search engines. To reflect the environmental changes, training algorithm
should be run on a periodic basis. This makes our proposed model, MetaFusion , adaptable with
changing needs. Furthermore, URL analysis is also performed on returned results to incorporate

the measure of internal processing.

Hence the problem of this thesis can be stated as:

“Proposing an Adaptable and Efficient Meta-search engine model, MetaFusion , which
uses Fuzzy AHP along with Genetic Algorithm to generate single consolidated rank list of
results returned by individual search engines.”

1.5 Scope of Work

The performance of our proposed model, MetaFusion , is evaluated by considering 100
test queries from different domains of real world. The performance of MetaFusion is compared
with existing research MSEs i.e. Dogpile , InfoSpace and Polymeta in terms of precision.

The scope of work can be summarized as:

i.  Designing the user interface of MetaFusion to accept user query and then dispatch it to

several underlying search engines.

ii.  In —-OWA operator is used to assign importance degree weight to search engines. Hence

makes our process free form judgments of decision maker’s.

iii.  URL analysis is performed to analyze the returned documents relevance.
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Iv.  Fuzzy AHP is applied to address the uncertainty factor associated in Multi-Criteria
Decision Making Problem.

v.  Genetic Algorithm is applied to merge the result and form the single consolidated rank
list of documents based on the fitness value of document. In the proposed work OWA
operator have been used as Fitness function.

vi.  The performance of proposed model, MetaFusion, is evaluated in terms of precision by

considering a set of 100 test queries taken from different domains of real world.

vii.  Then we have compared the obtained precision value of MetaFusion with popular

existing research MSEs i.e. Dogpile, Infospace and Polymeta.

1.6. Thesis Organisation

Further thesis is organized as follows:
Chapter 2 : This chapter presents the literature review of existing metasearch models. Also
comparative analysis between the models is described.
Chapter 3 : This chapter presents the detailed description of proposed metasearch model,
MetaFusion.
Chapter 4: This chapter describes the implementation deatils of this research work.
Chapter 5 : This chapter presents the evaluation of the proposed MSE, MetaFusion. It also
compares the performance of MetaFusion with three popular MSEs i.e. Dogpile, InfoSpace and
PolyMeta.
Chapter 6: This chapter concludes the thesis and discusses the possible improvements in this
research work in future.

Chapter 7 : This chapter deals with publications from this research work.
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CHAPTER 2: LITERATURE REVIEW

In this chapter we describe the literature survey of previously existing meta-search
engine models . At the end of chapter comparative analysis between these models is also

presented.

2.1 MetaCrawler

MetaCrawler is one of the first meta-search engines developed by Erik Selberg and Oren
Etzioni at the University of Washington, Seattle in 1995[11,12].

The steps involved in ranking computation is described below:

1. User query is processed and forwarded to underlying search engine’s such as Lycos,
Excite, Yahoo etc.

2. The documents are assigned weights i.e “confidence score” in range of 0 to 1000 such
that top most document in each search engine’s result list gets highest value of
confidence score.

3. Then results are merged by adding corresponding values of confidence scores.

4. Finally the duplicates are removed and result is displayed to user.

The control flow of MetaCrawler is shown in Figure 3.
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Figure 3: Control Flow of MetaCrawler[38]

2.1.1 Model Evaluation

Precision and recall are the standard criteria’s used for evaluating meta-search models.E.
Jacob and Manoj [9] studied and demonstrated that MetaCrawler precision value comes out to
be 0.35 when we consider top 20 documents returned over 12 independent test queries. Also
Alexa[18] Internet web service which is subsidiary of Amazon.com[9] published MetaCrawler
as third most popular meta-search engine. Alexa Toolbar records user’s visit count as a metric to
rank its website. Also, number of in-linking pages to meta-search engine is considered as an

another metric to measure MSE’s popularity. By considering in-linking factor as metric,

MetaCrawler was ranked second according to Google and sixth according to Yahoo[9].

Delhi Technological University
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2.2 Borda-Fuse Model

Borda-Fuse Model was proposed by Aslam and Montague [13] in 2001 for result

aggregation.

The steps involved in ranking computation is described below:

1. Each search engine is considered as a voter , which ranks a set of N documents according
to their relevance.

2. The top most document is assigned N points , the second one is assigned N-1 points and
S0 on procedure continues.

3. The documents that are missing in search engine result list are assigned remaining points
evenly.

4. Then for each document , we add the corresponding Borda Points obtained from different
search engines .

5. Display the result in decreasing order of Borda Point value. Hence top most document

has highest Borda Points.

2.2.1Model Evaluation

Borda-Fuse meta-search model performance is evaluated by Aslam and Montague[13] ,
using datasets offered by (Text retrieval conference)TREC 3, TREC 5, TREC 9 and Vogt
dataset. Each TREC dataset consists of 50 queries and Vogt Dataset[19] consists of 10 queries.
Precision value is used to evaluate and compare Borda-Fuse model performance with other

meta-search models which is shown in Figure 4.
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2.3 Weighted Borda-Fuse Model

10

The major drawback of Borda-Fuse Model was that it considers search engine selection

process to be homogeneous i.e. all search engines are assigned equal importance degree weights .

But in real world this situation does not happen.

Each individual search engine should be

assigned different importance degree weight to reflect their performance. Therefore , Weighted

Borda Fuse model[13] was proposed to incorporate heterogeneous nature of web.

Delhi Technological University
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The steps involved in ranking is described below:

1)
2)

3)

4)
5)

6)

User posted query is preprocessed and forwarded to multiple search engines.

Each individual search engine result list contains N number of documents where top most
document is assigned N points and the document at second position is assigned N-1
points . The process continues until all documents are assigned points.

The documents that are missing in search engine result list are assigned remaining points
evenly corresponding to that search engine.

In next step, the Borda Points are multiplied with search engine’s importance weights.
Then we add corresponding Borda points for each document present in different search
engine’s result list to generate total Borda Points for each document. Therefore, total
Borda points are considered as weighted sum of Borda-points assigned by different
search engines.

In last step, final aggregated rank list is formed by merging results of individual search
engine’s . The documents are arranged in decreasing value of Borda points , hence, the

topmost document should be having highest value of Borda point.

2.3.1 Model Evaluation

Weighted Borda-Fuse meta-search model performance is evaluated by Aslam and

Montague[13] , using datasets offered by (Text retrieval conference) TREC 3, TREC 5, TREC 9
and Vogt dataset. Each TREC dataset consists of 50 queries and VVogt Dataset[19] consists of 10

queries. Precision value is used to evaluate and compare Weighted Borda-Fuse model

performance with multiple other meta-search models which is shown in Figure 4. It can be

clearly observed that Weighted Borda Fuse performance is better when compared with Borda —

Fuse model.
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2.4 OWA Model

Earlier discussed models like Borda-Fuse and Weighted Borda-Fuse does not handle
missing documents properly. They generally assign remaining points evenly amongst missing
documents , thereby, causing them to be present at the bottom position in result list. But , if a
document is missing in one search engine’s result list and present in another search engine’s list
, It does not makes it less relevant. Due to large domain of web space, it is not possible for each
search engine to cover entire portion of web space. Hence documents appear missing in one
search engine’s result list but present in another. Therefore , OWA model was proposed by Diaz

et al.[14] to address this issue.

2.4.1 Ordered Weighted Averaging Operator Concepts

There are two extremes that are defined by the classical binary logic i.e.
I.  “or” where atleast one of the criteria should be met .

ii. “and” where all the criteria should be met.

In 1988, Yager[20] proposed Ordered Weighted Averaging ( OWA) operator which is
applied in Multi Criteria Decision Making Problem to aggregate scores. Therefore OWA

operator is used in making overall decision.

OWA operator of dimension n is defined as a function F: R" — R(where R = [0,1]), with
associated weighing vector W , where W=[W; W, W3....Wy] , such that

i. W, €[0,1]
ii. ZWizl

. F(ALA2A;. ... ,Ay) =W*B; + W*B, +W3*Bs ..... + W *B,

where Bi is the i" largest value in Ay, Ay, ..., An.
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Consider an example where F is an OWA operator with dimension n=4 is given as
F=[0.2,0.7,0.4,1.0] and let W =[0.2, 0.4, 0.15,0.25] be an associated weighting vector.
Hence , ordered argument vector B is given as [1.0,0.7,0.4,0.2] which is formed by rearranging

F values in decreasing order.

F(0.2,0.7,0.4,1.0) = W*B

=[W1*B1+W,*Bo+W3*B3+W,*By]

= (0.2)(1) + (0.4)(0.7) + (0.15)(0.4) + (0.25)(0.2)

=0.59

There are various applications of OWA operator in real life applied in MCDM field which

are listed below:

e Doctoral Student Selection problem [21]

e Data modeling and re-identification in Data Mining [22]
e Applying OWA operator in Minkowski distance [23]

e Sports Management [24]

e Meta-search based information retrieval [25]

2.4.2 OWA operators Evolution

OWA operator has evolved with time. Chiclana[26] introduced Ordered Weighted
Geometric (OWG) operator in 2000 for ratio-scale measurements because geometric mean is
better suited for ratio-scale measurements [27,28] as compared to arithmetic mean .Induced
OWA (IOWA) operator was proposed by Chiclana[29] in 2007, which introduces the concept of
order inducing variable for reordering the arguments. Importance Induced OWA operator (I-
IOWA) assigns different important degrees to criteria and hence reorders the arguments on

the basis of criteria importance degrees.
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Consistency IOWA operator (C-IOWA) uses consistency index value of the experts to
perform argument reordering .Since OWA operator takes numerical values as input , hence, it
is not able to handle the linguistic data. Zarghami[30] proposed EOWA operator, which
incorporates the concept of linguistic inputs. Linguistic inputs are represented by their equivalent
triangular fuzzy numbers. After that crisp numbers are obtained by using the max-membership
method. EOWA operator cannot handle the uncertain inputs whose values are known only
under pessimistic and optimistic conditions. Hence, Suo [31] introduced Advanced OWA
(AOWA) operator in 2012, which uses the concept of interval theory to represent uncertain
arguments and applied Center Of Gravity (COG) method for defuzzying.

2.4.3 Application of OWA in MCDM

OWA operator is generally applied in meta-search engines for result aggregation [14,32].
The steps involved are listed below:

1) Assign ‘Positional value’ to each document present in result list.

2) Positional value of document d; in result list rl; returned by search engine s; is calculated
by using following formula:

PV=(n- rj+1)
where r;; = rank of document d; in search engine s;,
n= total number of documents present in the result.

3) Therefore, documents present at top position in result list will be having higher
positional value.

4) Hence, Positional Values are a measure of the degree to which a document (analogous to
a MCDM “‘alternative’) satisfies a search engine’s (analogous to MCDM ‘criteria’)
criteria for retrieval.

5) OWA model has proposed two heuristics i.e. Hjand H, to appropriately handle missing

documents. Heuristic H; equation is listed below:

PVi
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Therefore in Hy heuristic , missing document positional value is calculated by taking
average of positional value in m search engines where it appears.

Heuristic H, equation is listed below:

PVi
PV=23i-1 &

Therefore in Hy heuristic , missing document positional value is calculated by taking

average of positional value in k search engines where it appears.
6) Calculate OWA operator weight using following equation:
i\ (i-1\®
wi=(;) - (5)
Where n is number of criteria i.e. search engines and o €[0,1].

7) In next step , OWA operator mapping function(F) is evaluated by giving input to F as
OWA weights W; and Positional Value (PV;) of documents.

F(d)= X720 W PV,
8) Finally in last step documents are ranked in decreasing order of function F value.

2.4.4 Model Evaluation

OWA model performance is evaluated by Diaz et al.[14] , using datasets offered by
TREC(Text retrieval conference). The dataset contains 50 test queries and 40 search systems.
Diaz considered precision value as a metric to evaluate and compare OWA model performance
with Borda Fuse model which is shown in Figure 5. Tests were performed by considering
different quantifier values (a ) i.e. 0.5, 1,2 and 2.5. It can be clearly observed that OWA

model performance is better when compared with Borda —Fuse model in terms of precision.
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Figure 5: Evaluation of OWA Model [14]

2.5 Fuzzy Analytical Hierarchy Process

Satty[33] proposed Analytical Hierarchy Process (AHP) in 1980, which is used in
making decisions to solve MCDM problems and is based on pair wise comparison on ratio
scale. Satty[34] demonstrated the benefits of applying pair wise comparison in MCDM
problems. AHP basically incorporates human thinking in making sound decisions about small
problems. But , AHP can’t handle the uncertainty and imprecision associated with the decision

maker’s perception.

Therefore in 1988 Fuzzy Analytical Hierarchy Process(FAHP) was introduced which
reflects human thinking while making decisions[35]. Fuzzy AHP uses linguistic quantifiers
while making comparisons instead of crisp numbers . Hence, crisp judgments gets transformed

into fuzzy judgments.
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FuzzyAHP steps is applied in the following manner:

1) A NxN matrix is constructed where N denotes the number of alternatives. Each entry in the
matrix is a linguistic variable i.e. less Important, Important, more important, etc. which is

represented by triangular fuzzy numbers.

(L1 (Lo myp ugy) o (g My Ug)
A= (ﬁf}')m: (lp1,Ma1,Up1) (1:}:1) w (LynMan, Uap)

(Imr?”nl:”m) (Inz-mnz'”nz) (1,1,1)

2) Convert triangular fuzzy numbers into fuzzy interval by using a- cut based method .
aleft=[o* (m-1) ] +1 , aright=u- [a*(u—m)]
where (I,m,u) represents triangular fuzzy number and o € [0,1] denotes confidence factor.

(aleft; aright, )
P = (aleft,aright,)

a

(aleft, aright,,)

3) Then, crisp value of one alternative over every other alternative is represented by Crisp

Judgment Matrix i.e. C, by using following formula:

C)= A*aright+(1-A)*aleft

where A which is known as Optimism Index of Decision Maker lies between[0,1]
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2.5.1 Fuzzy AHP Application Areas
e Remote Sensed Data [36]
e Evaluation and Selection of Construction Project Contractor [37]
e E-commerce success factors evaluation [38]
e Capital Investment [39]
e GIS Application [29]
e Project Risk Assessment [40]

e Evaluation Of Green Products Design [41]

2.6 Hybrid Fuzzy Model

The major drawback of OWA model is that it does not consider user preferences or
choice for search engines selection during performing aggregation in MCDM problems. Also
,OWA model ignores the correlation relationship between search engines and documents that
may influence the search quality. Hence , Hybrid Fuzzy model was proposed by De and

Diaz[42] in 2009 to overcome this limitation.

Hybrid Fuzzy model uses AHP process to merge results. Pair —wise comparison of

document with search engine is also performed .
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The steps involved in Hybrid Fuzzy Model is described below:

Step 1) Hybrid Fuzzy model assigns Positional Values to missing documents by using H;

heuristic as proposed by Diaz which is discussed in OWA model.

Step 2) Hence for each search engine , homogeneous list of documents positional value is

obtained.

Step 3) Then AHP is applied to evaluate search engine scores. Result list of each search engine
is analyzed and relationship matrix for documents is created.

Step 4) Search engine relationship matrix is used to derive document score using AHP .

Step 5) At last OWA operator is used for aggregation and normalized document score is
generated.

2.6.1 Model Evaluation

Hybrid Fuzzy model performance is evaluated by De and Diaz , using datasets offered
by TREC(Text retrieval conference) i.e. TREC 3, TREC 5 and TREC 9 [42]. The dataset
contains 50 test queries and set of search systems. Diaz considered precision value as a metric to
evaluate and compare Hybrid Fuzzy model performance with OWA model performance which
is shown in Figure 6. Tests were performed by considering different quantifier values (a ) i.e.
0.25, 0.5,1,2, 2.5and 5. It can be clearly observed that Hybrid Fuzzy model performance is

better when compared with OWA maodel in terms of precision.
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Commercially available MSE such as Dogpile uses hybridized combination of parallel

and serial techniques to perform metasearch[43].User query is pre-processed and dispatched to

multiple search engines. Certain intelligent processing algorithm such as duplicate detection and

removal, ranking etc. is applied onto returned results and document in decreasing order of

preference is displayed to user. Another commercially available MSE Infospace does intelligent

predictive search analysis on returned results to rank the documents[43].
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2.8 Genetic Algorithm

Genetic algorithm is a heuristic search based technique that is inspired by Darwin's
theory and mimics natural evolution process[50]. Genetic Algorithm (GA) is a global
optimization probabilistic algorithm that simulates the process of inheritance and evolution [17].
GA is mainly used to solve problems that require expensive solutions. The flowchart of genetic
Algorithm is shown in Figure 7.

GA search space contains candidate solutions to the problem known as initial population.
Each candidate is represented by a string known as chromosome. Next we apply various
evolutionary operators such as crossover , mutation and selection to produce next generation.
Fitness function is used as an objective function for each chromosome in GA. We iterate the
initial population until optimum solution is obtained or maximum number of generations have
been reached[44].

The GA has been applied in various domains of real world, for example: Multi objective
optimization [45], Feature selection by applying multi-objective genetic algorithms [46], Job

Scheduling problems [47], Wireless Sensor Networks [48],and Cloud Computing [49] etc.
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Figure 7: Flowchart of Genetic Algorithm

2.8.1 Genetic Algorithm for Optimization

Genetic Algorithm (GA) is one of the novel optimization algorithm, which is based on
the concept of natural evolution and try to improve the process so that we get better results. In
optimization process we apply different variations on initial idea and use the gained information
to conjure up a new idea and optimize results. Genetic Algorithm is a nature inspired algorithm

which uses natural selection and natural genetics method to generate optimized result.
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Advantages of Genetic algorithm in field of optimization problems is listed below:

1) Genetic Algorithm uses evolution operators in their process. Evolution operators makes
Genetic Algorithm more effective and efficient to perform global search. Whereas traditional
algorithms uses convergent stepwise technique which compares nearby local points to

perform local search.

2) Genetic Algorithm requires less mathematical computations as compared to other traditional
approaches . GA have evolutionary nature which enables them to search solution in global

manner without considering specific inner working of problem.

3) Genetic Algorithm brings flexibility in hybridizing domain dependent heuristics . Hence ,
provides efficient and effective solution to problem.

2.8.2 Result Merging using GA
The steps involved in genetic algorithm is described below:

Step 1) Generate initial population- The output of Fuzzy AHP is taken as beginning points in
genetic space and then we begin to search for the best solution.

Step 2) Crossover- Crossover is a genetic operator used to exploit the potential of current
population by generating offspring chromosomes. We usually select pairs of parent and apply
the operator to produce children. In our proposed MetaFusion model , three point crossover is
used. In three point crossover, three crossover points are selected and the part of the chromosome
string between these three points is then swapped to generate two offspring chromosomes which

is shown in Figure 8.
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Figure 8: Crossover Operation

Step 3) Mutation- Mutation operator is analogous to biological mutation and is applied to
maintain diversity of population. It prevents population from stagnating . In our proposed work
we have used polynomial mutation[51]. The mutant vector, m , for population p is generated as

given in Eq. (1).

p+o,(p-X®). u<0s
m= ‘ 2 (1)
P+0g (X® - p), i >0.5
Where
6, = ()" —1 (2
0y =1-(2(1—u))V®n (3

Here u is a random number created within [0, 1] while X © and X ® are allowed lower
and upper bounds of documents respectively on search engines. The value of n was chosen 20 as

suggested in [51].

Step 4) Selection/Reproduction - In the proposed MetaFusion model , OWA operator have been
used as a fitness function to generate the single consolidated rank list for the user query. Fitness
function is used to measure and assess the quality of an individual in current population. The
selection of fitness function should be done carefully to suit the problem at hand because it is
crucial for the functioning of Genetic Algorithm . “ Survival of fittest” concept is used to select
the best individual. For example, if j" individual in population has less fitness value than j™
individual in offspring population , then, offspring individual replaces the corresponding parent

individual in population.

Delhi Technological University Page 25



MetaFusion: An Efficient MetaSearch Engine using Genetic Algorithm 2016

2.9 MetaSurfer

The MetaSurfer [15] model was proposed by Tayal et al. and is based on Fuzzy AHP and
Modified EOWA operator. Search engine’s importance degrees are represented in terms of

linguistic quantifier by using Modified EOWA . The control flow of final document ranking is

shown in Figure 9.

Assign scoresto missing documents by faking..
weighted mean of that document’s scoresin
the search engineswhere they appear.

'

Creste a pair-wise comparison matrix D = [gjj] where,
each gjjcan take linguistic values represented by TFN.

h J

Apply FAHP to evaluate normalized document score

|

COG method is used to gefuzzify the linguistic importance
degrees to obtain crispimportance values.

|

‘Total preference’ of each document is calculated by multiplying the
normalized document score with search engine’simportance degree.

h

Total preference values are fed as input to the OWA operator to

calculated decision function F.

.

The final documents ranking is obtained by re-orderingthe
documents in descendingvalue of function F.

Figure 9: MetaSurfer final docment ranking control flow[15]
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2.9.1 Model Evaluation

Tayal et al. [15] proposed a new metric named as Weighted Precision for calculating the

effectiveness of MSE. Weighted precision measures the degree of relevancy of topmost

retrieved documents. The performance of MetaSurfer was compared with commercially

available MSEs such as Mamma, WebCrawler and Excite in terms of precision and weighted

precision over set of 14 queries. It can be clearly concluded from Table 1 that MetaSurfer has

highest value of precision i.e. 2.13 and weighted precision i.e. 19.97. Note that the precision

values used here are not normalized.

Table 1: MetaSurfer Evaluation[40]

Metasearch Engine | Mean  Weighted | Mean Precision
Precision

MetaSurfer 19.97 2.13

Mamma 13.64 1.69

WebCrawler 17.63 1.88

Excite 19.00 1.97

2.10 MetaXplorer

Very recent model of MSE

,MetaXplorer [16], was proposed by Daya Gupta and Neha

Dimri to allow for performing metasearch on user query. The steps involved in ranking

computation is described below:

1. User posted query is refined and dispatched to several underlying search engines.

2. In-OWA operator was used to assign importance degree to search engines.

3. Missing document’s are assigned weight by taking weighted mean of that document in

those search engines where they appear.

4. FAHP is applied to perform pair-wise comparison of documents and hence document

scoring is done.
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5. The overall document preference is obtained by multiplying document score with search

engine’s importance degree.

2.11 Comparative Analysis of the Surveyed Models

Several existing models of meta-search are studied and analyzed and their comparison is

shown in Table 2.

Table 2: Summarization Of MetaSearch Models

MetaSearch Year of | Underlying Major Main

model establishment | techniques used Advantages Shortcomings

MetaCrawler 1995 Confidence  factor | Simple method, | Search  engines
evaluation using a | Query considered to be
voting scheme formulation equally

specific to search | important

services,
duplicate
removal
Borda-Fuse 2001 Borda Count voting | Straightforward | Search  engines
algorithm technique, considered to be
Model
equally
Allows  search |
important

engines to vote
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Weighted Borda- | 2001 Borda points along | Considers Missing
Fuse with search engine | heterogeneous documents  are
weights search assigned  lesser
environment Borda points
OWA model 2005 OWA based | Proposed  two | Does not
Aggregation heuristics for | consider inter-
missing document
documents relationships or
search engines’
similarity
Hybrid  Fuzzy | 2009 AHP and OWA | Performs  pair- | OWA sometimes
Model operator wise comparison | performs worse
of documents as | than T-norm
well as search | OWA operator
engines
MetaSurfer 2014 FAHP and modified | Slightly different | Does not
EOWA heuristic for | consider the
missing dynamic nature
documents, of the Web,
linguistic

comparisons are

Documents  are

ranked just on

made, linguistic .
) the  basis of
importance )
search  engine
degrees
preferences
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MetaXplorer 2015 FAHP and In-OWA | Intelligent OWA | Binary
operator is used | classification is

to solve MCDM | used to measure
problem documents

relevance
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CHAPTER 3: PROPOSED METASEARCH MODEL

This chapter presents our proposed model for meta-search, MetaFusion. The proposed
approach consists of two phases i.e. Training Phase and Query Execution Phase. The proposed
algorithm uses Fuzzy AHP along with Genetic Algorithm for result merging. URL Analysis is
also performed to analyze each document’s URL. Hence ,it makes MetaFusion to be
intelligent. The proposed model is dynamic and free from expert’s biased opinion. This chapter
also discusses the advantages of our proposed model, MetaFusion, over previously existing
models. The details regarding implementation and performance evaluation of MetaFusion will

be discussed in chapters 4 and 5 respectively.

3.1 Proposed Model for Meta-Search: MetaFusion

The proposed MetaFusion model basically have two phases i.e. Training phase and Query
Execution phase. In training phase, we give training examples as input to training algorithm and
we get search engine’s importance degree weight as output. After the completion of training
phase query execution phase happens. In query execution phase fuzzy AHP and Genetic
algorithm is applied to form consolidated rank list. The working of two phases is discussed

below.
3.1.1 Training Phase
The training phase consist of training algorithm to which training examples are fed as

input and cumulative importance degrees of underlying search engines are generated as output

which is shown in Figure 10.
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WQ
. (Weight for Google)
Training Training Algorithm
Examples
Wy

(Weight for Bing)

Figure 10: Training Phase

The training example basically consist of different queries , ranking of document’s

according to each search engine and optimal ranking of documents.

For developing adaptable Meta-Search Engine, we need a model which adapts to
environmental changes. Search engine’s performance varies with time due to the updation of
ranking and indexing algorithms. To reflect these performance changes we need an adaptable
meta-search model which assigns importance degree weights to search engines in unbiased

manner.

Consider an example where Yahoo and Bing are used as underlying search engines where
user query is forwarded. In beginning Yahoo performed better than Bing and therefore , higher
importance weight is assigned to Yahoo. But after some time, Bing may update its searching
algorithm , thereby, giving better results than Yahoo. Now at this point Bing should be assigned
higher importance degree than Yahoo. Therefore , we need a model which automatically updates

search engines importance degree weight from time to time.

In our proposed model search engines are considered as criteria and documents as
alternatives. Google and Bing are the two underlying search engines where user query is
dispatched and results are fetched. Thus , the cumulative importance degrees of search engines
i.e. Google(Wy) and Bing (W) are computed in training phase . Hence this makes our model
heterogeneous in nature and adaptable because it can adapt to changing environment. We can
run training algorithm periodically or as per user feedback to make our model flexible and

updated.
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3.1.2 Query Execution Phase

Query execution phase is invocated when user submits a query through MetaFusion
interface. Query Execution Phase consist of various modules : preprocessing module, URL
Analysis module, Google query computation module, and Bing Query computation module.
MetaFusion applies Fuzzy AHP and Genetic algorithm to form a consolidated rank list. The
whole working of Query Execution Phase is shown in Figure 11.

B I Document
— URL analysis | Preference
(= | module i by URL Analyis
Us r Google Query
1‘”"‘ "~ Pre-processing I _1 COMPWG"OH
Query module Refined — ”‘,‘T Dogument
Query ( Bing Query ) Prefference
Computation by |Google
'—m;‘ll‘.+00<ument
Preference by
Bing
v
~ Apply genetfic
[ algorithm for result ‘

Final Document

Consolidated Display Resuit Listin ‘ Scores v

Result order of decreasing e
List < SOOI y

Figure 11: Working of Query Execution Phase

The steps involved in Query Execution Phase is described below:

i Preprocessing Module:

In this module query preprocessing happens by removing stop words and redundant
terms . Stop words are common words like a, an, the, or, for etc. which are filtered out from
search query because they slow down the process of result extraction without improving their
accuracy. Thus, generated refined query is dispatched to underlying search engines i.e. Google
and Bing.
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ii. URL Analysis Module:

URL Analysis module analyses and inspects the URL of each documents to determine
their relevancy. “Document preference” of returned documents is computed by assigning higher
weight values to more relevant documents . The contents of research paper or journal is more
relevant than contents belonging to textbook. Similarly, textbook chapter provides more relevant
content than ordinary dictionary website explaining the meaning of submitted query. Hence ,
URL Analysis makes our proposed MSE to be intelligent because we are not simply aggregating
the returned results.

The “Document Preference” weight DW for each document in URL Analysis is assigned in

the following manner:

a. DW is assigned to 0.4 if it belongs to abstract or full text of research journal or

conference paper.
b. DW is assigned to 0.3 if it belongs to journal or conference homepage.
c. DW isassignedto 0.2 if it belongs to database i.e Wikipedia or book.

d. DW is assigned to 0.1 if it does not belongs to above mentioned category i.e. company

web pages, dictionaries etc.

iii. Google Query Computation Module:

The working of Google Query Computation module is shown in Figure 12.
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Figure 12: Google Query computation

The steps involved are discussed below:

Step 1: The generated refined query is dispatched to Google and then top ten result list

documents are fetched.

Step 2: The documents that are missing in Google but present in Bing are added to Google’s
result list to generate a list of ‘N’ documents according to Google, where N denotes total
number of unique documents which are considered by taking Google and Bing result together.
We add missing documents in Google result list by calculating their weighted average of

positioning in each search engine’s list.

Step 3: Then document score is evaluated by applying Fuzzy AHP Algorithm[30].The linguistic
variables are used to form pair —wise comparison matrix of size NxN is shown below. Then,
linguistic variables are represented by Triangular Fuzzy Number(TFN) which is denoted by
(I,m,u), in which I represents left , m represents middle and u represents right component of
TFN.
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Least Important (LTI) (1,1,3)
Less Important (LSI) (1,3,5
Equally Important (EI) (3,5,7)
More Important (MEI) (5,7,9)
Most Important (MSI) (7,9,9)

Step 4: Apply alpha-cut method to form interval performance matrix [aleft, aright]  and is

computed as follows:
aleft=[o* (m-1) ] + |

aright = u- [o*(u—m)]

where a is confidence factor which & between[0,1].

Step 5: Obtain Crisp Judgement Matrix ,C, , by using following equation:

Cy= A *aright+(1 — L) *aleft

where A is optimism index of decision maker and A €[0,1].

Step 6: Then, Normalize C, by dividing each element by corresponding column’s-sum. After

that add each row to get document score , di.

Step 7: Obtain final preference of document by multiplying document score di with Google

importance degree weight(Wg) as shown below.

DPi = Wg * di
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v, Bing Query Computation Module:

The steps involved in Bing query computation module is similar to the Google Query
computation module. In this Fuzzy AHP is applied to documents returned by Bing search
engine. The working of this module is shown in Figure 13.

Documents

Query to Bing

Refined ‘ Forward Query] Add Missing

J Top 10 Documents From Bing

“N” Document

as per Bing
FAHP
Compare the Documents
Pair-Wise using TFN
Final Document preference by (lm,u)
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Pair —wise Comparjson
Matrix ([Nx N)
. Normalize C Obtain Crisp Judgement A
Multipl A P
Document ceore (Each element divided by Matrix Apply alpho-cuf method
with Wh corresponding column-sum) (llt_alt =[a [m;l)]+|
And add each row C,= Maright+(1 — A)*alefr aright = u-[0%{u-m)] )
Document Score Crisp Judgement Interval Performance
For eaich of N documents Mertrix Matrix

Figure 13: Bing Query Computation

V. Genetic Algorithm module :

The Genetic Algorithm (GA) module merges the result and form the single consolidated
rank list of documents based on the fitness value of document. Genetic Algorithm uses
evolutionary operators i.e. crossover, mutation and selection to perform Global search. Genetic

Algorithm is applied for obtaining optimized results.
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The steps involved in Genetic Algorithm is shown below:

Step 1: Calculate OWA operator weight using

where n is number of criteria and a €[0,1].

Step 2: Now compute the Ordered Weighted Average and average for same using

N
OWAi,j = Z Wi X dSCOTei’j
j=1

where dscore is document score obtained by FAHP.

YU OWA,

Avg(OWA,)) = =35

where X" is maximum number of documents a search engine can return.

Step 3: Fitness of an individual document is obtained as follows[57]:

. CP> fitness(i)|| fitness(i) = max Fit

fimess(i)=1 | Avg(OWA). - CP
max Fit-CP ‘

. otherwise

where 3 €[0,1] is a real random number, CP denotes cut point as 0.5xmaxFit and maxFit is the

maximum value of Avg OWA .

Step 4: Apply crossover operation and generate offspring chromosomes. In proposed work three

point crossover is used.

Step 5: Apply polynomial mutation operation over generated offspring vector to bring diversity

in population
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Step 6: Evaluate newly generated chromosomes and select best amongst them based on basis of

their fitness value i.e. “survival of fittest”.
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CHAPTER 4: IMPLEMENTATION

This chapter provides the details regarding to the implementation of the proposed
MetaFusion model. Firstly brief description of proposed work’s implementation platform and
names of various used jar files is described. Then implementation details of training phase and

query execution phase is described.

4.1 Brief Description of Implementation

The proposed meta-search engine model, MetaFusion , is implemented by using Netbeans
IDE 6.9.1 , JAVA EE 6 and MATLAB R2007b platform. The major steps involved in

implementation is described below:

e Design the interface of proposed model, MetaFusion

e User poses query into MetaFusion interface.

e MetaFusion preprocesses the query and forwards it to underlying search engines i.e.
Bing and Google.

e Train the proposed MetaFusion model to consider search engine’s importance weight.

e Perform URL analysis on returned results.

e Add missing documents in the Google and Bing’s result list.

e Apply Fuzzy AHP to reflect human thinking.

e Apply Genetic algorithm for multi-optimization.

e Display the documents in decreasing value of Fitness Function.

The JAR (JAVA Archive) files used in our proposed model, MetaFusion , are described

below:
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Google API Services Custom Search 1.20.0 [52] is used to forward user query to Google
and fetch results.

Netbeans IDE 6.9.1 interacts with MATLAB using MatlabControl 4.1.0 [53] jar file.
Google Custom Search API dependencies are resolved by HttpClient 4.1 [54] jar file.
Google Custom Search API dependencies are resolved by HttpCore 4.1 [55] jar file.
Google Custom Search API dependencies are resolved by HttpMime 4.1 [56] jar file.
Azure Bing Search Java 0.12.0 [57] allows to forward user query to Bing and fetch
results.

Bing Search API dependencies are resolved by Org Apache Commons logging [58] jar
file.

Bing Search API dependencies are resolved by Org Apache Commons codec [59] jar
file.

Bing Search API dependencies are resolved by Org Apache Commons net 3.3 [60] jar
file.

4.2 Training phase implementation details

The training phase of proposed model, MetaFusion , consists of training examples. Each

training example consist of document ranking according to Bing, Google and optimal ranking.

In our proposed model we have considered ten example queries to train our MetaFusion which

are shown below:

e Ontology
e Deep Learning
e [nformation Retrieval

e Remote Sensing

e Genetic Algorithm

e Data Mining Techniques
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e Cryptography

e Job Scheduling

e Prediction Neural Network.

e Biogeography Based Optimization

The importance degree to search engine’s are assigned using learning algorithm. In our
proposed model, experts don’t assign weights to search engines thereby making our process

biased free. The working of learning algorithm is shown in Figure 14.

Let 4; be the i" alternative in the optimal ranking of alternatives, 1.e. 4; is at rank 1 in
the optimal ranking, n be the total number of alternatives. m be the total number of criteria.

and } (n) 1s the sum of all numbers through 1 to n.

Let Wj denote the weight of criteria CJ.
for =1 tom

Set ¥ to initial value 0.

end

fori=lton
Identify the criteria Cj with the highest ranking of the alternative 4;.
Update W — W+ (n-i+1)

end

for =1 tom

Normalize W; — W;/ } (n)

end

Figure 14: Working of Learning Algorithm
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The working of training algorithm is shown with the help of example in Figure 15 , 16 ,17

respectively. Consider the query as ‘ontology’.
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. a. 0 | i i— .
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W BET L aE-webs Ter, oomfd et lonary fento logy ¥1it1-noy-mcguinness ., hial
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n Rank at Google = Rank at Bing =1

-
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http: ffprotege . stanford . edu/publications fontology_developsant/ontolog
y1il - soy-meguinness Ftal

plate. stanford. edufestries/loghe -entalogy

semantiowed, org wiki Ontology

Figure 15: Working of Training Phase- initial step
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Figure 16: Working of Training Phase- second step
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Document wt = 12
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Figure 17: Working of training phase- third step

Repeat this process all the 14 documents in Optimal Ranking to obtain Wg and Wb as:
Wg =82
Wb =55

Normalize Weights:

Wg=Wg/(14) = 82/105 = 0.78

Wb=Wb/Y(14) = 55/105 = 0.52

4.3 Query execution Phase Implementation details

We have designed a user friendly interface for our proposed model, MetaFusion , which is
shown in Figure 18 . The interface allows user to submit his query. When user clicks ‘Search’
button, MetaFusion preprocesses the query and dispatches it to underlying search engines i.e.

Google and Bing.

In our proposed work we have fetched results from Google using Google Custom Search
API[47] and Bing results are fetched using ,Bing Search API [48], published by Microsoft.
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Different payment plans are available for both the services based on the number of search
queries sent. Google Custom Search API is free of charge allowing 100 search queries per day
and Bing Search API is freely available for the limit of 5000 transactions/month .

@f MetaFusion X \+

i) | localhost:2080/metasearch/indexjsp @ || Q Search g

MetaFusion

Search

Figure 18: Proposed model “MetaFusion” Interface
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CHAPTER 5: EVALUATION AND RESULTS

This chapter describes the performance evaluation of proposed meta-search model,

MetaFusion. Also the results of MetaFusion is compared with results of research MSEs.

5.1 Performance Evaluation

The performance of proposed model MetaFusion is calculated in terms of precision .
Precision is basically defined as ratio of retrieved relevant documents out of total number of

documents retrieved , which is shown below:

The number of retrieved relevant documents

Precision = -
The number of retrieved documents

We have compared the performance of our proposed model with existing research MSEs
by considering over 100 test queries from different domains of real world. Some of these sample

queries are listed in Table 3.

Table 3: Some Sample queries

Machine Learning Cosmochronology | Text Mining Image Processing
Neurobiology Cognitive Science Multi Agent System Photosynthesis
Expert System Branch Prediction Human genetics Robotic Fusion
Optical technology Image forensics Semantic Analysis Partical Swarm

Intelligence
Branch Prediction Pattern Recognition | Cryptography Ontology
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5.2 Results

The results obtained by MetaFusion , Dogpile, InfoSpace and PolyMeta on the query

“Cosmochronology” is shown in Figure 19, 20, 21 and 22 respectively.

@ MetaFusion » | MetaFusion Results ® o+ = D—Il
€ localhost:3080/IntelligentMetaSearch/homeSERVLET c e ¥ & © O ©

MetaFusion

cosmachronology

RELEVANT

Cosmaology, Cosmochrenology

httpeT =0/ Ievel5/ESSAYS/Clayton/clayton.htm

This article will detail only the **nuclear cosmochrenologies,” numbers 3 and 4. \nHowever, for the sake of completeness, the results at present of the first twoA ...

e —

http:/fen.wikipedia.org/wiki/Nucleocosmachronalogy

Nuclescosmochrenclogy, also known as cosmochronology, is a relatively new \ntechnique used to determine timescales for astrophysical objects and events.

s oty >—»|_RELEVANT

http:/fwww.sciencedirect.com/science/article/pii/0012821X77300607

Nuclear Cosmochronology. WILLIAM A. FOWLER AND F. HOYLE, California \ninstitute of Technology.- In the studies described in this paper we make \nquantitative ...

A 4

RELEVANT

http://astrobites.org/ 2014705/ 277 astrophysical-tlassics-cosmochronology-with-white-dwarfs/

May 27, 2014 ... In today's Astrophysical Classic, we hark back to 1987 and the introduction of a \nnew method of cosmochronology (dating the universe) throughA ..

NUCLEQ-COSMOCHROMOLOGY

Figure 19: Results of proposed “ MetaFusion” Model
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Figure 20: Dogpile Results
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Figure 21: InfoSpace Results
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Figure 22: PolyMeta Results

The performance of MetaFusion is compared with existing MSEs i.e. Dogpile, InfoSpace

and PolyMeta in terms of precision. The precision value of our proposed MetaFusion model

comes out to be 0.624 whereas the precision value of Dogpile is 0.588 , InfoSpace is 0.521 and

PolyMeta is 0.500. Hence the precision of proposed model MetaFusion is greater than existing

research MSEs which is shown in Figure 23.
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Relevancy = =
Precision
FPolyMeta InfoSpace Dogpile MetaFusion
>

= PolyMeta W InfoSpace

Dogpile

MetaFusion |

Figure 23: Comparison of Precision

5.3 Comparative Study

The comparison is performed between our proposed model MetaFusion and several

existing models. Table 4 presents the comparison.

Table 4: Comparison of MetaFusion with other models

Evaluation MetaFusion MetaXplorer MetaSurfer OWA model

criteria

Adapts with

changing Yes Yes No No

environment

Underlying FAHP and FAHP and In- FAHP and OWA

techniques used | Genetic OWA operator | modified EOWA | operator
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Algorithm operator
Expert free Yes Yes No No
decision (search engines | (importance (experts assigns
making process | are assigned degree are weight to search
weights by learned) engines)
applying
learning
algorithm)
Multi- Genetic
optimization algorithm No No No
algorithm performs
optimization
Performance Performs better | Performs better | Performs better
evaluation than Dogpile, than Excite and | than Mamma, No
against research | Infospace and Webcrawler Excite and
MSEs Polymeta over | over set of 30 Webcrawler over
set of 100 queries set of 14 queries
queries
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CHAPTER 6: CONCLUSION AND FUTURE WORK

This chapter discusses the conclusions drawn from our research work and also presents

the future work which can be done in this research .
6.1 Conclusion

World Wide Web contains enormous number of documents and is major source of
information dissemination. It is very challenging task to retrieve relevant set of documents from
large database. Hence our proposed meta-search engine model ,MetaFusion , tries to retrieve the
relevant information according to user query. The previous model of MSE, MetaXplorer uses
FAHP for result aggregation whereas our proposed algorithm uses Fuzzy AHP along with
Genetic algorithm to generate the aggregated rank list and arrange the documents in order of
their decreasing fitness value i.e. “survival of fittest”. Hence the document at the top will be
having higher fitness value. In our proposed work Genetic algorithm is applied for multi-
optimization and thus it is more efficient. The performance of MetaFusion is compared with
available research meta-search engines over set of 100 test queries which are taken evenly from
different research domains. The results shows that MetaFusion has the highest precision of 0.624

when compared with available research MSEs Dogpile , Infospace and PolyMeta.
Hence ,the major advantages of the proposed model, MetaFusion can be summarized as:

i.  MetaFusion is adaptable and dynamic in nature because training algorithm can be run
periodically to reflect environmental changes.

ii. MetaFusion does not depend on biased opinions of decision maker in assigning

importance degrees to search engine.

iii.  In Earlier models , experts manually inspects search engine’s performance but in our
proposed model, MetaFusion , importance degree of search engine’s are learned

automatically in training phase.
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iv.  In Earlier models only pre-processing and post-processing of results happen , but in our
proposed model internal processing i.e. URL Analysis also happens along with pre and

post processing.

v.  Proposed model, MetaFusion is adaptable to changing environment because if users are
not satisfied with results ,they can provide their feedback. This in turn would cause
training phase to be executed again , if a considerable number of user requests have

been received.

vi.  Proposed model uses Fuzzy AHP along with Genetic Algorithm to generate optimized

results.

vii.  Proposed model is flexible and robust because uses Genetic Algorithm in result merging.

6.2 Future work

In future , we can extend this research work by considering more number of search
engines in result aggregation. When we add more number of search engines, number of retrieved
documents increases. This will increase the count of retrieved relevant and irrelevant
documents. Also number of duplicate documents will increase. Hence, we need a measure for
duplicate removal and appropriate technique should be applied to limit the number of finally
displayed documents. Also in future , we can apply any other multi-optimization algorithm for

result merging.
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CHAPTER 7: PUBLICATIONS FROM THE RESEARCH

This chapter briefly states the communicated research paper from this research work , along

with details of the conference of publication.

1. Daya Gupta , Devika Singh, “ MetaFusion: An Efficient MetaSearch Engine using
Genetic Algorithm” , 9th International Conference on Contemporary Computing( 1C3 2016),
IEEE.
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