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ABSTRACT

Technology is growing exponentially and so does the sophistication of various imaging tools 

that makes it easier for a person to forge digital images. There are several types of forgeries 

which are done on images out of which Copy-Move is one of the most widely used. In this 

type of forgery a portion of an image is copied and pasted over to another portion to conceal 

some information. Several approaches have been developed so far to detect such kind of 

forgery. In the block based approach the image is divided into overlapping blocks and each 

block is matched against every other block for similarity. However such a matching would be 

computationally expensive, thus each block’s dimensionality is reduced by extracting its vital

features and using this information for representation of the block. To extract the features we 

first applied the Laplacian of Gaussian filter on the image to highlight the areas of interest 

such as edges, blobs, etc. Subsequently we used Discrete Cosine Transform algorithm on 

each block to generate DCT coefficient matrix for each block. The DCT coefficients matrix is 

quantized and averaging is used to extract a feature set with reduce dimensionality. Now 

these feature vectors with respect to each block are stored in a matrix called feature vector 

matrix. The matrix is then lexicographically sorted so that vectors corresponding to similar 

blocks come adjacent to each other. The decision of forgery can then be taken if a number of 

connected/similar blocks are equidistant to each other. The feature extraction is vital as not 

only does it reduce the computation complexity but choosing the correct set of features makes 

an approach invariant to various image manipulations such as rotation, translation, scaling, 

etc.
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Chapter 1

Introduction

1.1 Introduction

We live in an age where technology has become a necessity. We can see digitalization and 

computerization in every aspect of life. With advent of technology and growing number of 

digital devices, digital images and videos have become a main source of information carrier. 

In the present times, digital images play a major role in myriads of areas like Weather 

forecasting, Astronomy, Forensic Investigation, Surveillance Systems, Media Industry, 

Medical imaging, Intelligence Services, normal day to day photography and so on so forth.

         With this increased dependence on digital images, a natural need that arises is the 

images that we see should be authenticated and not doctored. The same technology that gave 

us this benefit also gave the potential forger power to forge the digital images. There are 

several tools and software available with which even a non professional can forge the images 

very easily. As a result we see some form of forgery in our everyday life from the fashion 

industry to the tabloid magazines and in newspapers, scientific journals, courtrooms,

campaigns – political and apolitical, and numerous photo frauds that come in our e-mails, 

forged photographs are appearing with an ever-increasing frequency and erudition. This 

development show stern vulnerabilities and lessens the credibility of the digital images. 

Considering the fact the images are also presented in court of law as evidence, as medical 

images for examination purposes, as financial documents and in many other areas, it became 

necessary to develop techniques and methodologies through which the authenticity and 

integrity of digital images can be verified. However before moving to detection of image 

forgery we must acquaint ourselves with the various forms of digital image forgeries.

Digital Image: Any such image which is derived from or processed with a digital device. The 

digital device or gadget may be a digital camera, computer, etc. In simpler words any image 

that is either derived via a digital device or an image which can be viewed in digital device 

are called digital images. 
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“Digitization” is a process through which a real world scene or an analog colour

picture/image is converted to numerical data in the form of matrices where each data element 

represents the intensity levels of the original scene or picture. A digital image is stored as 2D 

or 3D matrices where size of the matrix gives us the size/resolution of image in pixels and 

each element of the matrix gives an intensity level to the corresponding pixel.

1.2 Types of Image Forgery

Digital Image forgery does not differ very much in nature as compared to conventional image 

forgery. Instead of using photograph, digital image forgery deals with digital representation 

of the image. Digital Image forgery is a method in which the digital representation of the 

image is modified to hide some information, add some information or to create some kind of 

visual artefact. The process of image forgery have become enormously easy with the 

upcoming of potent graphics amending software like PhotoEdit, Corel Draw, lunapic, etc., 

most of which are available for free.

      Among all the forgeries, some of the most common types of forgeries being done in 

prevalent times are four which are explained below.

1.2.1 RETOUCHING

This is a type of forgery which came into existence long ago, just about the same time when 

photography was discovered. Compared to other forgeries this is still less dangerous as the 

implications are less harmful. This does not completely change an image but alters certain 

features such as enhancing some features while reducing others. A lot of photographers and 

editors of various magazines and newspapers very often make use of this method to make 

their pictures more appealing and eye-catching. An example retouching is shown in Fig 1.
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Figure 1 Retouching

1.2.2 SPLICING

Another common type of forgery that is seen around is Image Splicing. It is defined as the 

process where two or more than two images are combined and a single image is formed. In 

this, portion of one image is taken and combined onto another image. For example, we see in 

tabloid magazines face of some other celebrity on the body of some other person. When 

carried out cautiously, the boundary linking the spliced portions can be visually undetectable. 

This method is more aggressive than the previous one, that is, image retouching.

Figure-2 Splicing
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1.2.3 RESAMPLING 

When we combine two or images into one; or when we take a portion of the image and paste 

it over other region in the same image then sometimes it requires to make some modifications 

in the image such as rotation, resizing or stretching the portions of the image. For example if 

we were to combine two people from two different images, then resizing may be needed to 

match their relative heights. This is actually not a forgery in itself, but it is more of a 

technique that aid in making other types of forgeries more sophisticated and difficult to 

detect. For a detection method to be effective, the method has to consider these artefacts as 

well.

1.2.4 Copy-Move Forgery

This type of forgery is the most common in the prevalent times. Here the forger do not 

combine two images into one, instead a portion of an image is copied and pasted on another 

portion of the image to hide or conceal some object or person from the image; or to 

emphasize on certain aspects like a crowd, etc. It is analogous to Image Splicing since it also

combines one region of an image with another region of the image, but the difference here is 

that both the source and target regions are from same image. To make the forgery appear 

invisible, forger usually applies some post processing modifications such as re-sampling or 

blurring. An example of such forgery is shown in Fig 3.

Figure 3

As we already know that making forged image is not a difficult task these days. There are 

numerous tools and software applications through which even a naïve person can do image 

forgery. This is the reason why there are a lot of forged images we see in our daily life. 

Among all the types of forgery [6],[19] that is done in present times, the Copy Move forgery 
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is most commonly done. The reason for this is it is very simple to do and very difficult to 

detect. It’s simple because a forger requires nothing in order to do copy-move forgery. It 

requires no special knowledge or training, no special apparatus, and no other image to aid the 

forger in the forgery. All one needs is an image which is to be forged. Another reason for its 

prevalence is availability of many dedicated applications and tool that helps in doing such 

kind of forgery. It is difficult to detect since the copied region is a part of the original image it 

does not considerably change the statistical or texture related properties of the image. 

Another reason why it is difficult to detect is there is no way to know the size and location of 

forgery. Without knowing these it is difficult to compare each possible set of pixels with 

every other possible set of pictures. Copy- move forgery is known by many names such as 

Cloning, Region Duplication, etc.

1.3 Detection of Digital Image Forgery

Some forgeries are so sophisticated that it is impossible to detect it from naked eye. The 

question here arises is how does computer identify the forgery. The answer to this question 

lies in the fact that digital images are stored as 2D(for grayscale) or 3D(for color) matrices, 

where size of the matrix is the size of the image and each element of the matrix suggest the 

intensity values of the corresponding pixels. When a forgery happens, no matter how 

sophisticated it is, it is bound to bring some changes in the statistical characteristics of its 

digital representation. Thus, in detection methodologies we look for these statistical or other 

forms of anomalies so as to ascertain if the image under consideration is a forged one.

The image forgery detection approaches can be broadly categorized into two i.e., Active and 

Passive. 

Figure 4
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1.3.1 Active Approach

Here, some sort of pre-processing is done on image at the time of image acquisition.   The 

pre-processing generally done is watermark [13] or signature embedding in the image. There 

are certain cameras that leave a signature on each image. Besides there are certain authorities 

that provide these watermark and embed it into the images. Individuals can themselves 

watermark their image but this would require proper knowledge and training. However, such 

a pre-processing would bind the scope of their application in practice. Thus it can be said that 

Active approach for forgery detection is not a feasible solution since it requires hard effort 

and knowledge. Additionally, there exist billion of images on cyberspace without any 

security scheme embedded in them. Considering all this, it can be said that Active approach 

of forgery detection is not a viable solution.

1.3.2 Passive Approach

As the name suggests, these require no pre-processing like watermarking or signature 

embedding unlike Active approaches. Passive techniques of forgery detection takes an image 

as input and attempts to find out if there are any anomaly at statistical level of the image. The 

logic is that while there may not be any visible sign of forgery but the forgery must have 

brought some changes in the image statistics. The Passive approach tries to find out these 

changes to take a decision about forgery. Depending on the type of changes that forgery can 

make in the characteristics properties of the image, passive method of detection can also be 

divided into sub categories. Some of the categories are named below:

1) Pixel-based techniques: The techniques that work on the pixels of image and detect 

statistical anomalies (if any) brought in the image’s pixels.

2) Format-based : Those techniques that take advantage of the statistical correlations 

due to a particular compression methodology.

3) Camera-based: These are the ones that can exploit and detect the artifacts 

introduced at the time of capturing the image. These artifcats are caused by a camera 

lens, sensor, etc.

4) Physically based methods: They find out abnormality introduced in 3-D space, that 

is, among light, camera, physical objects, etc in the image.
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5) Geometric-based: These techniques make note of the shape and sizes of the objects 

in the world and find out if there is any abnormality in their relative postion or 

orientation in the image.

Since active approach of forgery detection is seldom used for practical purposes, our focus 

remains on Passive approaches only. In passive approaches, some authors have divided the 

detection of copy move forgery into two broad segments that is Block based approach and 

Key point based approach.

1.3.3 Block Based Approach

In this the image is divided into blocks of fixed size so that instead of randomly matching the 

pixels with each other these blocks are matched against each other. The image is divided into 

overlapping blocks of fixed size and it is presumed that size of duplicated region would be 

larger than the block’s size. With this, we are sure of the fact that there are many blocks 

within the duplicated regions. The idea of detection is to match each block against each other 

and find a number of connected blocks that matches with another set of blocks that have same 

number of blocks and are connected. When we match two blocks, it is not the exact pixel by 

pixel values that we are matching since it is not computationally viable. So we extract some 

important features [25] from each block, represent each block by these few important features 

thereby reducing the dimension of the block and hence make matching of the blocks easier 

and computationally viable.

1.3.4 Key-point based Approach

Key-points [14] are those locations within an image that carry the distinct information of the 

image. It may be local extrema or minima or other such factor by which a region can be 

clearly distinguished from its neighbouring regions.

In this detection scheme, we do not divide the complete image into fixed size, overlapping

blocks, instead some distinct features or region of interests are extracted from the image 

itself. When these locations are found, then we extract useful features from them. In this way 

the comparisons reduce drastically. There are several approaches such as SIFT [20], [26] and 

MIFT [23] to extract the features from an image. A number of features so extracted are 

known as key-points of the image. The region around these key-points is matched against 
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each other for similarity. This is different from the block based approach in the way that only 

the key-points (area around key-points) are matched against each other instead of matching 

each block of image with each other. From the neighbourhood of each key-point say 128 

pixel neighbourhood some characteristics features are extracted to represent each key-point. 

Now instead of matching the whole neighbourhood of key-points, the characteristics feature 

vector with respect to each key-point is matched against each other. Naturally there would be 

less key-point than number of overlapping blocks in an image. Hence it computational 

complexity is better. However there are some inherent problems with this approach. Many a 

times it fails to cover the whole image and there may be significant forgeries left undetected.

1.4 Feature Extraction and Dimension Reduction

Feature [25] – A feature in general sense is a piece of information that is required to solve a 

computational work with reference to certain applications. In context of the images and 

image processing applications features can be some specific structures like points, lines, 

edges, blobs or ridges.  There are some other statistical features such as color, texture, 

entropy, etc which are very important in context of the images and its applications. Other 

than these there are a lot of complex features which can be derived by using these basic

features.

The term feature extraction can be defined as obtaining important information from a large 

set of data in such a manner that this important information can be used to represent the 

whole data without much loss of detail. 

With the help of feature extraction we obtain dimension reduction. Many a times the data is 

hugely enormous to be processed or it is just computationally expensive to process that much 

amount of data. In such scenario, we look for a small subset of data which can be used for the 

actual data. This small subset is expected to contain all the vital information of the actual data 

minus the redundancy.

Dimension Reduction is the mapping of big data onto lower dimensional space such that the 

ambiguous and uninformative variance in the data is discarded. In other words, a subspace is 

extracted where informative data resides. The desired low dimensional features depend on the 

problem that we wish to solve. Dimension Reduction techniques can be placed in two broad 
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categories. In one category are the methods that rely on projections and in the second 

category are the methods that attempt to model the manifold on which the data lives.

There exist a number of methods and techniques for feature extraction [25] and 

dimensionality reduction purpose. Some of the most common techniques are PCA, DCT, 

FMT, DWT, SIFT, Zernike Moments, Fourier Transforms, etc. Since dimensionality 

reduction is needed in myriads of fields and areas, the researchers are constantly working on 

developing new and better mechanism to extract features and reduce dimensionality. Here we 

briefly describe two prevalent techniques used in dimensionality reduction of images.

1.4.1 Principal Component Analysis (PCA)

PCA is one of the most widely used techniques for feature extraction and dimensionality 

reduction purposes. It is a way by which one can identify patterns in the data in such manner 

that their similarities and difference get highlighted. Finding such patterns is a difficult task 

where data is high dimensional. Thus it is potent tool for analyzing and evaluating data.

        The other main benefit of PCA is its ability to compress the data, that is, once patterns 

are identified in the data, it uses these patterns to compress the data, that is, it reduces the 

number of dimensions without any significant loss of information.

           The very first step is to calculate zero-mean data, that is, an equivalent of actual data 

but this equivalent will be having its mean as zero. To attain this objective we calculate the 

mean of actual dataset and subtract it from every data element to generate zero-mean data. 

Subsequently, we calculate the co-variance matrix of the data. Further we calculate the eigen 

vectors and eigen values from the co-variance matrix. Now these eigen vectors and eigen 

values are used for finding patterns in the data. The eigen vectors that corresponds to high 

eigen values are taken while those vectors that corresponds to low eigen values can be 

discarded. In this way we can reduce the dimensions with the help of PCA

1.4.2 Discrete Cosine Transform (DCT)

In many ways DCT is analogous to DFT, that is, Discrete Fourier Transform, however DCT 

has an advantage over DFT, that it provides better energy compaction. Energy compaction is 

defined as the skill to bundle the energy of spatial sequence into as few frequency 
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coefficients as feasible. This is an important factor as it plays a major role in the image 

compression and other applications as well.

The Discrete Cosine Transform separates the image/picture into different parts with varying 

frequencies. The compression actually begins with the beginning of Quantization. During 

Quantization, the less significant frequencies are removed; hence it is given the term “lossy”. 

After this we are left with the coefficients corresponding to highly significant frequencies and 

these coefficients are used to compress the image.  As a consequence of the fact that some 

frequencies are discarded, the reconstructed image contains a little distortion, but the levels of 

distortion’s level can be attuned at while compressing the image.
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Chapter 2

Literature Review

As discussed earlier, copy move forgery is the most common forgery that is done in digital 

images because it is very simple to carry out and very difficult to detect. Since this forgery is 

so common and prevalent, there exists a lot of literature on detection of copy move forgery. 

Several researchers have shown interest on this topic and thus there exist a number of 

different purposed algorithms for the detection of such forgery.

Copy move forgery detection comes under blind image forensics or passive image forensics 

in which no security mechanism like watermarking [12] or signature [17] is embedded in the 

image. All one is provided with is an image and the goal is to find out if such forgery has 

been done in the image. In Copy move forgery, a portion of the image is copied and pasted 

onto another portion to hide or conceal some information like person or object; or to highlight 

or exaggerate some areas like crowd, etc. Since both the pasted region belongs to the same 

image, the statistical properties of the image like noise, color intensity levels, contrast, 

texture, etc do not change arbitrarily and thus the duplicated region mixes in the very easily. 

The same fact, that both the regions, that is, the copied and the pasted portion lie somewhere 

in the same image, is utilized by several algorithms. 

2.1 Watermarking and Signature based Methods

The technique of watermarking [12],[13],[16] and signature embedding [17],[18] is probably 

one of the oldest techniques to detect the authenticity and integrity of the data. Both of these 

techniques are general techniques and can be used for any kind of data such as numerical, 

image, audio, etc.

In case of image authentication, the watermark [13] is embedded in the least significant bits 

of the image. The disadvantage here is that, it will distort the image a little bit. Contrastingly, 

in signature based approach the hash code of the whole image is calculated and inserted in the 

image itself. The embedding of watermark or signature is carried out at the time of generation 

of the image or typically before transmitting it over a network. At the time of detection of an 
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image’s authenticity and integrity, the hash code is calculated again and verified with the 

original hash code. The plain and simple logic behind the method is that if the image is 

forged, it will affect and alter its watermark or signature. Though some methods [12] are 

quite robust to several manipulations but overall this approach still has some major 

disadvantages. The disadvantage is that it requires pre-processing of the image and only those 

images can be verified in which such a security mechanism is pre-embedded and there are a 

lot of digital images without any such embedding. Additionally, it requires knowledge and 

training to carry out this method.

         One of the direct and simplest approaches to detect such forgery is proposed in [1] 

where the authors performed an exhaustive comparison that is they compared every cyclic 

shifted version of the image with the image itself. However the computational complexity of 

the process is extremely high that is (MN)2  and thus is not feasible. Same authors proposed 

another method called Autocorrelation [1], where they used Fourier transform. The logic they 

used that the there will be peaks in the Autocorrelation corresponding to the source and target 

areas where forgery is done but this method needed the duplicated region to be sufficiently 

large to be detectable. In [4], the authors proposed a method Block Artifact Grid Extraction 

for JPEG compressed images but it can detect forgeries up till a level. When compression 

increases significantly, the method failed.

      Most of the copy move forgery detection algorithms makes use of one of the two methods 

that is either key-point [14] based method (e.g.,[20], [23]) or block based method (e.g.,[1],

[2], [3], [21]). In both the cases the pre-processing of the input image is possible for example; 

many methods first convert the image into its greyscale equivalent and work on it. The aim of 

this conversion is reduction of computational complexity. 

2.2 Block Based Methods

Here the image is divided into overlapping blocks and these blocks are matched against each 

other. The size of the block must be smaller than size of duplicated region. This means that 

there will be a number of blocks in the duplicated region. Now each block is matched with 

every other block. Naturally the blocks that are from the region which is copied and from the 

region where the portion is pasted will be same or extremely similar. If there are a number of 
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blocks which are same and connected as well, then a decision of forgery can be taken. When 

we compare the blocks, it would be computationally expensive if we compare them as it is. 

For example let’s say block size, b is 16 x 16 which means each block will have 16 x 16 = 

256 elements. Clearly comparing these 256 elements each time a block is compared with 

other block is computationally expensive. Hence, researchers tried to extract a few essential 

features from each, thereby reducing the dimensionality. These blocks with much less 

number of elements, usually in form of row vector are used for comparison. The logic is very 

simple, that is, if two blocks are similar, their extracted feature are ought to be similar. 

However, it was more difficult than it seems, the problem is that some forger used techniques 

like noise addition, compression, rotation, scaling, blurring, etc to make the duplicated region 

undetectable. Thus researchers focused on this aspect to find an appropriate and robust 

scheme for feature extraction and dimensionality reduction.

Authors in [1] also proposed to use DCT coefficients, that is, with respect to each block; they 

computed the DCT coefficients and used these coefficients to represent a block. The 

extracted coefficients are quantized by a factor Q which also plays a role in detection rate and 

degree of robustness. Next, instead of matching actual pixel values, they matched the 

extracted DCT values. The extracted features are robust to some modification including low 

pass filtering and compression. The inherent benefit in using DCT coefficients [22] is that the 

energy gets concentrated on first few components while the remaining coefficients are 

relatively very small. Hence, the operations like noise addition, compression and retouching 

which bring changes in high frequencies should not be influencing or altering these first few 

components. The only robustness that they proved is that their method was robust to 

retouching operations. However when it comes to detection of duplicated regions with 

additive noise, their method was sensitive. The method [1] proposed was not very robust to 

several kinds of modifications but it definitely set a benchmark in CMFD. Later, in [7], 

Huang et al. reduced the feature vector in dimensionality by truncating some of the DCT 

coefficients and improved the performance. However their method did not take multiple copy 

move forgery into account.

        Popescu et al [2] proposed to use PCA [5] to extract features and reduce dimensionality. 

They chose PCA because of the reason that it is more invariant to compression and additive 

noise. They converted each block into row vector and calculated the covariance matrix of the 
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vector. Next they calculated eigen values and eigen vectors of the covariance matrix. Now to 

reduce dimensionality they keep the high eigen values and truncated the lower ones. They 

projected the image data onto these selected eigen vector to obtain new representations. Their 

method was robust to the additive noise and compression [8] but the accuracy of detection 

was low and if there is any re-sampling like rotation or scaling, the derived eigen values get 

affected. They showed that their technique was invariant to compression till jpeg quality level 

50 and can work under additive noise with SNR 36db and 29db.

    Li et al [9] used the similar approach differently. They did not take the approach where 

they would divide the image into blocks and then extract features from them; instead first 

they applied discrete wavelet transform (DWT) onto the image and divided it into four sub

bands. Now, knowing the truth that low frequency sub band would be having most of the 

energy concentrated it, they chose only low frequency sub and divided it into overlapping 

blocks. This way, they also reduced the number of blocks and made the process fast. Next, to 

extract features from these blocks they chose singular value decomposition (SVD) which is 

directly related to PCA. Thus it is expected that this method would give similar result as in 

[2] though in the paper they proved the robustness of their method only up to quality level 70.

      Not similar to the conventional methods that were being used at that time, Luo et al [10] 

proposed to use an alternative method of feature extraction. They extracted the features based 

on the color information of the blocks. One set of extracted features contained the R, G, B 

components while to derive the other set, they divided the blocks in two parts, in four 

directions. They extracted the second feature set in the form of ratio that is, they divided the 

overall intensity values of one part with the overall intensity value of the whole block to get 

the ratio. In the similar fashion, they calculated the ratio with respect to each part and formed 

a feature vector. It was claimed them that the method is highly robust to Compression to the 

tune of Q30; to noise up to SNR 24 db  and also to Gaussian smoothening with sigma = 1 and 

5x5 window.

     More recently Bayram et al [11] used Fourier Mellin Transform to extract the features. 

With respect to each block, they calculated the Fourier transform and used the log polar 

coordinates to re-sample the transformed block. Next, the log polar values so generated are 

projected onto 1-D and the representations so obtained are used as features. Wu et al [12] had 
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previously used this method in context of watermarking and shown its robustness to various 

modifications like rotation, translation and scaling. In [12], it was shown that method is 

invariant to compression till Q20 and to rotation till 10o and 10 % scaling.

2.2 Matching the Blocks

           When we get a reduced and robust representation of each block, the further step is to 

match each block with every other block. For this purpose, most of the methods described 

above e.g., [1], [2], [9], [10], [11] uses lexicographic sorting which is similar to the way 

dictionary is sorted. First the new representation of each block is vectorized and stored in a 

matrix called feature vector matrix (say A) of size NB x F (i.e., no of blocks x no of features). 

In accordance with this, the feature vector matrix of [1], [2], [10], [11] would contain           

(M – b+1) (N - b + 1) rows and F columns whereas in [9], the feature vector matrix would be 

having (M/2 – b+1) (N/2 - b + 1) rows since only a sub band of the DWT frequency band is 

used for generating blocks. Each row in this matrix corresponds to the feature vector of a 

block and the column contains their respective feature vectors. In lexicographic sorting, the 

rows are sorted in ascending order in such a way that first column of each row is matched 

against each other and sorted in ascending order. If two rows have the same element in their 

first columns, they are sorted as per the elements in their second column and so on. In this 

way, the similar or same rows come adjacent to each other. The running time of 

lexicographic sorting depends on number of rows and the number of features in each row but 

since number of features is usually a small number, it is not considered that important. Thus 

lexicographic sorting requires Rlog(R) steps where R is the number of rows in feature vector 

matrix. Clearly, the method in [9] has an advantage as it has reduced its number of blocks to 

1/4, hence would take 4 times lesser steps. The authors of [11] also proposed another method 

for matching process where they did not compare the features. Instead they calculated the 

hashes of the feature vectors and compared the hashes with each other. The method is known 

as “Counting Bloom Filter” in which they created an array K of size k. Initially, all values of 

K are initialized to zero. After calculating the hash value of a block’s feature vector, array K 

is incremented by 1 (at the index = hash value), that is, K (hash value) = K (hash value) +1. 

The logic given is this, since two same blocks will generate same hash value, the K array will 
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be incremented twice (at the index = hash value of same blocks). Hence, the same blocks can 

be found out by checking which blocks set the hash value two or more than two. Since hash 

values can be calculated at the feature extraction step only, the only running time difference 

that it makes is to find out the corresponding blocks due to which hash array has elements 

with value 2 or more. Clearly this additional time depends on k which ought to be M x N.

2.3 Performance Evaluation

     To see a comparison between existing methods, the findings of survey [3] is used where 

they compared three feature extraction techniques that is, PCA, DCT and FMT [24]. The 

block size is kept 16 and it is assumed that size of duplicated region would be 32 x 32 at 

least. Thus there ought to be (32-16+1) (32-16+1) = 289 duplicated blocks. So they kept their 

threshold as 150. Next they performed two sets of experiments, one without any modification 

and one where duplicated region is modified. It was found that all three techniques gave 

accurate result when there was no modification. In second scenario when modifications like 

scaling and rotation is applied on the duplicated region, the performance of the three methods 

is illustrated in the Table 1.

Table 1 : Performance Results [3]

Manipulation Type FMT[24] DCT[1]] PCA[2]

JPEG 20 40 50

Rotation 10o 5o 0o

Scaling 10% 10% 0%

Seeing the performance result [3] in Table 1, it can be understood that out of the existing 

methods, DCT feature extraction method gives a better trade-off between various types of 

manipulations.
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Chapter 3

Discrete Cosine Transform

3.1 Introduction

The primary application of DCT has always been data compression and it is widely used in 

jpeg compressions, compression of MP3 and for solving partial differential equations.

In many ways DCT is analogous to DFT, that is, Discrete Fourier Transform, however DCT 

has an advantage over DFT, that it provides better energy compaction. Energy compaction is 

defined as the skill to bundle the energy of spatial sequence into as few frequency 

coefficients as feasible. This is an important factor as it plays a major role in the image 

compression and other applications as well.

The Discrete Cosine Transform separates the image/picture into different parts with varying 

frequencies. The compression actually begins with the beginning of Quantization. During 

Quantization, the less significant frequencies are removed; hence it is given the term “lossy”. 

After this we are left with the coefficients corresponding to highly significant frequencies and 

these coefficients are used to compress the image.  As a consequence of the fact that some 

frequencies are discarded, the reconstructed image contains a little distortion, but the levels of 

distortion can be attuned while compressing the image.

3.2 The Method

a) The input picture is divided in overlapping blocks of size, say 8 x 8 pixels.

b) DCT is applied on each and every block to extract DCT coefficients.

c) Quantization is done on each block’s coefficients in order to obtain compression.

After quantization the coefficients corresponding to higher frequency tends to become 

negligible.
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d) The matrix containing compressed or reduced representation of blocks can be stored 

in a significantly reduced space.

e) The original picture can be recreated using decompression, which is a process that

makes use of the inverse of DCT.

3.3 The Equation

The following Equation (eq 1) calculates the ith, jth entry of the DCT of an image p(x,y).

where p(x,y)  x,yth element of the image which corresponds to matrix p.                           

N the block’s size on which DCT is applied on                                                                  

For an 8 x 8 standard block, the algorithm makes use of, N = 8 and x and y range from 0 to 7. 

Hence D(i,j) corresponds to equation(3).

Because of the fact that the DCT makes use of cosines functions, the resultant matrix depends 

on various frequencies that are horizontal, vertical and diagonal frequencies. Therefore a 

black image having numerous variations in frequency results in an array that looks quite 

arbitrary while a single color picture generates an output array in which first elements will be 

having large values and other elements have zero or small values.
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3.4 The Discrete Cosine Transform Matrix

To transform equation (1) into a matrix form, we can use the equation (4)
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3.5 Applying the Discrete Cosine Transform on an 8x8 
block

Before starting we should make note that in a greyscale picture the pixel values lie between 0 

to 255. In that 255 symbolize plain white and 0 represents plain black. Thus these 256 shades 

of grey accurately represent a photo or illustrations.

     Since an image may contain a number of overlapping blocks, below is the description of 

how it works on a single 8x8 matrix. It is applied on the other blocks in a similar manner.

We can now perform DCT by multiplying matrices

                     D = TMT`                                                                                                (5)
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The above equation (5) multiplies the matrix M with matrix T and its transpose T’. When M 

is multiplied by matrix T on the left, it transforms the rows of M and when the product is 

multiplied by T’ on the right, it transforms the columns as well.

The derived matrix contains 64 DCT coefficients. The coefficient Coo corresponds to lowest 

frequency in the actual block. When we traverse in the D matrix in zig-zag order, the 

coefficients corresponds to higher frequencies of the block, thus C77 corresponds to highest 

frequency. It should be noted here that human eye is most sensitive to low frequency.

3.6 Quantization

Now the derived block containing DCT coefficients can be compressed by Quantization. One 

of the finest features in the DCT is that we can obtain varying level of compression and 

image quality by choosing from a range of quantization matrix. The Q1 quantization matrix 

results in highest level of compression but poorest quality of reconstructed image whereas 

Q100 gives the lowest compression but high image quality.

These quantization matrixes are derived from a standard quantization matrix and the standard 

quantization matrix is a result of various subjective experiments on human visual system. To 

generate varying quantization matrix, we use the scalar multiple of the standard quantization 
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matrix. E.g. to get a quantization matrix of quality level more than 50, we take a product of 

“standard Q matrix” and “(100 – qlty_lvl)/50”. Similarly to get a quantization matrix of lesser

quality level, product of standard quantization matrix and 50/qlty-lvl is used.

Quantization is finally attained by dividing each component of D by correlated element of Q 

and approximating the values to closest digit.

To illustrate, Q50 is used here

3.7 Nature of Discrete Cosine Transform

The inherent nature of DCT is such that when we apply DCT on image the energy focuses 

only on the coefficients which correspond to low frequency, which means that all elements 

are not equally important but only the low frequency coefficients play a major role.
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To prove the above statement, we made an illustration by using the Lena image of size 

256x256 pixels. Fig (a) is the Lena image. We applied the discrete cosine transform to Fig (a) 

and extract a matrix of DCT coefficients. Subsequently, low frequency DCT coefficients are 

extracted in zig-zag sequence as shown in Fig (b) where red area is the part that corresponds

to low frequency, which accounts to 1/4 of the entire DCT coefficients. Now with only these 

DCT coefficients we reconstruct the image using inverse of discrete cosine transform and 

generate Fig(c).

Thus, through the analysis of the given image we came to know that with the help of only 

1/4th of DCT coefficients, one can retrieve the information without any significant loss.
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Chapter 4

The Proposed Method

We propose an efficient and effective methodology to detect the cloning forgery within same 

image using the block based approach. The following figure illustrates the architecture of our 

approach.
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Normally saying, a normal image is not likely to have two large similar regions (except in the 

case of image of nature where there is large similar areas such as blue sky or green grass). 

The task of detecting cloned forgery is to detect exactly same regions in the image. As we do 

not know the shape and size of the duplicated/cloned region, it would be computationally 

very expensive and impractical to compare pixel by pixel every possible pair. Hence, the 

more practical and feasible approach is to divide our input image into blocks. The block size 

is willingly kept much smaller than the cloned region so that cloned region contains a number 

of blocks which are duplicated. Now to further reduce the computation costs, a good feature 

extraction technique needs to be adopted through which the block can be represented 

appropriately. Thus with a precise and robust extraction technique, the dimensions of each 

block is reduced significantly thereby reducing the computational complexity. In our method 

we are using DCT coefficients to represent each block.

Steps

Going by the discussion above, the framework is given as below:

(1) Preprocessing of Input Image

Applying LoG, Rescaling, and RGB to grey conversion

(2) Dividing the image into Blocks

(3) DCT Transform of each block

(4) Feature extraction and Dimension Reduction

(5) Lexicographic Sorting of Feature Vector Matrix

(6) Detection and Decision

Further we shall see each step explained in detail 
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4.1 Pre-processing of Input Image

 The very first step that we do is take the input image as it is and create an ideal LoG 

filter and apply the filter to the input image so as to highlight the regions of interest 

such as edges, blobs, ridges, texture information, etc. These regions are important as 

they can provide an edge to our algorithm because of the fact that these do not change 

significantly when operations like rotation, scaling, adding noise, etc are applied on 

the image to make the forgery sophisticated and difficult to detect. Thus, extracting 

these features play a vital role in making our approach more robust to various kinds of 

manipulations. The feature Image so obtained is combined (subtracted, however the 

feature image is scaled first) with the original image to obtain an image where the 

above mentioned region of interest are mildly highlighted.

 The second sub-step is to convert the image so obtained into its grayscale equivalent. 

For this, one can either utilize the formula that is “I = 0.228R + 0.587G + 0.114B” or 

alternatively matlab has a dedicated function for this purpose.

 The third sub-step is to resize the image into the dimensions of our choice. 

Conventionally we chose to resize it into a square matrix. However the scale of 

resizing depends upon various factors such as processing and memory capabilities of 

the system. The algorithm works better without any downscaling.

4.2 Dividing the image into Blocks

The image so obtained after step 1 is divided into overlapping blocks of size bxb pixels in 

such a way that it replicates a sliding window of size bxb pixel. At each iteration, the 

window slides to its right by 1 pixel and when it cannot move any further to its right, the 

window slides down by 1pixel and begin from leftmost end. Thus there is a difference of 

only one row or column between two adjacent blocks.

Suppose we have an image of size M x N and we divide it into overlapping blocks of size 

b. Then number of blocks is NB = (M – b + 1) x (N – b + 1)
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Bij is used to denote each block, where i and j indicates the starting location of Bij.

Concurrently we fill a matrix B of size (NB x 2) where row number indicates the number of 

block and it corresponding column elements indicates the starting position of the block that 

is, i and j respectively. This matrix shall come into use in the later stages after lexicographic 

sorting of the feature vector matrix, when it will be needed to find out the starting locations of 

the similar blocks in order to take a decision about the forgery. 

4.3 DCT Transform of each block

Onto every block, DCT is applied so as to generate the quantized discrete coefficients 

transform matrix of size b x b, which is same as that of the block’s size. Assuming our block 

size to be 8x8, the coefficients matrix that we get is also of the same size and can be used to 

represent the corresponding block. The nature of DCT is such that its energy gets focused on

lower frequency coefficients which mean that each component is not equally significant and 

the coefficients with low frequency play relatively vital part. This is illustrated in Chapter 2

where DCT is explained.
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4.4 Feature extraction and Dimension Reduction

Through analysis of the DCT and the illustration in Chapter 2, we know that if DCT is 

applied on an image, one is able to utilize only a fraction of the energy for 

representing the actual picture without loss of much significant data. This motivated 

us to extract only a few features from DCT coefficients matrix to represent each block

thereby reducing the dimension of each block and hence the computational 

complexity.

The coefficients matrix is divided into four equal parts using a circle, as shown in the 

figure, inside coefficients matrix and dividing the circle in 4 divisions as shown in the 

figure. Our intention to divide the coefficients matrix into four parts is to extract four 

features that is, v1, v2, v3 and v4 from each part.

                         c_area  = pi * r2

                         m_area = 4r2

where r denotes the radius of the circlular block, c_area denotes the circular block’s 

area, m_area denotes the square matrix’s area. Thus

                         p_ratio = c_area/m_area

Based on the equation given above, p_ratio that we get is 0.79, which means circle 

block represents 79% of the elements of the DCT coefficients matrix and discard only 
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a few. Moreover as we know the DCT’s nature is s.t. energy gets focused on low 

frequencies. Hence efficiency of the detection is not affected when we do not use 

square block and use a circle block instead; on the other hand, it significantly reduces 

the computational complexity.

Going by the analysis given above, in order to extract the features, we designate v1, 

v2, v3 and v4 as the feature of quarters C1, C2, C3, and C4 in that order. We get vi (i =1, 

2, 3, 4) via Eq. given below

          

where vi is the average of the coefficients value, with respect to each Ci. In view of 

the fact that each Ci contains divergent DCT coefficients, each vi can as well be seen

as quantized by c_areai. Afterwards, we obtain a feature vector containing four 

features, which are pooled to form a feature vector of size 1 x 4, denoted as:

           

In this way a 1 x 4 feature vector represents an 8 x 8 matrix, weighed against with 

[1,2], which is a 1 x 64, 1 x 32 feature vector, our methods generates a representation 

with lower dimensions. 

4.5 Lexicographic Sorting of Feature Vector Matrix

A feature vector matrix of size NB x 4 (denoted as FVM or F) is constructed in which 

each row Fi correspond to a block Bi and each row contains 4 feature vectors 

corresponding to the block Bi. Here NB is the no. of blocks i.e. (M – b + 1)(N – b + 1)

The FVM thus contains the feature vectors of each block and is illustrated in the 

following fig.
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The matrix FVM is lexicographically sorted. The vectors Vi corresponding to similar 

blocks will appear adjacent to each other in the sorted matrix since similar blocks will 

have similar feature vectors.

4.6 Detection and Decision

The FVM obtained in the previous step contain the vectors of the blocks in such a 

way that the more similar two blocks are, nearer would be there feature vector in the 

FVM. Thus the vectors of same blocks would appear adjacent to each other in the 

FVM.

          However this is not enough since in an image there can be many blocks which 

are similar to each other. Secondly the blocks adjacent to each other in an image 

would naturally have similar feature vectors since only a row or column is different in 

two adjacent blocks. Thirdly in natural images of blue sky or desert or grass, the 

blocks tend to appear similar over a large area. Because we deliberately kept our 

block size smaller than any viable duplicated section, we make out that any duplicated 

region will have a number of blocks in it. The judgment about tampering can only be 

taken, if there exist a sufficient number of similar blocks that are equidistant from 

each other and that are connected as well. In other words each of these blocks are 

equal distant apart from there source. This can be evidently understood from fig. 

below. 

Fig : A diagram which shows the copied regions and alike blocks in it.
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From the diagram, it is clear that in case of cloned region the distance between similar 

blocks is identical and the blocks are linked to each other.

Keeping the above factors in mind we need to have certain thresholds based on the 

type of image we are looking onto. These thresholds would help us determine if a 

match between the two feature vectors is an ideal match i.e.

i> The similarity threshold – which determines whether two feature vectors 

of blocks are similar to each other. In other words the normalized 

difference between two blocks should be less than similarity threshold.

ii> The distance threshold – Since many adjacent blocks would have similar 

feature vectors, they must not be included in our final result. Hence two 

similar blocks should be a certain distance apart in order.

iii> The connected block threshold – which determines the minimum number 

of similar blocks that must be connected with each other.

Suppose there are two similar feature vectors Fi and Fj of the blocks Bi and Bj. 

Because of the fact that the matrix FVM is lexicographically sorted, hence the feature 

vectors Fi and Fj will be adjacent/near to each other. For calculating the distance 

between two similar blocks, Euclidean distance is used. For example the block Bi and 

Bj have their starting position as xi,yi and xj,yj. Therefore distance between them is

                         

But as we know two neighboring blocks can also be similar, hence this distance 

should be greater that a specified threshold to remove the neighboring blocks from 

detection.        

Now, we create a distance vector D in which will contain all zero initially and will be 

incremented by 1, each time if same distance between two rows is found.            

D(dx,dy) = D(dx,dy)+1            where  dx = |xi – xj |   and    dy = | yi – yj |

If any of the element of the array D(dx, dy) is found to be greater than a pre specified 

threshold value, we can take the decision about the forgery.
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Chapter 5

Results and Analysis

The method proposed in the previous section is implemented in the Matlab software. It didn’t 

require any special pre processing other than enhancing the edges and other details with the 

help of LoG filter described in previous sections. Several experiments are conducted on 

different images to gauze the efficacy of our approach. For the experiments, some were self 

doctored and a part of the image is copied on the other part to create a copy-move forgery. 

Besides, some tampered images made by researchers are also taken from the internet.

          The experiments are designed carefully so that we can ascertain the behaviour of our 

proposed method. For this we take similar images of varying resolutions and sizes. Other than 

that we also used noisy and jpeg compressed image to gauze the detection ability and 

behaviour of the method. To measure the performance we observed four measures that are 

5.1 Performance Measures

1. Accuracy of the detection: This means how precisely the algorithm is able to detect 

the forged region. One way of doing is to do the forgery by ourselves so that we know 

where exactly the duplicated region and source region lies in the image.

2. Effectiveness: This tells us about how well our method can detect when the forgeries 

are quite sophisticated or done over only a small portion image. To observe this, we 

used different images in which the duplicated regions were of varying sizes. In some 

there were multiple regions which were copied and pasted onto other region in the 

image.

3. Efficiency: Only detecting a forgery is not enough. A good method should be able to 

detect the forgery in reasonable amount of time. To measure this we used the timing 

clocks in our algorithm so that we can know the exact amount of time our method is 

taking.

4. Robustness: This performance measure tells us about the robustness or tolerability of 

a method. Sometimes forger uses a variety of techniques to make the detection 
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difficult. These techniques may be addition of noise or blur, compression, scaling, 

rotation and other similar methods. A robust method is one which is invariant to these.

5.2 The Parameters

We did our experiments on 32 bit AMD Phenom-II 3.20 GHz processor with 2GB memory. 

The code is executed using Matlab. For the sake of simplicity the images are converted to 

greyscale, since it is easier to handle.

Before beginning with detection process, one needs to specify a number of parameters. The 

very first being the image size itself. The selection of image size depends majorly on the 

computational and memory capacities of the system on which detection is to be carried out. 

For our experiments, we took two sets of images. In the first set, we resized the image to a 

size of 128 x 128 pixels and in the second we choose a size of 256 x 256 pixels. The second 

important parameter is the block size which determines the overall number of blocks in 

picture and hence size of feature matrix. It should be noted here that the size of block must be 

less that size of duplicated region. We choose varying block size ranging from 8 to 32 for our 

experiments depending on the size of image and size of duplicated region. The third 

parameter is the size of the forgery that is the approximate size of the duplicated portion. For 

most of the experiment we preferred it to be 32 x 32 pixels or 64 x64 pixels depending on the 

size of the image.

        Other than the parameters described above there are certain thresholds that need to be 

specified. The first one is the ND that is the minimum distance that should be there between 

two similar blocks so as to remove similar neighbouring blocks. For practical purposes we 

take it to be 30 pixels when block is 8 pixels and 60 pixels when block size is 32 pixels. The 

second threshold is Smsr that is the measure of similarity between two blocks. Normally the 

root mean square or the difference two blocks vectors is calculated and matched against Smsr. 

For two blocks to be similar it should be less than Smsr. The next threshold is shift threshold. 

When feature vector matrix is lexicographically sorted, vector corresponding to similar 

features come near to each other. The shift threshold gives us a window size. For example if 

shift threshold is 2, then in the FVM we compare each block’s vector to its 2 nearby vectors. 

In our experiment we mostly kept it 1. The last important threshold is Nc which tells us that a 
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minimum of Nc similar and connected blocks must be there in order to take a decision about 

the forgery.

5.3 Experimental Results

Several images are taken from various sources, some of them are self forged to accurately 

calculate the detection effectiveness and efficiency. Some other images are also taken from 

the internet on which other researchers have also worked so that comparison can be done 

between both. On each image, detection is carried out several times by changing its 

parameters such as image size and block size.

5.3.1 Efficiency

In fig 5.1 and 5.2 two images are shown for illustration purpose. These are the same images 

used by previous researchers [15]. The images are resized and detection is carried out by 

varying the block size as can be seen in the figure.

Fig- 5.1 : (a) The original image of gorilla taken from internet; (b) The portion of its mouth is taken and pasted onto 
upper right corner of the image; (c) The output image after applying the detection scheme.

Fig- 5.2: (a) Novel image taken from [15]; (b) Tampered one, where bottom right portion copied and pasted onto 
upper right corner of the image; (c) The output image after applying the detection scheme
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5.3.2 Effectiveness

In the second set of our experiments, we tested our method on some images from Casia 

database [27] and some images which were tested by other authors. In this set of experiments, 

to test the effectiveness of our method and its robustness towards additive Gaussian noise, we 

first tested the method on a forged image without any noise. Our method was able to 

accurately detect the duplicated region in the region duplication map. Subsequently we added 

Gaussian noise (with 0.01 variance) to check the robustness of the method. The proposed 

method was able to detect duplicated region although detection rate decreased and accuracy 

suffered a little bit. Further we raised the variance of noise to 0.05 to see if it could detect the 

regions. The method could detect the duplicated region but not in all cases and the accuracy 

decreased significantly. The illustration cab be seen in Fig 5.3

Figure 5.3: (a)The original image; (b)forged image; (c) forged image with additive Gaussian noise ( variance =0.01); 
(d) forged image with additive Gaussian noise ( variance = .05)

The results of the detection are illustrated in Figure 5.4 where we can see the detection was 

accurate (figure 5.4(a)) in the case where no modification was there that is the figure 5.3(b). 

When a small amount of noise was added to the forged image i.e., Figure 5.3(c), the method 
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was robust enough to detect the duplicated region accurately (refer to Figure 5.4(b)). When 

we further increased the noise levels (Figure 5.3(d)), then detection rate suffered and 

detection accuracy was compromised as well as can be seen in Figure 5.4 (c)

Figure 5.4 : Detection map (a) detection results of non manipulated forged image; (b) detectcion results when a 
Gaussian noise of low density is applied in the forged image; (c) detection result when high density noise is applied in 
forged image

5.4 Comparative Study and Result Analysis

To compare our method with that of previous, we calculated the execution time of our 

method and compared it with execution time of previous method [15]. It should be noted here 

that for fair comparison we used the same set of images as used in [15].

Size of 

image

Avg Detection 

Result(approx)

Exec Time to 

construct DCT 

feature  matrix 

(sec)

Exec Time 

till final 

detection 

(sec)

Exec Time (sec) by 

similar approach in 

[15] 

160 x 120 95% 22.5 22.81 67.2

174 x 132 95% 32.08 32.44 201.22

128 x 128 95% 15.57 15.84 26.21

208 x 144 65% 34.71 35.18 184.3

Table 5.I: Comparison of execution time when block size = 8×8. 
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Comparing the result of our method with that of [15] as can be seen in Table 5.1, we can 

ascertain that this method is better in terms of efficiency.

Next to evaluate the role of block size in detection efficiency; we used same set of images 

with different block sizes. As shown in Table 5.2, the results are shown when we used a 

block size of 16 x 16 whereas in Table 5.1, the results are obtained by using a block of size 8 

x 8.

Size of 

image

Average Detection 

Result(approx)

Exec Time to construct DCT 

feature  matrix (sec)

Exec Time till final 

detection (sec)

160 x 120 90% 26.92 27.20

174 x 132 90% 33.03 33.36

128 x 128 90% 22.32 22.56

208 x 144 65% 29.66 30.10

Table 5.2: Comparison of execution time when block size = 16×16. 

Seeing the execution times of table 5.1 and table 5.2 and similar experiments performed with 

different image sizes and block sizes, we can derive a relation between image size, block size, 

detection and efficiency. This relationship is shown in Fig 5.5.
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Fig 5.5: (a) Relationship between block size and avg execution time; (b) Relation between 

average detection rate and block size

In 5.5(a) we see that average execution time depends a great deal on block size. Intially when 

the block size is too small, it takes more time. The reason behind this is that when the block 

size is too small, although the DCT coefficients is generated fast but since total number of 

blocks increases, it requires more time to match each block with each other. When block size 

is 8 and 16, the algorithm performs best for the given image sizes. When block sizes are 

further increased, execution time increases as well. In fig 5.5(b), we see how size of the block

affects rate of detection. When block size decreases, the detection rate increases. The reason 

behind this is that when block sizes increases, there is more number of elements in each block 

and hence more number of DCT coefficients. Since similarity between two blocks is 

measured by normalized difference between two feature vectors and now there are more 

feature vectors with respect to each block, thus their similarity automatically reduces as 

variance increases.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

Copy move forgery is the most common forgery in digital images. A significant amount of

research has been done in this field and thus a lot of methods have been developed. However 

a good approach must have high accuracy and low computational complexity. Besides that a 

good approach should be robust to various kinds of manipulations such as rotation, 

compression, scaling, etc.

We presented an improved approach to detect copy- move forgery using DCT coefficients 

[22] and then truncating the less important coefficients. We further used averaging to reduce 

the dimensionality of our feature vectors. Compared to other approaches in [1],[2],[7],[10] 

and[11], our method uses minimum number of features to detect forgery. The major 

achievement of our approach is reduced dimensionality of the feature vector. The DCT 

method in [1], PCA in [2] and improved DCT in [7] used a feature vector of size 1x64, 1x32 

and 1x16 respectively; while our method just extract four features.

To do efficiency tests, we compared our results with that of an existing method [15] and

found our results to be satisfactory. Further we analysed the relationship between block size, 

the detection rate and average execution time. The robustness towards additive noise is also 

analyzed and it was found that the method is robust to low density noise but suffers when 

noise level increases.
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6.2 Future Work

There are some challenges that need to be addressed. The first one being the computational 

complexity that is the method runs fine on images up to 256 x256 but the computational time 

increases significantly after that. Though in our approach we resized the image but to our 

preferred size, but it can be enhanced to work fine with larger images as well.

   The second challenge is method’s robustness. Although the method runs on unmodified 

image, its detection rate and accuracy decreases when manipulations like rotation or scaling 

is applied on the duplicated region. It is the major challenge that is faced by all the copy 

move forgery detection algorithms and need to be further investigated.

Another issue is that our method is not able to detect the forgery when the copied area is 

sufficiently small as compared to image size. The block size that we kept in most of the 

experiments is 8x 8 and 16x 16 and it could typically discover the forgery when the 

duplicated region was larger than 32 x 32. Additionally, sometimes the accuracy of the 

detection decreases when the background of the image and duplicated region matches 

significantly, for example in case of uniform blue sky or grass.

As the technology is growing exponentially and so do sophistication of the image forgeries, it 
is becoming a growing challenge to detect these forgeries. Hence the field of forgery 
detection need exhaustive study and research and scope of improvement is always there.
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