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1. ABSTRACT 

Gene expression data gives us the knowledge of total mRNA molecules in a given sample. It 

can be measured using various techniques: serial analysis of gene expression, northern blots, 

microarrays, Reverse-transcriptase polymerase chain reaction, expressed sequence tag, 

Ribonucleic acid Sequencing (RNA_Seq) technology, Massively parallel signature 

sequencing, etc. high throughput technologies provide a great revolution in this vision. 

RNA_Seq process gains importance due to its effective and cheap sequencing. This 

technology is greatly used by the researchers in genomics. The Cancer Genome Atlas 

(TCGA) has used this approach for tumor analysis. In case of RNA_Seq data, gene 

expression can be quantified using Reads per Kilo-base of exon model per Million mapped 

reads (RPKM). Now-a-days, Breast cancer is more prevalent in women’s causing to death. It 

is heterogeneous diseases, invasive or non-invasive in manner and categorized in hormone 

receptor-positive or triple-negative. The receptors can be human epidermal growth factors, 

hormone receptors (oestrogen and progesterone).  In its signalling pathways, various gene are 

involved, to prioritize the gene for analysis by researchers various techniques are used. A 

very easy way to discovering interesting gene is comparison of expression profile of 

differentially expressed genes. Various approaches are available to extract the information 

from existing data using statistical methods. It can be Correlation coefficient method, Gene 

Rank, and Clustering. Correlation coefficient shows the linear relationship between two 

variables and their way of direction. It curtails the dimensionality of system. Gene Rank (GR) 

gives the ranking of gene in a given sample using Google Page Rank’s (PR) algorithm. 

Clustering tells the genes which are more correlated to each other comes under same cluster 

and different genes in different clusters, this separation can be done on the pattern similarity 

basis. From this, we found that all three techniques in combination can be used to make a 

decision for predicting the gene priority and can be used for further analytical advancements. 
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2. INTRODUCTION 

Genomics is the fundamental of cancer. The aim for studying genome sequencing of cancer 

cell may be any of them, to gather information about phenotype of cancerous cell, basic 

cancer biology and its treatment discovery. High throughput technology has tremendously 

increases the areas in research field, first genome sequencing after human genome project 

was done in 2008, after that in span of four years about 800 genomes has been sequenced for 

at least 25 different types of cancer (Mwenifumbo et al., 2013). TCGA projects have used 

RNA_Seq approach to outline the primary tumor samples. The data is provided in four levels 

by different platforms. In data level 3, aggregate of processed data from single sample and is 

segmented, created by Reads per Kilo-base of exon model per Million mapped reads (RPKM) 

to gives the level of gene expression. It is one of the normalization methods to ensure the 

results of gene expression data (Mortazavi et al., 2008). 

Cancer can be acquired (somatic) and inherited (genetic). The commencement and 

progression of breast cancer has been perceived as a secondary to the accumulation of genetic 

mutation which head to the aberrant cellular function. These mutations are either sporadic or 

inherited. It may inactivate the tumor suppressor genes and activates the onco-genes. It is 

heterogeneous diseases under various viewpoints (Bertucci et al., 2008).  There are various 

types of breast cancer, different in their diagnosis and prognosis: Luminal A and B, Her 2-

positive, Basal-like (triple-negative) (Carol A.  et al., 2014).  

The rapid growth of molecular data in cancer enables complete and similar interpretation of 

heterogeneous genes linked to the traits in cancer (Vogelstein et al., 2004). Statistical 

computation becomes inevitable in the field of advanced analytics of such data. 

R-Statistical software is a freely available GNU project. It includes statistical algorithm, 

computation with annotation database and interactive visualizations. Its packages provide 

analysis of genomic data and equipped tools emboss analysis of data from 

sequencing methods. Various approaches for prioritizing the gene in RNA_Seq gene 

expression data analysis are:    

Pearson correlation coefficient (PCC), measures the linear relationship between two 

continuous random variables. It is extensively used in similarity measure for gene expression 

data and based on pattern similarity check (Jiang et al., 2004). It gives the strength and 

directionality of the relationship between genes. 

Clustering is used to cluster or grouping of the similar gene separated from the dissimilar. 

There are various methods available for clustering, depending on different algorithm (Yeung 

et al., 2001). Basically it is categorized into two methods: hierarchical and partitioning based. 

Gene rank (GR) gives order of the important gene in an experiment based on phenotype and 

connectivity. It is based on Google’s Page Rank algorithm concept. Microarray enriched gene 

rank monitors gene connectivity regardless of its phenotype nature (E. Demidenko, 2015). 

http://www.hindawi.com/97487039/
http://www.ncbi.nlm.nih.gov/pubmed/?term=Yeung%20KY%5BAuthor%5D&cauthor=true&cauthor_uid=11301299
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Using existing data is still a new aspect in biology. The aim of our study is to show how 

information can be retrieved from publically available gene expression data and acts as a 

great utility factor for further analytical purpose. Here, to prioritize gene from RNA_Seq 

expression data of Breast cancer, we used the data from The Cancer Genomics Atlas portal. 

Different approaches have been used: Pearson Correlation coefficient, Clustering, and Gene 

Rank for making consensus to prioritize the genes in given data.  
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3. REVIEW OF LITERATURE 

3.1 BREAST CANCER 

Breast Cancer is the most prevalentcancer among the women in America, other than skin 

cancer, and second pre-eminent cause of death outstripped only by lung cancer. National 

Cancer Institute, estimates 232,340 female and 2,240 male breast cancers in the USA each 

year, as well as about 39,620 deaths caused by the disease. In 2015 United States, The 

American Cancer Society’s reviews for breast cancer are: the recent cases of invasive breast 

cancer diagnosed will be 231,840 and non- invasive carcinoma in situ will be 60,290. The 

women will die from this cancer is about 40,290. According to National Cancer Institute’s 

SEER database, In case of stage 0, the 5-year Relative Survival rate is 100%, stage I is 100%, 

stage II is 93%, stage III is 72%, stage IV is 22% is based on the prior version of AJCC 

staging. 

Breast cancer is a heterogeneous nature disease (Bertucci et al., 2008). It may be due to its 

diversified morphological features, clinical impact and response to therapeutic options (Viale 

et al., 2012). High throughput technology gives more insight to inter-tumor and intra- tumor 

heterogeneity. Staging is to be done to know the intensity of breast cancer based on number 

of lymph nodes, size of tumor, invasive and non-invasive. Stage 0 includes ductal and lobular 

carcinoma in situ. Stage I shows tumor is about 2 cm or less and not spread to distant areas. 

Stage II larger than 5 cm but not spread to distant sites. Stage III shows tumor is of any size 

but not spread to distant nodal sites. Stage IV, tumor is of any size and spread to distant nodal 

sites. There is another TNM staging system which denotes size of the tumor, involvement of 

lymph node and metastasis. 

There are various distinguish types of breast cancer: non-invasive ductal and invasive 

carcinoma, triple negative, inflammatory and metastatic breast cancer. The cancer that is 

associated with only glands and ducts of the breast is said to be non-invasive breast cancer 

that is different from benign. Another that spread to other surrounding tissues is called 

invasive breast cancer which is different from the secondary breast cancer. The cancer in 

which hormone epidermal growth factor receptor 2 (HER-2), estrogen receptors (ER), and 

progesterone receptors (PR) are not present is termed as triple negative breast cancer. 

Inflammatory breast cancer is fast growing in which cancer cells access the skin and lymph 

vessels of the breast, its symptom appears when lymph vessels get blocked. In metastasis, 

cancer cells invade to other parts of body through blood vessels. 

Risk factors for the breast cancer are age and gender, family history, genes, menstrual cycle, 

alcohol use, child birth, diethylstilbestrol, obesity, hormone therapy and radiations. 

The symptoms include: lumps in armpit, change in size and shape of breast, skin ulcers, 

weight loss, bone-pain. Various test used for diagnosis are breast exam, mammogram, breast 

ultrasound, biopsy, blood chemistry studies.  

On the basis of cell or protein it can be categorized in hormone receptor-positive or triple-

negative. With the help of biomarkers, such as hormone receptors (HRs) and human 

epidermal growth factor receptor-2 (HER2), breast cancer patients can be categorized into 

various subgroups with specific targeted treatment strategies. Approximately 75% of breast 

cancer shows oestrogen receptor. These are influenced to endocrine therapies in which it 

http://www.cancer.gov/cancertopics/types/breast
http://www.cancer.gov/cancertopics/types/breast
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blocks and interfere with oestrogen receptor signalling. It transcriptional activity regulates PR 

expression.HER2 positive is responsible for about 15-20% of breast carcinoma. 

In oestrogen signalling pathway (Wu et al., 2015), oestrogen stimulates the cell proliferation 

through oestrogen receptor which involves ERα, ERβ, G-coupled protein receptor (GPER) 

and GPR-30.ERα plays important role in breast cancer malignancy. It encodes ligand which 

is dependent on nuclear receptor. It contain two domains that bind to de-oxy ribonucleic acid, 

Activating factor 1, 2 (AF1, 2) and one domain that binds to de-oxy ribonucleic acid. AF1 is 

not dependent on oestrogen receptor and work through growth factors by doing its 

phosphorylation. ERα not only confined to nuclear but also in cytoplasm, plasma membrane 

and mitochondria. Its domain AF-2 acts as a hotspot for the point mutation in breast cancer 

malignancy. It can function in both genomic and non-genomic action. In case of genomic, 

oestrogen first activates the ERα and it forms dimerized and then translocate it into the 

nucleus where it binds to the element of oestrogen receptor in genes. Further it activates or 

inhibits the gene, to which it binds. In oestrogen independent manner, ERα transcriptional 

activity is regulated by interaction with the co-repressors and co-activators. Specific protein-1 

and activating protein-1 also binds to the ERα. The targeted genes for ERα are components of 

cell cycle, transcription and growth factors, ER. In non- genomic action, to regulate the cell 

proliferation ERα interacts with the signalling component outside the nucleus. In tissues, ERβ 

co-expresses with ERα. It surpasses the ERα function in cell proliferation. GPER binds to 

oestrogen and do some primary oestrogen signalling events present in plasma membrane. 

In HER-2 signalling pathway, its output deviates in two axes of signalling. One is in from 

phosphatidylinositol-3-kinase (PI3K) to (AKT) to mammalian target of rapamycin pathway 

(mTOR) and another in this manner: from (RAF) to (RAS) then leads to (MEK) to (ERK). 

These signalling pathways play a vital role in cell proliferation, in its survival and 

metabolism, protein synthesis. 

PI3K composes of regulatory and catalytic unit. Regulatory unit is p85 and three forms of 

catalytic unit of p110 are present: p110 α, β, δ. When-ever Her1-4 family of receptor kinase 

interacts with the PI3K it phosphorylates serione/ threonine kinase of AKT, then it targets to 

the ser/thr kinase of mTOR. Phosphatase and TENsin homologs can repress the 

phosphorylation of AKT. This gene is present in chromosome-10 called PTEM, a tumor 

suppressor gene. If it is lost, it creates malignancy in the breast cancer. 

In RAS/ RAF/ MEK pathway, RAS activation forms hetero-dimer and activates RAF that 

further transmits signal to MEK-1 and MEK-2 and activates ERK-1 and ERK-2 which 

translocate into the nucleus. It initiates the process of transcription in dys-regulated manner in 

cell cycle progression and invasion. 

Triple-negative breast cancer (TNBC) molecularly diverse (Lehmann  et al., 2015), serves as 

a collection of malignant breast tumors that have an increased risk of metastasis. Metastasis is 

the major reason of cancer-related deaths, including those in TNBC, and the presence of 

dormant residual disseminated tumor cells may be a key factor leading to metastasis (Chen et 

al., 2015). It is defined by absence of oestrogen receptor, progesterone receptor and 

epidermal growth factor receptor (HER2/neu). It shows relapse pattern which is different 

from hormone positive cancer. Some overexpress epidermal growth factor receptor and some 

trans-membrane glycoprotein (NMB) (Anders et al., 2008). It can be associated with an 

increased risk to nurture a BRCA1 mutation. Individuals with triple negative breast 

http://www.ncbi.nlm.nih.gov/pubmed/?term=Lehmann%20BD%5BAuthor%5D&cauthor=true&cauthor_uid=25993190
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cancer also are at risk for a number of other germ line mutations, including mutations in the 

PALB2, CHEK2, BARD1, ATM, PTEN, BRCA2, and TP53 genes (Heikkinen et al., 2009; 

O'Brien et al., 2014 and Churpek et al., 2015). 

The therapeutic choice for invasive and non-invasive cancer are varied and complex. It can 

be treated via surgery, radiation therapy, chemotherapy, hormone therapy, targeted, bone- 

directed therapy. It can be categorized on the grounds of at what stage they are used and how 

it works. In local therapy, tumor is confined to breast only so surgery or radiation therapy can 

be given but in systemic, targeted, chemotherapy and hormone therapy is to be prescribed. In 

adjuvant therapy, even after surgery it appears back so, both systemic and radiation-therapy is 

given, one at a time. In non- adjuvant, chemotherapy and hormone therapy is administered 

before surgery so that after surgery, no tumor appears. 

The number and nature of genetic variants that predispose women to breast cancer interplay 

between those variants and environmental factors. The most commonly known genes in 

breast cancer are BRCA1 and BRCA2 (BReast Cancer genes 1 and 2). These genes are 

present in everyone but some are having mutation which increases the risk of breast cancer. A 

number of genes are known to be involved in inherited susceptibility to breast. The wide 

variety of work has been done on genes which are involved in DNA repair and single 

nucleotide polymorphisms (SNPs) associated with an increased risk of breast cancer.  

 

3.2 GENE EXPRESSION DATA 

Gene expression data features the absolute or relative plenty of mRNA molecules in a given 

biological sample. To measure expression data in order to quantitate number of mRNA 

molecules of species is rarely possible, in reality. There are various technologies to analyse 

the gene expression data such as serial analysis of gene expression, northern blots, 

microarrays, Reverse-transcriptase polymerase chain reaction, expressed sequence tag, 

RNA_Seq technology. Of all these technology, RNA_Seq are most high throughput and 

widely used. RNA sequencing (RNA_Seq) is a high-throughput technology that was newly 

developed in 2008 for comprehensive transcriptome study (Wang et al., 2009). The Cancer 

Genome Atlas and Encyclopedia of the regulatory elements projects have used RNA_Seq 

approach to outline the primary tumor samples and cell lines respectively (TCGA: data 

portal, ENCODE: data matrix, 2013). After this, RNA_Seq technology gained significances. 

 In order to understand the principle behind different algorithm of RNA_Seq gene expression 

data, we need to understand the basic principles on which RNA_Seq technology is based.  

RNA_Seq technology is based on high throughput sequencing principle, gives single base 

resolution. Its uses expand deep sequencing technology. In some cases, it relies on genomic 

sequence and having low background noise. A complete or fractionated portion of RNA is 

converted into fragments of cDNA library with ligated adapters to one or both ends. It is then 

sequences with or without amplified from one or both ends. The number of reads comes 

depends on DNA-sequencing technology used, typically 30-400 base-pairs. After sequencing, 

these reads are then aligned to either the reference genome or de-novo, without genome 
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sequence to produce a map, consists of transcriptional structure and gene expression level. 

There are four commercial next-generation sequencing (NGS) platforms available for 

RNA_Seq: Illumina, SOLID, Ion Torrent, and Roche 454. It concurrently maps transcribed 

regions and gene expression. It is having ability to distinguish different isoforms and also 

allelic expression. It also provides information about SNP in transcribed regions(Cloonan et 

al., 2008 and Morin et al., 2008).To quantify gene expression level, it shows dynamic range 

more than 9000 fold (Nagalakshmi et al., 2008). It depends on low amount of RNA and 

relatively low cost for mapping the transcriptomes of large genomes. It also gives information 

regarding the functional pathways of gene and its regulation process (Khatoon et al., 2014). It 

can be used to detect variants in the sequence and through transcription it imparts an 

investigation of the basic tumor DNA sequence (Xu et al., 2013). For genome wide 

identification of germinline variants (Miller and Hill, 2013) and somatic mutations 

(Chandrasekharappa et al., 2013and shah et al., 2009), some researchers has used RNA_Seq 

alone. 

In 2006, National Cancer Institute and National Human Genome Research Institute launched 

the program named The Cancer Genome Atlas (TCGA). RNA_Seq derived data is one of the 

source of gene expression, collected by TCGA. It compiles and analyse the tumor samples 

and presents the information regarding participant in the program, metadata histopathology 

slide images and its molecular information. In this, every platform produces various data 

types, associated with data levels. In Illumina’s platform, the brief overview of steps involved 

in this is firstly library is prepared for the interested sample and then sequencing is done to 

convert input RNA into small DNA fragments. In library preparation, it includes ploy-A-

RNA isolation, RNA fragmentation, RT to cDNA using random primer, adapter ligation, and 

size selection from gel and PCR enrichment. Then this cDNA library is placed in flow cell 

where amplification is done and then converted into double stranded DNA clusters. This flow 

cell is then putted into the sequencing machine, and sequencing is to be done in parallel. The 

given number of cycle is headed in which four fluorescently labelled nucleotides are added 

and emitted signals are recorded. This intensity then converted into base calls. The length of 

reads and its number is determined by the number of cycles and number of clusters 

respectively. Data levels characterize the data in TCGA so that researchers can locate their 

data of interest. Four levels of data are present in this: Data level 1 shows raw data, which is 

not normalized and low level for single sample.  Level 2 shows normalized, processed data 

which is interpreted for the molecular abnormalities presence. Level 3 is an aggregate of 

processed data from single sample and is segmented or we can say an interpreted data. Level 

4 shows for the particular region of interest, gives quantified  association based on molecular 

abnormalities, clinical variables, sample’ characteristics. The data created in Level 3 is by 

two methods: the original method follows Reads per Kilo-base of exon model per Million 

mapped reads (RPKM) and another method is combination of Map_Slice and RNA_Seq by 

Expectation Maximization (RSEM) to determine the gene expression level.   

In RNA_Seq analysis, sequenced reads have to be normalized. It is to be done to ensure the 

results of gene expression. It has been proposed to eliminate the unwanted variation in the 

data. There are various methods available for the normalization: Total counts, Upper 

http://www.ncbi.nlm.nih.gov/pubmed/?term=Khatoon%20Z%5BAuthor%5D&cauthor=true&cauthor_uid=25160072
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quartiles, full quartiles, median, RPKM, boxplot of log 2, housekeeping gene counts. RPKM 

is one of those normalizing method, it first divides the sequenced reads by total library size 

and calculated as follows: 

RPKM = 10 9 *C / N*L 

C denotes the number of reads that can be mapped onto the exon of genes. 

N – Total number of reads in a sample. 

L – Total sum of exon in base pairs. 
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RNA_Seq workflow 
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                                                                  Mapping is done onto genomes 

 

 

                                                                         Calculate RPKM 

                                                           

Discovery of new transcript                   RPKM 

Fig 1: RNA_Seq workflow 

Analysis of Gene expression matrix 

The two ways to study the gene expression matrix are either comparing expression profiles of 

gene by comparing rows or sample by comparing column in gene expression matrix. This is 

done to look for either similarity or differences in the row or column. If rows are similar, then 

can be assumed the respective genes are co-regulated to each other or if columns are similar 

then genes are differentially expressed in samples. These objects are regarded as n- 

dimensional vector where n is the number of genes for sample comparison or a number of 

samples for gene comparison. Euclidean distance between object is the eventually choice for 

the comparison, but most apparent choice is to use correlation coefficient for gene expression 

data analysis.  

We can study the expression matrix in either supervised or unsupervised way. The best 

example for unsupervised way is clustering where correlated genes or sample can be found. 

Clustering techniques are not new to analyse gene expression matrix but there are various 

algorithm have been proposed for it. A very easy way to discovering interesting gene is 

comparison of expression profile of differentially expressed genes (Brazma et al., 2000; 

2003).  

In analysing gene expression data,  while extraction of information there are sometimes a 

problem occur that is, the data matrix showing some missing values or undefined in the gene 

expression data. There are wide variety of method are available to extract this information 

from the existing data using statistical methods. Row average method means which takes 

average of the interested gene of expression, weighted k-nearest neighbors and expectation 

maximization (Bo et al., 2004 and Troyanskaya et al., 2001).These data matrices are too 

large to study manually, so automated methods required to reduce the dimensionality.  
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3.2.1 PEARSON CORRELATION COEFFICIENT 

In  1880’s, correlation coefficient plan was introduced by the Francis Galton ,later on refined 

by the Karl Pearson  ( Galton et al.,1877,1885,1886; Pearson,1985 and Stigler et al.,1989). 

Pearson published the paper on treatment of correlation and regression in 1896 in the 

Philosophical Transactions of the Royal Society of London where, he credited Bravais for 

giving the initial correlation mathematical formulae in 1846 (Galton et al., 2001).  

In the field of statistics, Correlation is a method to explore the relationship between the two 

quantitative, continuous variables. Pearson’s correlation coefficient (PCC) is a measure of the 

strength of association between the two variables. It is extensively used in the sciences as a 

method of the degree of linear dependence between two variables. Its value lies between the 

range of +1 and-1, where if showing positive values then depicts that one variable is directly 

proportional to the other variable in positive manner and in case of negative values it shows 

variables are directly proportional but negatively correlated to each other and zero implies 

that there is no correlation between the variables. It tells how much two random variables 

vary together and divided by the product of their quantified amount of variation in a given set 

of values (standard deviation).   

In Pearson product moment correlation method, suppose σa and σb are the standard deviations 

of two random variables a and b respectively. Then Pearson product moment correlation 

coefficient between the variables is denoted as: 

ρa,b = [cov(a,b)]= [E((a-E(a))(b-E(b))] / σa* σb   

E(.) shows the expected value of the variable, cov is covariance , σa is the standard deviation 

of variable a and  σb is the standard deviation of variable b. 

To implement this, we must be firm that the interval data attain from the paired observations 

and normally distributed variables. If data contains extreme values they may affect the results 

and sometimes it could be ambiguous when non-linear relationship variables are considered. 

It can be calculated for population and sample represented by ρ and r respectively. 

In case of population, Pearson correlation coefficient is described as: 

ρa,b = cov(a,b) / σa* σb .  

In terms of mean and expectation, cov (a,b)= E [(a- µa)(b- µb)] 

It can also be: ρa,b = E[(a- µa)(b- µb)] / σa* σb  , where µa is the mean of ‘a’ variable and µb is 

the mean of ‘b’ variable. 

The formulae for µa = E (a), µb = E (b) 
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σ2
a = E [(a-E (a)) 2] = E (a2) - E (a) 2 

σ2
b = E [(b-E (b)) 2] = E (b2) - E (b) 2 

E [(a- µa) (b- µb)] = E [(a-E (a)) (b-E (b))] = E (a*b)-E (a) * E (b) 

ρa,b = E (a*b)-E (a) * E (b) / √ E (a2) - E (a) 2 * √ E (b2) - E (b) 2 

The research to analyse the sequenced data which are transformed into matrices of gene 

expression contains, genes in rows and sample in columns. PCC is extensively used in 

similarity measure for gene expression data and evinces effective in its analysis. It can be 

calculated corresponding to gene or sample depends on researcher’s interest. 

Proximity measurement measures the similarity or closeness strength between two data 

objects. In case of RNA_Seq data, gene behaves as an object where its connectivity is 

measured by the expression profile pattern of these genes. PCC method does the same by 

analysing the shape profile gene expression pattern and gives the correlated values (Jiang et 

al., 2004). It accounts the rank of a gene expression variable. It also constructs the network of 

co-expressed genes. It is determined in the samples for all pairwise comparison of the values 

of gene expression. In (Butte et al., 1999), they studied Pearson correlated coefficient which 

was performed by a program written in MATLAB to find the network of related variables in 

medical datasets. They showed the network which was found consistent with basic human 

physiology. 

Pearson correlation measure was transformed into a connection strength measure by using a 

power function (connection strength (i,j) = |correlation (i,j)|^β) (Zhang et al., 2005). The 

dissimilarity of gene expression is based on 1- absolute value of PCC values (Bittner et al., 

2000). 

 

3.2.2 CLUSTERING 

RNA_Seq technology enables expression level measurement for thousands of gene in a 

parallel fashion, helping researchers to gather knowledge and insight about diverse biological 

phenomena. In order to unveil information contained in gene expression data, one of the first 

step usually adopted is cluster analysis, which finds its predominant application when genes 

that show similar expression patterns are clustered together. Clustering techniques is 

significant to explain the gene regulation, gene function and cellular processes. 

It can be taken as a tool for reducing the system’s dimensionality. In an experiment, to 

describe the state of tissue or cell, mean intensity of cluster of genes can be used in place of 

considering large number of gene intensity (U. Alon et al., 1999). Cluster analysis is an 

unsupervised way of categorization of pattern into groups. It seeks to partition a given data 

set into groups based on specified features so that the data points within a group are more 

similar to each other than the points in different groups. In this, gene with similar pattern of 

expression is clustered together in same cluster depicts similar cellular function. In this way, 
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it can be used to infer the information of gene which is previously undetermined (Eisen et al., 

1998). The hypothesis can be generated regarding gene transcriptional regulatory network 

mechanism by interpreting the regulation of gene through gene expression data cluster 

(D’haeseleer et al., 1998). It is concise to cluster gene and sample both in the gene expression 

data. In case of gene based clustering, co-expressed genes occur in same cluster where gene 

is taken as an object and sample is feature. In sample based clustering, sample can be 

partitioned into homogeneous by taking sample as an object and gene as feature. There is no 

precise definition for it.  

Basically, clustering methods have been divided into two types: hierarchical and partitioning 

based clustering. For making the evolutionary trees, Hierarchical clustering techniques,were 

shown to be valuable (Somogyi et al., 1995; Spellman et al., 1998 and Wen et al., 1998). In 

Hierarchical based, it seeks to shape a hierarchy using agglomerative or divisive strategies. 

Its results are usually presented in a dendrogram manner. In partitioning based, it curtail a 

given clustering criterion by iteratively relocating data points between clusters until a locally 

partition is attained. 

Its method is divided generally into two classes: supervised and unsupervised clustering. In 

supervised, gene vectors are categorized on the ground of its reference vector. In 

unsupervised classes, there is no or little prior knowledge of gene so it is done without any 

predefined reference vector. 

 There are many clustering methods which can be applied on the analysis of gene expression 

data. Some of them are Hierarchical clustering, Self-organizing maps, K-mean clustering, 

Methods based on within cluster maximization and between cluster similarity minimization, 

Ensemble method, Biclustering methods. Methods based on graph theory were used for the 

clustering of cDNAs based on their oligonucleotide (Hartuv et al., 1999). K-means method is 

attributable to both simplicity and practicality. It supports the numeric columns. It is widely 

used for gene expression analysis in data mining. It is considerably faster than the iterative 

partition and Cluster Affinity Search Technique (CAST) algorithms. 

Its aim is to make low variance within the clusters and large variant across the clusters by 

separating the objects into groups. Depending on mean expression vector in each cluster, 

distance between clusters can be evaluated (Parmigiani et al., 2003). 

K-means algorithm (k dhiraj et al., 2009) 

1. Take k initial cluster centre {S1,S2,...,Sk} randomly from n-points{P1,P2,...,Pn}. 

2. Assign points(Pa), where a ={1,2,…,n} to clusters {Cb} where b={1,2,…,k}. 

If || Pa-S|| < ||Pa-Sc|| where c = {1,2,…,k} and b ~= c. 

Ties are resolved arbitrarily. 

3. Compute new cluster centres{S1
*,S2

*,…,Sk
*}as follows:  Sa=1/n ∑pb ∈  CaPb,               

where a={1,2,..k} , na is the number of elements belonging to cluster Ca. 

4. If Sa*=Sa, a ={1,2,…,k}, then terminate the process here otherwise repeat step 2. 
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Flowchart of enhanced k-means clustering (Muhammad Rukunuddin et al., 2013) 
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Fig 2: k-means algorithm flowchart in clustering methods.  

 

 

Determine the number of centroids, k and initialize the set of 

centroids randomly represented by the objects 

Assign the objects to the cluster with the closest (Euclidean 

distance) between them.  

Assigning 

successful 

Compute new centroids by recalculating the positions of k-
centroids 

Evaluate the distance and grouping based on minimum distance 

Reach the 

stop 

End  

Start 
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3.2.3 GENE RANK 

The Page Rank (PR) algorithm (Page et al., 1999) is used by Google to rank the web pages in 

results of their search engine which appears to be similar to the situation of analysis of gene 

expression data. In case of PR, web pages are denoted as nodes, hyperlinks as edges. It shows 

directed graph network. The rank of page is given by sum of rank of those pages which are 

linked inbound to it and their rank is given by the rank of pages which links to them. It does 

not consider all the inbound links equally. Every page has some forward links (headed away 

from the page) and backlinks (towards the page) rank is assigned high if the sum of its 

backlinks is high. The Algorithm of PR has random walk interpretation which tells that, rank 

of webpage depends on time spent on page while surfing the web pages and also some other 

attributes such as page size, hyperlink and headline context, updation time of pages and 

number of changes done in it. Damping factor (d) is also known as decay factor, it shows the 

chance that user can get out of the current page by not clicking hyperlinks in it but request to 

random new page. The random walk distributed algorithm for nodes in a network takes O 

(log n /∈) for both directed and undirected network. N shows the network size and ∈ is the 

reset probability. In case of undirected graph PR is statistically near to the degree of graph 

Where F is the degree distribution vector 

F = 1 / 2|E| [deg (p1), deg (p2),..,deg (pN)] 

Then 1-d / 1+d||1 / N*1 -F||1 ≤ || PR-F||1 ≤ ||1 / N*1 -F||1 shows page rank is equals to 

distribution vector if graph is regular. 

 Its mathematics is quite general and can be applied to any network or graph in any sphere. It 

can be computed in any of the two ways either algebraically or iterative method. The 

efficiency depends on frame work for the computation, definite implementation of methods 

and preciseness of results required; computation time can vary for these methods. 

 

      

                                      

                                     

Fig 3: Page Rank basic concept of ranking. 

Suppose A,B,C are the web pages, initially all pages are assigned same value, outbound links 

as  L(B), L(C),then the PR for A is given by: PR (A) = PR (B) / 2 + PR (C) / 1   OR   PR (B) / 

L (B) + PR (C) / L(C) 

In general Page Rank, for any page x and y is expressed as: 

PR(x) = y ∈ B x ∑ PR(y) / L(y). 

PR of x dependent of PR value of y contained in set of B x.  

B 

 

C 

A 
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Page Rank of web page is updated when-ever any new page is added to it. 

Gene rank (GR) is the immediate modification of the PR that preserves its mathematical 

properties. As in case of Google Page Rank, it counts the votes from highly ranked page, in 

the same way in case of gene expression data analysis, the expression measurements, such as 

protein interaction data, functional annotations, or previous experimental result is considered. 

In this, node is represented as a gene and edges as the previous knowledge. It shows un-

directed network. Its algorithm provide enhanced ranking of the genes than the ranking of 

change of pure expressions and that can be further used in analytical advancements. 

 

 

 

 

 

Fig 4: Gene rank concept. 

Let us suppose, there are 4 genes, gene1, 2, 3 are showing highly differential gene expression 

value but gene 4 is depicts no differential expression,  if it is a transcription factor that 

regulates the expression of those gene which are connected to it, so linked to highly 

differentiated gene make it ranking high in gene rank. This is the reason, why in RNA_Seq 

experiment a gene with lower in its position can get high rank. 

Gene rank algorithm based on page rank algorithm (Morrison et al., 2005). 

Web Page Rank in PR algorithm is shown by (1-d), where d (damping factor) is taken as 

0.85, so in case of gene rank it is considered as (1-d) ex   where ex is denoted as gene 

expression change values, and d (that controls the weighting of change in expression related 

to connectivity used in the measurements) is assumed to be 0.9. Suppose p |n| s which shows 

the gene s, ranking after doing n number of iterations. Initially it is taken as p [0] = ex / ||ex||1. 

||.||1 shows vector 1-norm.  

After that suppose p |n| 
s = (1-d) ex s+ d   i=1 

N∑ Wi s p i 
[n-1] / deg s, where 1≤ s≤ N.  

 deg s :=  i=1 
N∑   W i s , W belongs to PN*N shows gene network connectivity matrix, so W is= 

W si =1 if both i and s gene are connected to each other, otherwise it will be 0. . If d=0, then 

p=ex which shows ranking is based only on gene expression level. If d=1, ranking is based on 

connectivity. 

In case of PR algorithm transmit occur in the random walk process which is tendentious 

towards preferred location of user and in gene expression analysis, it is towards expression 

level. 

1 

2 

3 

4 
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The abstract principle of page rank algorithm has both random walk interpretation and vote of 

confidence and for the situation where ex i = 1, it reclaims the original Google Page rank  

GR can be calculated using any of the two forms: Pearson Correlation coefficient or Gene 

Ontology (GO) annotation. PCC shows the extent and direction of the relationship between 

two variables. GO annotation appends the cellular component, molecular and biological 

process information to gene. If PCC denoted by r, r > 0.5 then gene are considered as 

connected which has no justification and correlation coefficient brushes off negative value. In 

case of GO annotation it is difficult to form a matrix with 2.5*109 elements if 50,000 genes 

are being considered. Due to these drawbacks, ranking method is again revised by Eugene 

Demidenko.  

Gene rank method (E. Demidenko, 2015) uses squared correlation coefficient (R2) and this 

method is free from above shortcomings. Conventionally, GR is calculated using t-statistics 

or we can say that correlated with the phenotype (Winter et al., 2012 and Zuber et al. 2009). 

But in this method, only gene connectivity problem is considered regardless of phenotype. 

In this, data is expressed as n×m matrix where n denotes number of rows with gene and m is 

number of samples. Consider two gene s and i, PCC is calculated for n×n matrix gives both 

positive and negative values, which shows positive and negative relationships respectively. 

But here, only interest is in gene connectivity so squared correlation coefficient(R 2 = {r 2 
si}) 

is taken if it is more towards 0 shows no relationship, but if it is approaching 1 gives linear 

dependency. R 2 depicts the co-expression network. As r 2 
si in the s th row shows its gene 

connectivity. This data is normalized so that gene in row can be compared to each other, 

which is given by: 

R2 *si = r 2si / 
n k=1∑ r 2sk 

It is stated as normalized squared correlation matrix, belongs to the stochastic matrices where 

every element in the matrix is non-negative and its sum is 1. 

Suppose ps is the gene rank for the gene s, then another to calculate its weighted sum of 

squared correlation coefficient ps: ∑ n s=1 p s r 
2

*siwhere, weighted is done with respect to 

connectivity and in page rank, there is iterative definition of p. 

Then, iterative definition for microarray enriched gene rank: 

Pi = 1 / n * (1-ai) + ai  s=1 
n ∑ ps r

2 * si  ; i=1,2,3….n 

It represent earlier knowledge for the gene i connectivity and connectivity information from 

the expression data. 

From this p=H’p   where,    

H= 1/ n (1-a) 1’ + AR*2  

From the definition it can be analysed that the dissipation of sth gene rank to the remaining 

genes having n number of connections. And this connection can be represented by: 
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 M s i = p s p i H i s ×100%. 

All M s i are nonnegative and the sum of M s i over s = 1, 2, .., n is 100%. 

Cluster analysis and gene rank  

Cluster analysis techniques such as k-means and hierarchical is used to make grouping of 

genes showing some similarity pattern, before this data normalization is to be done. Pearson 

correlation coefficient can be expressed through calculating Euclidean distance between 

normalized samples of s and i genes. The formula is given by: 

Zs - Zi = √2 (1-psi). 

According to above formula, which gives the idea of there is a relationship exists between 

Gene rank and cluster analysis. From this, it can be interpreted that genes within same cluster 

showing genes with high gene rank due to their closeness and Gene Rank  density, which is 

the mixture of number of components would be same the number of clusters 
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4. METHODOLOGY 

In this, every step from file preparation to cluster was done in R.3.1.2 console window, code 

for which is given in appendix. 

DATASET 

In order to perform the analysis, Breast Cancer data was required. We collected all available 

tumor sample file data from TCGA, by applying filter settings for the disease-BRCA, (Breast 

Invasive Carcinoma), the platform UNC Illumina HiSeq_RNASeq level3 data (consists of 

exon quantification file contains calculated expression signal of gene, gene quantification file 

contains particular composite exon of gene’s expression signal, and in spljxn file, expression 

signal of particular composite splice junction of a gene). 

The quality control and processing of the data were done by workgroup of Broad Institute’s 

TCGA. Trimmed annotated gene quantification files were selected for the analysis purpose. 

FILE PREPARATION 

In file preparation, retrieved only RPKM variable values of all the genes of data file and 

merged all the sample file data. 

Merged data must ensure that it contains common genes from all the data file. So, we 

removed the redundant genes occurring in sample file. The genes containing zeros-value in 

the sample files were deleted. 

GENE RANK EVALUATION 

Gene rank was developed by Morrison et al., based on the principle of PageRank in Google. 

There are two versions of Gene Rank: GO annotation and Pearson correlation coefficient. It 

shows the intricacy of genetic organisation. It shows new biological vision as connectivity 

within the group or cluster. 

It was calculated by giving above merged data file as an input and then on using script gives 

the file containing gene with their rank value. In this, different damping factor values (a = 

0.8, 0.85, and 0.9) has been used to plot the Gene rank density plot and rank value. 

CALCULATING PEARSON CORRELATION COEFFICIENT 

Correlation is a method to explore the relationship between the two quantitative, i.e. 

continuous variables. It measures the range to which two variables tends to change together. 

It shows both direction and strength of relationship.  

 Pearson’s correlation coefficient is a measure of the strength of association between the two 

variables. A relationship is linear in case of when change in one variable is proportional to 

the change in other variable. 



23 | P a g e  

 

It was done by giving above transpose merged file as an input and then run a command which 

results in genes correlation coefficient values with respect to each other.  

CLUSTERING  

Clustering is the fundamental task in data mining. Its model is used as both supervised and 

unsupervised learning method. Its goal is to find a new set of categories and their assessments 

are intrinsic. Many clustering methods are available with different induction principle. We 

used the K-means method under partitioning group. 

It was performed by giving normalized matrix of merged file as an input and then after 

writing script based on k-means algorithm, it makes the required graph of cluster. 
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5. RESULTS 

In this section, the results in tabular form are given in the DVD enclosed with it.  

DATASET 

The data file retrieved from TCGA (https://tcga-data.nci.nih.gov/tcga/dataAccessMatrix.htm) 

is 19.654GB. It contains RNA_Seq file folder consists of 881 sample file. The gene 

quantification file of 832MB consists of gene Entrez/LocusLink symbol followed by its ID, 

raw_counts, median length normalized and RPKM variables value of 20533genes. 

FILE PREPARATION 

In prepared file, we found only one redundant gene (SLC35E2) and 9 genes with zero-value 

in the all files, and 29 unknown genes which have been removed. The outcome file after 

merging all the sample files contains 20494 genes with their RPKM values forming 

20494*881 matrix data file. The prepared file is shown in Table 1.  

GENE RANK CALCULATION 

Using the script for gene rank calculation, merged 20494*881 matrix data used as an input 

produces normalized matrix and then further processing gives the rank of all genes in output 

data file. As we have used different value for damping factor parameter, from all these we get 

almost similar rank of the gene with some variation in their values.  

High ranking genes also involved in various other cancer types. The results are shown in 

Table 2, 3, 4 in which gene rank was calculated using different damping factor. In Table 2, 

we have considered damping factor, a= 0.80, Table 3 was calculated using a=0.85, Table 4 

using a=0.90. Figure 5 shows gene rank density curve using a=0.8, Figure 6 shows with 

a=0.85 and Figure 7 shows gene rank density plot for a= 0.9. 

 

Fig 5: Gene rank density curve using a = 0.8 showing at the extreme rank values, density is low. 
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Fig 6: Gene rank density curve using a = 0.85 

 

Fig 7: Gene rank density curve using a= 0.9 
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PEARSON CORRELATION COEFFICIENT 

After transposition of above 20494*881 matrix data, gives 881*20494 matrix file. By giving 

this file as an input in R-console window and running a Pearson correlation coefficient script 

in, it gives 20494*20494 matrix data file which contains correlated coefficient values of gene 

with respect to each other.  

According to gene rank calculation, different sets of higher ranking genes has been taken and 

then calculated their Pearson correlation coefficient for the analysis purpose. The genes 

which shows highly correlation to other gene is similar in their some process aspect. Results 

are displayed in the Table 5, 6, 7, 8, 9. Table5 shows the value of all gene expression data. In 

Table 6, we have taken top 50 ranking genes from calculated gene rank and then estimated 

their Pearson correlation coefficient values, Table 7 shows value for top 100 ranking genes, 

Table 8 shows value for top 300 ranking genes and Table 9 shows PCC value for top 500 

ranking genes. Figure 8, 9, 10, 11 shows correlation plot of genes with respect to each other.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 8: Correlation plot for the top 50 ranking genes. In this, Pearson correlation coefficient plot of genes 

with respect to each other is shown here, x- axis and y- axis are showing the genes. 
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Fig 9: Correlation plot for the top 100 ranking genes. In this, Pearson correlation coefficient plot of genes 

with respect to each other is shown here, x- axis and y- axis are showing the genes. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 10: Correlation plot for the top 300 ranking genes. In this, Pearson correlation coefficient plot of 

genes with respect to each other is shown here, x- axis and y- axis are showing the genes. 
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Fig 11: Correlation plot for the top 500 ranking genes. In this, Pearson correlation coefficient plot of 

genes with respect to each other is shown, x- axis and y- axis are showing the genes. 
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CLUSTER ANALYSIS 

Clustering method makes graph which depicts more correlated genes in the same cluster and 

distant in different clusters. Results are displayed in the Figure 12, 13, 14, 15 and in Table 10, 

11, 12, 13. In Table 10, 11, 12, and 13, it locates the cluster number of each gene for different 

values of k. 

 

Fig 12: Cluster plot of gene expression data using k = 2. Black color in graph shows cluster 1 and red 

color shows cluster2. 



30 | P a g e  

 

 

 

Fig 13: Cluster plot of gene expression data using k = 3. Black color in graph shows cluster 1 and red 

color shows cluster 2 and green color shows cluster 3 
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Fig 14: Cluster plot of gene expression data using k = 4. Black depicts cluster 1, red shows cluster 2, green 

is cluster 3 and blue shows cluster4. 
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Fig 15: Cluster plot of gene expression data using k = 5. Black color shows cluster 1, red is cluster 2, green 

is cluster 3, dark blue is cluster 4, light blue shows cluster 5. 
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6. DISCUSSION AND FUTURE PROSPECTIVES 

Recent decades have shown tremendous improvements in the area of high throughput 

sequencing which led to exponential growth of data. The efficient processing, storage and 

retrieval of such data becomes the fundamental requirement for interpretation of gene 

expression data, multidisciplinary approaches have become inevitable to deduce the 

underlying biological information. Genomics is the fundamental of cancer; large numbers of 

genes are involved in this, to study each and every gene is not an easy task. We need to 

develop a consensus approach to prioritize the gene and our study is conducted to deal with 

this problem. 

RNA_Seq technology enables the measurement of expression level of thousands of genes and 

also provides knowledge to the researcher and gives insight to biological phenomena.  

Various statistical softwares are available for data analysis, but we did our analysis in R-

statistical software and any other software can also be used to analyse and compare the data 

to retrieve the information. 

Gene Rank method considers some previous knowledge of gene connectivity and added 

information of its biological process and molecular function for its ranking procedure. It is 

the basis of Google’s Page Rank algorithm (Morrison et al., 2005), so scientist should spend 

time to that gene which comes with high rank for further analytical advancements. This 

method improves the understanding of gene connections in the sample data.  

 In (E. Demidenko, 2015) studies, he has taken several microarray data sets and calculated the 

gene rank to show the complex gene connections in organs and organisms. They have used a 

priori knowledge (constant damping factor) for their calculation. Here we have calculated 

gene rank for Breast Cancer RNA_Seq gene expression data from TCGA with different 

damping factors, gives similar ranking of the genes with some difference in their values. GR 

approach and clustering shows close relation with respect to each other, so high rank genes 

are present in same cluster due to more correlated to each other. 

In (Butte et al., 1999), they studied Pearson correlated coefficient which was performed by a 

program written in MATLAB to find the network of related variables in medical datasets. 

Various correlation measures are available to determine the closely related gene in gene 

expression data. Pearson correlation coefficient perceived as the proximity measures and no 

broad study has been conducted to analyse other correlation coefficient in our study. It tells 

about linear relationship of gene in respect to each other.  

In order to get information contained in the gene expression data, the most used approach is 

making cluster of the genes, which gathers genes with similar expression pattern in same 

cluster and different in different clusters. A very easy way to discovering interesting gene is 

comparison of expression profile of differentially expressed genes (Brazma et al., 2000; 

2003). The clustering result is displayed in graphic manner which represents both clustering 

and basal expression data of gene in a precise and coherent manner. Genes in same cluster 

shows that genes share some common cellular processes (Eisen et al., 1998). Co-expressed 

http://www.pnas.org/search?author1=Michael+B.+Eisen&sortspec=date&submit=Submit
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gene might be due to statistics capture similarity in shape. In their study, hierarchical 

clustering based on average linking method was used to compute dendogram.  Our analysis 

was conducted using K-means algorithm to compute the clusters, this method is attributable 

to both simplicity and practicality and we found that genes within the same cluster sharing 

some cellular processes. Different algorithm based clustering method may also be used to 

analyse gene expression data. 

In this study, we have considered sample data from diseased tumor, this approach can also be 

used to compare diseased, control and treated data which can provide helpful information of 

gene expression in different states of sample. These approaches may be used for a 

homogeneous sample or for comparison of gene connectivity among cases and controls. 

In our analysis, we have taken three different damping factors in Gene rank calculation for 

diseased state. In future it can be used by taking more different damping factors for the gene 

rank calculation in different state of sampled data. 

In our study, TCGA database has been used to collect the RNA_Seq gene expression data file 

to prioritize the gene, data from other databases may also be taken to analyse the gene 

expression for any diseases to get more useful information. We conducted these approaches 

using RPKM variable, other variable can also be used to analyse the data. 

Ranking of gene can be helpful in making assumptions for the gene pathways generation and 

comparison of gene connectivity. To understand the genetic complexity, more studies are 

required. 

The genetic information status may have advantages in-depth understanding of the diseases 

and in its treatment planning. So, the top ranking genes determined from these techniques 

may be useful to the researchers for further analysis in genomics. It may provide in-sight to 

the driver of mutation and can be beneficial in personalized medicine. Finding the genes from 

this way may provide potential target for therapeutic analysis in various diseases. It improves 

the ability to diagnose, treat, and prevent cancer through a better understanding of the genetic 

basis of this disease. 
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7. CONCLUSION 

To analyse the gene expression data of Breast cancer, we collected RNA_Seq data available 

from TCGA for giving the preference to the genes in our study. We extracted the genes 

RPKM variable values (one of the normalization process in RNA_Seq) from that data.  

During file preparation we came across that all the data files were not having completely 

similar genes. It shows some redundant gene, also the genes carrying zero values (did not 

express in the data sample) and some unidentified genes. To make the data in precise and 

coherent manner, we eliminated these anomalies and formed the consistent file.  

In statistical analysis using R-software, to get meaningful information of gene we used Gene 

Rank, Pearson correlation coefficient, and Cluster techniques.  

In Gene Rank, the file of genes with their gene rank value was obtained. The genes with 

higher position gets higher rank in file. Higher ranking gene also shows their involvement in 

other type of tumor. The density of genes at extreme position in graph is low.  

In Pearson correlation coefficient, relation of genes with respect to each other gives the 

stability of genes expressing together in sample. The positive value shows if one gene 

expression is increasing, the other will also be increasing, and vice versa depicts the 

coexpression of genes. On the contrary, negative value shows if one is increasing other will 

be decreasing, and vice versa depicts if one is expressed then other is not. The values greater 

than 0.5 threshold shows more related genes with each other in the data, they may express 

coherently. 

In clustering approach, every cluster contains various genes which shows some similarity 

pattern such as in case of cluster calculated using k=4, Cluster 1 having AURKB involved in 

mitotic spindle attachment to the centromere (Gisselsson et al., 2008), TUBA1 called tubulin 

α in structural molecule is related with cell division activity (Stotz et al., 1999) and TPX2 is 

involved in a spindle assembly protein (Wittmann et al., 2000). In Cluster 2, CDCA7 

involves in cell division cycle associated with proliferation (Janicki et al., 2011), MSH2 in 

DNA repairing (Schofield et al., 2003), LBR provides interaction between lamina B and 

chromatin (Pyrpasopoulou et al., 1996). Cluster 3, RBMS3 shows some cytoplasmic 

functions (Penkov et al., 2000), LDB2 in regulating the cell migration (Storbeck et al., 2009) 

and PLSCR4 involves in regulation of translocation of phospholipids (Phillippe et al., 2006). 

In case of Cluster4, gene such as PJA2 responsible for proteasomal degradation (Yu et al., 

2002), KIA1109 involves in regulation of cell growth and differentiation (Dutertre et al., 

2010), POLK in DNA repair (Wood et al., 2005) and BAZ2B (Jones et al., 2000) in 

transcription regulation and in components of the remodelling complexes of chromatin. In the 

same way in all clustering approaches, separation of groups shares some pattern. Genes 

within the same cluster shows some similarity pattern for its clustering and also correlated to 

each other.  
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Fig 16: Gene rank density curve for the most susceptible gene in Breast Cancer. 

In Figure 16, gene rank density curve for most susceptible gene in Breast cancer found by 

(De Jong et al., 2002) has been shown, which tells that the higher ranking gene were present 

in low density region. 

 In Table 14, we have shown top 20 ranked genes from each cluster and analyse its Pearson 

correlation coefficient values with respect to genes, coloured cells shows the most correlated 

genes..  

In Table 15, shows Pearson correlation coefficient value of the Breast cancer susceptible gene 

in our data. And Table 16 shows susceptible genes, rank value corresponding cluster number 

for a=0.80, 0.85 and 0.9 

From all these techniques we came to know, that genes within the cluster, shows high rank 

and more correlated to each other against the other genes. So from this study, we found that 

results obtained from these methods can be used to predict gene priority. 
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9. APPENDIX 

METHODOLOGY CODE IN R 

RETREIVING RPKM VARIABLE FROM DATA FILE  

setwd("drivename:/foldername") 

p1=filename[,c(gene column number, RPKM column number)] 

row.names(p1)=p1$gene 

head(p1) 

p1$gene=NULL 

write.csv(p1, "RPKMfilename.csv") 

 

DATA FILE MERGING  

setwd("drivename:/foldername") 

l=list.files() 

a1=read.csv(l[1],header=T,sep=",") 

for(i in 2:length(l)){l1=read.csv(l[i],header=T,sep=","); 

 colnames(l1)[1]="gene";  

colnames(l1)[2]=l[i];a1=merge(a1,l1,by="gene")} 

write.csv(a1, “mergedfilename.csv”) 

 

TRANSPOSE CODE FOR MERGING FILE  

k1=read.csv("mergedfilename.csv",sep=",",header=T,row.names=1) 

k2=as.matrix(k1) 

k3=t(k2) 

write.csv(k3,"transposemergedfilename.csv") 
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CORRELATION COEFFICIENT  

a=read.csv("transposemergedfilename.csv",header=T, sep=",", row.names=1) 

d=cor(a) 

write.csv(d,"correlationfilename.csv") 

 

CORRELATION PLOT 

X= read.csv(“merge file name”, header=T, sep=”,”, row.names=1) 

Y=cor(X) 

 plot(Y) 

 

GENE RANK  

B= read.csv("mergedfilename.csv", header=T, sep=",", row.names=1) 

 x.bar=rowMeans(B) 

 Bsub.mean=B-x.bar 

 sdB=sqrt(rowSums(Bsub.mean^2)) 

 Z=(1/sdB)*Bsub.mean 

eps=0.0001;maxit=10 

 a=0.9 

 n=nrow(Z) 

 m=ncol(Z) 

 sumR2=rep(0,n) 

 for(i in 1:m) 

 for(j in 1:m) 

 { 

 tij=sum(Z[,i]*Z[,j]) 

 sumR2=sumR2+tij*Z[,i]*Z[,j] 
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 } 

 s=sumR2/sqrt(sum(sumR2^2)) 

 for(it in 1:maxit) 

 { 

 tR2s.fast=rep(0,n) 

 for(i in 1:m) 

 for(j in 1:m) 

 { 

 lij=sum(Z[,i]*Z[,j]*s/sumR2) 

 tR2s.fast=tR2s.fast+lij*Z[,i]*Z[,j] 

 } 

 s.new=(1-a)/n*sum(s)+a*tR2s.fast 

 s.new=s.new/sqrt(sum(s.new^2)) 

 adiff=max(abs(s-s.new)) 

 if(adiff<eps) break 

 s=s.new 

 } 

Write.csv(s, “generankfilename.csv”) 

 

GENE RANK DENSITY CURVE 

h= read.csv("generank filename.csv", header=T, sep=",") 

 fs= density(h$rank) 

 plot(fs, main="gene rank density curve(a=0.8)", xlab="gene rank", ylab="density") 
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CLUSTERING  

op1=Z 

prc=prcomp(op1,scale=T,center=T) 

head(prc$x) 

pc.comp <- prc$x 

pc.comp1 <- -1*pc.comp[,1] 

head(pc.comp1) 

pc.comp2 <- -1*pc.comp[,2] 

X <- cbind(pc.comp1, pc.comp2) 

cl <- kmeans(X,4) 

plot(pc.comp1, pc.comp2,col=cl$cluster,main="Cluster PCA plot of RNA data") 

points(cl$centers, pch=16) 

l=cl$cluster 

cl$cluster 

Y<- cbind(pc.comp1, pc.comp2,l) 

colnames(Y)[3]="Type" 

Z=as.data.frame(Y) 

text(Z$pc.comp1, Z$pc.comp2, row.names(Z), cex=0.6, pos=4, col=cl$cluster) 

write.csv(l,”cluster.csv”) 

 

 

 


