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ABSTRACT 

 

The quality of electric power and disturbances occurred in power signal has become a 

major issue among the electric power suppliers and customers. For improving the 

power quality continuous monitoring of power is needed which is being delivered at 

customer’s sites. Therefore, detection of Power Quality Disturbances (PQD), and 

proper classification of PQD is highly desirable. The detection and classification of the 

PQD in distribution systems are important tasks for protection of power distributed 

network. Most of the disturbances are non-stationary and transitory in nature hence it 

requires advanced tools and techniques for the analysis of PQD. In this work S-

Transform and Histogram of Oriented Gradients are used for detection of PQD. A 

number of power quality events are generated and S-Transform and Histogram of 

Oriented Gradients(HOG) are applied for accurate detection of disturbances. It is also 

observed that when the PQD are contaminated with noise the detection becomes 

difficult and the feature vectors to be extracted will contain a high percentage of noise 

which may degrade the classification accuracy. Distinct features common to all PQD 

like Energy, Standard deviation (SD) are extracted and are fed as inputs to the 

classifier system for accurate detection and classification of various power quality 

disturbances.  
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Power quality measures the goodness of electronic devices and electrical power. 

Correctness of the amplitude, phase and frequency allows electrical systems to 

work properly. “Power Quality term is used to explain the electrical power that 

operates the electrical load and its ability to function properly”. “PQ 

disturbances/events have a wide range of frequencies and significantly variations 

in their magnitude and they can be stationary or non-stationary signals”. There are 

many causes which results in low electrical power quality. The Power industry 

comprises electricity generation, transmission and finally distribution to a user 

premises. The significance of power quality disturbance/event is mainly due to 

increased use of sensitive electronic equipments, increased use of SSD (solid state 

devices), automated and data processing equipments non linear loads and loads 

that are power electronically Switched, as well as rectifiers and inverters [2]. In 

on-line detection and identification of power quality disturbances/events it is 

necessary to know the source and cause of such disturbance for appropriate 

mitigation/corrective action. Power Quality (PQ) events like voltage sag, 

oscillatory transients, flicker, voltage swell, harmonics, spikes etc are the most 

frequent types of disturbances that appear in a system. Highly sensitive and costly 

equipment’s are connected with the power line are affected and damaged due to 

disturbances that occur randomly for very short interval of time. Voltage dips also 

known as voltage sag are amongst one of the most critical disturbances for the 

industrial equipment. “Over voltages also known as voltage swell can result in 

over heating and may destroy industrial equipments like electric motor, drives 

etc”. “Electronic systems are highly sensitive against harmonic disturbance as 

their control mainly depends either on the peak value or the zero crossing of the 

signal, and these both are extremely affected by the harmonic disturbance”. 

“So, any kind of disturbance that takes place in the amplitude, phase or frequency 

may also affect the customer’s side which is called power quality problem”. 

Decrease in the quality of power is mainly supported by disturbances like Swell, 

Sag, harmonic distortions etc. Electric motor consume more current on starting as 

compared to current when they are operating at their rated speed. Therefore, 

switching on of an electric motor may result in voltage sag. Energization of vast 

capacitor bank may result in voltage swell. In practical distribution network power 

quality has to be very good therefore to achieve this disturbances should be 

detected and classified first before mitigation step can be taken. A practical way to 

reduce the problem of such disturbances is to apply detection capabilities in 

equipments so that the disturbance of interest can be identified, captured and 

classified automatically. Therefore, good performance monitoring systems must be 

able to detect, localize and classify the PQ events for minimizing their impact by 

devising suitable corrective and preventive measures. 

Now a day’s computers have been tremendously used in our daily work, as they 

can handle a large amount of data and computations more accurately and 

efficiently than humans. So the capabilities should be exploited to do more 

intelligent tasks with high accuracy. 
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1.1  Literature Survey 
 

Power “Quality disturbances/events are generally non-stationary in nature and 

exist for a very small duration of time”. For “efficient identification of such short 

duration signals, both time and frequency domain analysis is required”. “By using 

Fourier Transform, it is not possible to completely analyze a signal as fourier 

transform only provides frequency domain information but it does not give any 

time domain information. Time domain information is very important step for 

identifying the time and duration of the occurrence of disturbance [29]”. “For 

studying non-stationary signal, Time frequency analysis is more efficient as it 

gives both time and frequency information of the signal”. “Many researchers have 

used other techniques like Discrete Wavelet Transform (DWT) and Short Time 

Fourier Transform (SFT). In (SFT) analysis, a fixed size window is used to shift in 

time for analyzing the signal which is not efficient for power quality events, 

because power quality events contain wide range of frequencies”. “In such cases 

DWT is more suitable for analysis of time-frequency variations as it contains a 

fixed window width [30]. For classifying transient disturbances wavelet based 

Radial Basis Neural Network method proposed by T.Jayasree is more effective. In 

this thesis, various PQ disturbances have been generated and HOG (Histogram of 

Oriented Gradients) and S Transform are applied to disturbance signal to detect 

the disturbance”. Gaing [50], “used Multi-Resolution technique for breaking  the 

signal into two coefficients, detail and approximation coefficients”. “In that paper  

Probablistic Neural Network has been used for classification of disturbances based 

on the features obtained from the detail coefficients through multiple 

decompositions”. Zhang Ming [60] used a method which involves RMS and FFT 

technique for obtaining the features from the detected disturbance signal. “In this 

thesis, HOG has been proposed to detect the disturbance and entropy along with 

Standard deviation are used(in case of S-Transform) as features extracted from the 

disturbance signal for classification of signal disturbance”.  

 

1.2 Objective of the Project 
 

The main objective of this work is to propose a new technique that can detect and 

classify the power quality (PQ) fast and accurately.   

 

Steps involved in detection and classification of PQD are : 

 

1. Detection of PQ events (using S-Transform and HOG).  

 

2. Feature extraction (Features like Standard Deviation, Entropy etc.) 

 

3. Classification (using SVM, Fuzzy Logic etc.) 

 

1.3 Chapter Outline  
 

This thesis contain nine chapters overall.  

 

Chapter 1 Describes the overview of the project. Few lines about introduction of 

power quality. Then, continued with introduction that gives some information 
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regarding disturbances in PQ , then literature survey, and finally objective of the 

work has been discussed.  

 

Chapter  2  Provides information regarding power quality events their cause of 

generation in real world and finally their generation details in MATLAB. 

 

Chapter  3  Tells us about the Wavelet Transform.  

 

Chapter  4  Tells us about the S-Transform. 

  

Chapter  5  Tells us about the HOG. 

  

Chapter  6  In this chapter different types of features has been discussed which are 

extracted after detection stage and behaves as input for classification stage.  

  

Chapter 7  In this chapter classification process has been discussed. 

 

Chapter 8 Simulation results showing detection of various power quality events 

using HOG and S-Transform are provided in this chapter. 

 

Chapter  9  This chapter discuss about Conclusion and Future Scope of this thesis.   
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“PQ itself has many definitions from manufacturer, consumers and utility  

perspectives”. “PQ is defined as idea of powering and grounding highly sensitive 

equipments in such a manner that is suitable for the operation of the equipment 

[70-8]”. This chapter will describe what PQ is, the problems associated to PQ and  

How power quality events are generated in practical equipments and how they can 

be generated using MATLAB. 

 

2.1 The significance of “Power Quality (PQ)” 
 

“The standard of electric power has become main issue for both consumers and 

power generation companies”. The consumers, in specific, are the party who faces 

a main damaging effect of their devices due the PQ problem or technically define 

as power disturbances”. “These disturbances/events have decreased the 

performance and efficiency of consumer’s device especially power electronics 

devices [15]”. “In seeking relief, electric power utilities and consumers tries to 

inspect, monitor, record and study of the electric power to detect the problem and 

then apply mitigation technique in order to correct the occurrences of the 

disturbance”.  

 

2.2 Types of Power Quality (PQ) Problems 

 

The most appropriate way to reduce the PQ disturbance is to install proper wiring 

and grounding systems for electrical consumers systems [10]. Another major 

factor that causes PQ problem is the use of electronic devices that are especially 

non-linear devices. The non-linear devices consumes harmonic currents, and as a 

result, harmonic voltages are generated when this harmonic current flows through 

the linear system [21]. The existance of harmonic results in many problems to  

consumer’s electrical system and device [22]. Another approach that can enhance 

the quality of power is good knowledge of PQ area. 

The theoretical situation of the performance and effect of the load usage in 

electrical equipment is very important. The performance of load relates to the size 

of cable used in the system, the appropriate mitigation technique and protective 

system used be used. One should realize that most of the PQ problems are 

originated from the load. Another problem in achieving high PQ level is that 

effects of natural causes like lightning, man-made etc problems. These problems 

cannot be avoided from the practical systems. A good protective system should be 

implemented to stop such problems in wider area.  

 

2.3 Power Quality (PQ) Phenomena 
 

“PQ has been defined in many ways in which it is used in the related field. 

Therefore PQ can be defined as less fluctuation, high performance of electrical 

system and less false operation of the system [33]”. “This definition is obtained 

from consumers point of view, which is obtained from the system application. 

From the utility point of view, PQ is defined as the ability of the generator to 

deliver the power to the consumers”. “PQ may also be defined with respect to both 

parties as the availability of the current or voltage in an electrical system to 

perform a sinusoidal characteristic [34]”. “The high variation of current and 

voltage from the desired sinusoidal characteristic shows very low PQ of the 

system”. “But since PQ problem, is defined as any change in terms of magnitude 
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and frequency in any of the both current or voltage that may cause any problem 

relating to the malfunctioning or false operation of the electrical system or 

equipment of the consumers”. “It means that, the large variations in voltage or 

current may cause serious problems to the consumers equipments or the utility”.  

“PQ phenomena characterization is applicable for all utilities, manufacturers and 

consumers side to prepare them for proper mitigation action”. “In this thesis work, 

eleven power disturbances have been discussed, which can have one or more 

characteristics as listed by PQ phenomena, these disturbances are selected for 

further analysis”. “These eleven PQ disturbances are interruption, harmonics with 

flicker, oscillatory transient, flicker, harmonics, voltage sag, voltage swell, 

harmonics with sag, harmonics with swell, harmonics with interruption, and 

impulsive transient”. The selection of disturbances was motivated by the vast 

literature available on disturbance waveform [08].  

 

2.3.1 “Voltage Sag” 
 

Voltage sag can be defined as “the deccrease in the nominal rms voltage between 

the value 0.1 p.u. to 0.9 p.u”. “The time length of voltage sag can vary from 0.5 

cycles to 1 minute”. “Sag occurs mainly due to existence of Single Line to Ground 

(SLG) faults, heavy motor starting and over current drawn activities. Voltage sag 

may also be defined as the short duration decrease of the voltage level”. “If the 

decrease in the voltage exists for more than 1-minute, we use a new term known as 

under voltage”. However, voltage sag can be divided into three broad classes 

based on the duration of interval for which sag exists. “These classes are 

instantaneous , momentary  and temporary sag [07]”. 

 

2.3.2 “Voltage Swell” 

“Voltage swell” can be defined as “the increase in the nominal rms voltage 

between the value 1.1 p.u. to 1.8 p.u”. The occurrence frequency of voltage swell 

is low as compared to occurrence of voltage sag. “The time length of voltage swell 

can vary from 0.5 cycles to 1 minute which is same as in case of voltage sag”. 

“The factors that may result voltage swell includes light system loading, incorrect 

tap setting of the transformer etc”. However, voltage swell can also be divided into 

three broad classes based on the duration of interval for which swell exists. “These 

classes are instantaneous, momentary and temporary swell as discussed in case of 

voltage sag”. If the continuous duration of increased voltage is more than 1 

minute, then overvoltage term is used preferable. “Placing fast acting tap changers 

in the electrical system can be used to mitigate voltage swell”. “The severe effects 

of voltage swell event includes overheating of devices and high iron loss in 

maximum machines applications [07]”.  

 

2.3.3  Interruption 
 

“Voltage Interruption” is can be defined as “the decrease in rms voltage less than 

that 0.1 p.u.” “Mainly voltage interruption occurs after the occurrence of voltage 

sag”. “The voltage interruption occurs as a result of loose connection, major faults 

and reclosing of circuit breaker”. Reclosing of circuit breaker action results in 

transient phenomena followed by interruption can also be observed. “The voltage 
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interruption results in inconvenience tripping and false operation of the overall 

system”. “Voltage interruptions shows that there is almost zero voltages and no 

more power supply is available for the system”. 

 

2.3.4 Oscillatory Transient 
 

“Oscillatory transient” event is another type of PQ phenomena “that occurs and is 

totally different from the previous phenomena” that have been discussed so far. 

“The transient is sudden change in magnitude of voltage”. “The typical time 

length of this disturbance is between 5μs to 50ms”. “The maximum magnitude in 

case of transient may reach up to 2.0 p.u”. But, in most of the typical cases 

maximum magnitude of oscillatory transient remains between 1.2 to 1.5 p.u. “The 

sudden changes in the magnitude during the occurrence oscillatory transients can 

be positive or negative in polarity”. “The transient may be generated as a result of 

capacitor switching, load switching and reclosing of circuit breaker [07]”.  

 

2.3.5 Impulsive Transient 
 

“Impulsive transient” is another rapidly occurring disturbance that is experienced 

by the electrical users. “Impulsive transient is an instantaneous, non-power 

frequency variation of voltage”. “The instantaneous change in magnitude of 

voltage for impulsive transient is unidirectional having positive polarity”. “This 

disturbance is identified by its very short rise and decay times”. The time length of 

the disturbance may be less than 50ns and can go up to the duration of more than 1 

ms. The most common cause that generates impulsive transient is lightning strike 

[07].  

 

2.3.6 Voltage Flicker 

 
Voltage flicker or flickering can be defined as cyclic variations in amplitude of 

voltage with amplitude varying below 10% of the nominal value. Electrical 

devices are mainly not damaged by voltage fluctuations, but these fluctuations 

may result in the change in illumination intensity of light devices. Voltage flicker 

may result in a very unpleasant visual sensation, that becomes the source of 

complaints from utility customers. The disturbance level and unpleasant visual 

sensation depends on the type of lamp and characteristics (amplitude, frequency 

and duration) of the flickering. 

 

2.3.7 Harmonics 

 
Harmonics are generated in an electric power system due to the presence of non-

linear loads. Harmonic voltages and currents “in the power grid system are one of 

the frequent causes of power quality problems”. “Harmonics in systems causes 

over heating of the devices and conductors, false firing in variable speed drives, 

and torque variations in motors”. “Reduction or complete removal of harmonics is 

considered desirable”. “In a general  the voltages vary sinusoidaly at a specific 

frequency, usually 50 or 60 hertz”. “When a linear load is present to the system, it 

draws a sinusoidal current which has same frequency as that of voltage 

(phase may be different)”. 
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Harmonics are generated because of the presence of non-linear electric loads that 

are connected to the system. “When a non-linear load, such as a rectifier is 

connected to the system, it takes current that is not necessarily sinusoidal”. “The 

resulting current waveform may be very complex in nature, depending on the type 

of load and how load interact with other components of the system”. Fourier 

series analysis decomposes the current waveform into a series sinusoids regardless 

of complexity of current waveform, as described by fourier series. The 

decomposed signal contains fundamental frequency and other frequencies that are 

“integer multiples of the fundamental frequency”. 

Most common examples of devices that act as “non-linear loads includes common 

office equipment such as computers and printers, Fluorescent lighting, battery 

chargers etc”. 

 

2.3.8 Other PQ Disturbances  
 

1. Harmonics along with Sag 

2. Harmonics along with Swell 

3. Harmonics along with Flicker 

4. Harmonics with Interruption  

All above disturbances are called multistage events. Multistage events occurs due 

to  occurrences of the more than one type of event at the same time many other 

types of disturbances can also occur due to various combinations of above events. 

 

2.4 Generation of PQ disturbances 

 
Synthetic data of PQ events is advantageous in estimating the generalization 

ability of the classifier so it is accepted and widely used [8, 13]. The availability of 

the real power quality event's data is limited as it requires a long monitoring time 

simultaneously at number of locations with uncertainty in the occurrence of the 

power quality events. So, numerical models of the power quality events are used 

for the simulation in MATLAB. These synthetically generated PQ events obtained 

from the mathematical models very are close to the real-time data and can be 

generated as per the international standards. Multiple power quality events are 

generated from summation of single stage power quality events. Numerical 

modeling of the simulated power single and multiple quality events [15]. Power 

quality events are simulated in MATLAB as per standard IEEE-1159 [2] 

“The different types of power quality disturbances such as Interruption, 

Harmonics Voltage Sag, Voltage Swell, Harmonics with Sag and Swell etc”. have 

been generated with different characteristics using MATLAB 2013a. Fig2.1 shows 

the Flow chart how to generate “PQ signal disturbance using MATLAB 21013a”. 
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       Fig.2.1 Flow chart for PQ signal disturbance generation using MATLAB 

 

2.4.1 Signal Specification 

 
Specification of all eleven events are listed in Table.1 . Figures from Fig.2.2 to 

Fig.2.13 shows the signals generated using parameters given in Table1. All these 

signals are generated using MATLAB 2013a. 

 

                                           Table.1 Signal Specification 

 
PQ 

Disturbance 

Model Parameter 

Sine 𝑓(𝑡) = 𝐴 sin(𝜔𝑡) Frequency = 50Hz  A=1 

Sag 𝑓(𝑡) = 𝐴(1 − 𝑎(𝑢(𝑡 − 𝑡1) − 𝑢(𝑡 − 𝑡2))) sin(𝜔𝑡) 0.1≤a≤ 0.9; 
T≤  𝑡2 - 𝑡1≤9T 

Swell 𝑓(𝑡) = 𝐴(1 + 𝑎(𝑢(𝑡 −  𝑡1)-u(t-t2)))sin(𝜔𝑡) 0.1≤ 𝑎 ≤ 0.8; 
T≤ t2 - 𝑡1≤9T 

Interruption 𝑓(𝑡) = 𝐴(1 − 𝑎(𝑡 sin(𝜔𝑡) 0.1≤a≤ 0.9; 
T≤  𝑡2 - 𝑡1≤9T 

 

Flicker 

𝑓(𝑡) = 𝐴(1 + 𝛼𝑓 sin(𝛽𝑓𝜔𝑡)) sin(𝜔𝑡) 𝛼𝑓 = 0.1 − 0.2 

𝛽𝑓 = 5 − 10𝐻𝑧 

 

Harmonic 

𝑓(𝑡) = 𝐴(𝛼1. sin(𝜔𝑡) + 𝛼3 sin(3𝜔𝑡) + 𝛼5. sin(5𝜔𝑡) + 𝛼7. sin(7𝜔𝑡)) 0.05≤ 𝛼3 ≤ 0.15 

0.05≤ 𝛼5 ≤ 0.15 

0.05≤ 𝛼7 ≤ 0.15 

∑ 𝛼𝑖
2 = 1 

 

Transient 𝑓(𝑡) = 𝐴 sin(𝜔𝑡) + 𝛼𝑂𝑆𝐶 . exp (− (
 𝑡 − 𝑡1

𝑇𝑂𝑆𝐶

)) . sin 𝜔𝑛𝑜𝑠𝑐(𝑡 − 𝑡1)) 
𝑇𝑜𝑠𝑐 = 0.008 − 0.04𝑠 

𝜔𝑛𝑜𝑠𝑐 = 100 − 400𝐻𝑧 

 

Swell with 

Harmonic 

 

𝑓(𝑡) = 𝐴 (1 + 𝛼(𝑢(𝑡 − 𝑡1) − 𝑢(𝑡 − 𝑡2))) . 𝛼1 sin(𝜔𝑡) + 𝛼3. sin(3 𝜔𝑡)

+ 𝛼5. sin(5𝜔𝑡) + 𝛼7. sin(7𝜔𝑡)) 

0.1≤ 𝛼 ≤ 0.8 

T≤ 𝑡2 − 𝑡1 ≤ 9𝑇 

0.05≤ 𝛼𝑖 ≤ 0.15 

∑ 𝛼𝑖
2 = 1 

 

Sag with 

harmonics 

 

𝑓(𝑡) = 𝐴(1 − 𝑎(𝑢(𝑡 − 𝑡1) − 𝑢(𝑡 − 𝑡2)))* 𝐴(𝛼1. sin(𝜔𝑡) +
𝛼3 sin(3𝜔𝑡) + 𝛼5. sin(5𝜔𝑡) + 𝛼7. sin(7𝜔𝑡)) 

0.1≤a≤ 0.9 

T≤  𝑡2 - 𝑡1≤9T  

0.05≤ 𝛼3 ≤ 0.15 

0.05≤ 𝛼5 ≤ 0.15 

0.05≤ 𝛼7 ≤ 0.15 

∑ 𝛼𝑖
2 = 1 
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Flicker with 

harmonics 

 

𝑓(𝑡) = 𝐴(1 + 𝛼𝑓 sin(𝛽𝑓𝜔𝑡)) sin(𝜔𝑡)

∗ 𝐴(𝛼1. sin(𝜔𝑡)
+ 𝛼3 sin(3𝜔𝑡) + 𝛼5. sin(5𝜔𝑡) + 𝛼7. sin(7𝜔𝑡)) 

𝛼𝑓 = 0.1 − 0.2 

𝛽𝑓 = 5 − 10𝐻𝑧 

0.05≤ 𝛼3 ≤ 0.15 

0.05≤ 𝛼5 ≤ 0.15 

0.05≤ 𝛼7 ≤ 0.15 

∑ 𝛼𝑖
2 = 1 

 

Interruption 

with harmonics 

 
 

𝑓(𝑡) = 𝐴(1 − 𝑎(𝑡 sin(𝜔𝑡)
∗ 𝐴(𝛼1. sin(𝜔𝑡)
+ 𝛼3 sin(3𝜔𝑡) + 𝛼5. sin(5𝜔𝑡) + 𝛼7. sin(7𝜔𝑡)) 

0.1≤a≤ 0.9; 
T≤  𝑡2 - 𝑡1≤9T 

0.05≤ 𝛼3 ≤ 0.15 

0.05≤ 𝛼5 ≤ 0.15 

0.05≤ 𝛼7 ≤ 0.15 

∑ 𝛼𝑖
2 = 1 

Spikes 𝑓(𝑡) = sin(𝜔𝑡) + 𝑠𝑖𝑔𝑛(sin(𝜔𝑡)) ∗ ∑𝑘 ∗ (𝑢(𝑡 − (𝑡1 +0.02n))- (𝑢(𝑡 − (𝑡2 

-0.02n))) 

0.1≤ 𝑘 ≤ 0.4 

0 ≤ 𝑡1 

𝑡2≤ 0.5𝑇, 
0.01𝑇 ≤  𝑡2 - 𝑡1≤0.05T 

 

 

 

 

 

 
                    Fig.2.2 Pure Sine Wave 

 

 

 

 
Fig.2.3 Voltage Sag 

 

 
 Fig.2.4 Voltage Swell 

 

 

 

 
                   Fig.2.5Voltage Interruption 
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                    Fig.2.6 Voltage Flicker 

 

 

 

 
                     Fig.2.7 Harmonics 

 

 

 

 
       Fig.2.8 Harmonic with Sag 

 

 

 

 

 
    Fig.2.9 Harmonic with Swell 

 

 

 

 
Fig.2.10 Harmonic with Interuption 

 

 

 

 

 
 Fig.2.11 Harmonic with Flicker 
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  Fig.2.12 Oscillatory Transients 

 

 

 

 
Fig.2.13 Impulsive Transient 
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Chapter 3 

 

Wavelet transform (WT) 
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“Wavelet Transform has appeared as very strong signal processing tool that is used in the 

power quality area for analysis”. The WT can inspect different types of power quality 

events simultaneously in “time” and “frequency domain”, therefore giving the “time-

frequency” representation of signal as given by “Short Time Fourier transform (STFT)”. 

STFT uses a fixed constant size frequency window function whereas the wavelet 

transform(WT) makes use of a variable size time frequency window, “whose window 

length depends on the frequency being analyzed using long windows for low frequencies 

and short windows for high frequencies”. Hence, “Wavelet transform(WT) provides 

accurate frequency resolution” and “poor time location at low frequency” , provides 

“accurate time location and poor frequency resolution at high frequency”. This property 

of  “WT makes it highly effective for real events such as over voltages, under voltages, 

transients etc”. WWavelet transform based “online disturbance analysis” for power 

quality applications are more efficient as compared to conventional techniques in terms 

of speed and accuracy discrimination in the type of event [01].  In addition to detection 

of PQ events, wavelet transform is also effective in power system protection[], detection 

of high impedance faults[], and PQ data compression [].  

 

3.1 “Wavelet transform and multi-resolution analysis”   

 
Fourier analysis of a signal involves decomposing the signal into sine waves of different 

frequencies. In the same way, wavelet analysis involves breaking up the signal into 

scaled and shifted versions of the original wavelet also known as “mother wavelet”. The 

resulting wavelets are called “daughter wavelets”, these resulting wavelets are “localized 

in time and frequency both”. Therefore, “wavelet transform gives a local representation 

of signal in time and frequency both” whereas “Fourier transform only gives a global 

representation of signal in terms of frequency”. “Wavelet series (WS)”, “Continuous 

wavelet transform (CWT)”, and “Discrete wavelet transform (DWT)” are three different 

ways by which wavelet transform can be obtained. Continuous wavelet transform of any 

signal x(t) using the wavelet ψ(.) is represented by the following equation 

 

𝐶𝑊𝑇𝑥
𝜓(𝑎, 𝑏) = 𝜓𝑥

𝜓(𝑎, 𝑏) =
1

√|𝑎|
∫ 𝑓(𝑡)𝜓∗

(
𝑡−𝑏

𝑎
)

.

𝑡
𝑑𝑡                                                         (3.1) 

 

where ‘ai’ is scale parameter, ‘bi’ is translation parameter and 1/√ai  is a normalization 

constant, ψi is the “mother wavelet”. All kernels can be obtained by shifting (translating)  

and/or scaling of the mother wavelet. The oscillation frequency and the wavelet length of 

wavelet is decided by the scaling parameter, ‘ai’, and the shift in position of wavelet is 

decided by the translation parameter, ‘bi’.  Discrete wavelet transform is obtained by 

using discrete values of the scaling and translation parameter. This is achieved by 

replacing ‘ai’ by  ‘a0
mi’ and ‘b’ by  ‘nb0a0

mi’  where ‘mi’ is the translation step describing 

frequency localization and ‘ni’ is scaling step describing time localization.  

                 

  𝐷𝑊𝑇(𝑚, 𝑛) =
1

√𝑎0
𝑚 ∑ 𝑓(𝑘)𝑘 𝜓 (

𝑘−𝑛𝑏0𝑎0
𝑚

𝑎0
𝑚 )                                                     (3.2)        

 

“Wavelet transform” is also known as “dyadic-orthonormal” wavelet transform when a0i 

= 2 and b0i = 1 and this results in a very efficient algorithm known as “multi-resolution 

signal decomposition.technique”. This technique “muli-resolution analysis (MRA)” was 

introduced by “Mallat [01]”. This technique “ decomposes the signal into scale with 

different time and frequency resolutions”. In MRA a signal f(n) can be entirely 
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decomposed into (high frequency components) detailed version  and (approximated 

versions)smoothed versions. The wavelet function acts as high pass filter with filter 

coefficients denoted by h(n), generates the detailed version of the input signal, whereas 

the scaling function associated with low pass filter with filter coefficient denoted by g(n), 

generate the approximated version of the input signal. Therefore by using MRA, “high 

frequency transient can easily be analyzed in the presence of low frequency components 

such as non-periodic wide-band signals and non-stationary signals”. MRA can be 

implemented by using a set of successive filter banks as shown below in Fig.3.1.               

 

                    
                                Fig.3.1 “Decomposition of f(n) into two scales” 

 

 

The coefficients denoted by “h(ni) and g(ni)” are coefficients for the “low pass and high 

pass filters respectively”. Let f(ni) is the discrete version of continuous time signal f(ti), 

from MRA  we get the decomposed signals at scale 1 denoted “by c1(n) and d1(n)”, in 

which c1(n) represents the “smoothed version of the input signal”, and d1(ni) represents 

“the detailed version of the input signal down-sampled by a factor 2”. Since high pass 

filter as well as low pass filters are half band, they decompose half the time resolution, 

therefore now only half number of sample are present to characterize the complete 

signal. But on the other hand “this operation doubles the frequency resolution” and hence 

the “frequency band of signal now have only half the previous frequency band”, 

“effectively decreasing the uncertainty in the frequency domain by half”. The next higher 

level/scale decomposition now depends on the signal c1(ni) which act as input for second 

scale, which decomposes c1(ni) further into c2(ni) and d2(ni). Therefore each scale, “this 

filtering and sub sampling operation results in half the number of samples from previous 

stage” and “thus makes half the time resolution and doubles the frequency resolution”. 

The choice of “mother wavelet” plays a “significant role in localizing and detecting 

various types of power quality disturbances”. “Daubechie’s Wavelets” “with filter 

coefficients  4, 6, 8, and 10” work efficiently in almost all the disturbance detection 

cases. “At the first or lowest scale (scale 1)”, the mother wavelet is the mostly localized 

in time and it “oscillates very rapidly within a very short interval of time”. As we go in 

“higher scales the analyzing wavelets” become “less localized in time and they oscillates 

very less due to the dilation nature of the wavelet transform”. “As a result of higher scale 

decomposition of signal”, “the rapidly changing and short duration power quality 

disturbances will be captured at lower scales, whereas slow and long duration power 

quality disturbances are captured at higher scales”. Therefore, both rapidly changing and 

slow changing power quality disturbances can be accurately detected. Since 

“Daubechie’s 4 (Daub4)” has the lowest number of filter coefficients and it provides the 

shortest support. 
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S-transform[2] is considered among one of the best techniques used for “performing 

signal processing of non-stationary signals”. “S-transform” is an advancement in the 

CWT (Continuous Wavelet Transforms) as it makes use of the information hidden in the 

phase of the CWT by suitably altering the phase of the mother wavelet function. It 

produces a “multi-resolution” analysis like “a bank of filters with constant relative 

bandwidth”. It uniquely merges the frequency dependent resolution along with 

simultaneously localizing the real and imaginary spectrum. “Time frequency localizing 

property” is given by this transform, in computing both amplitude of discrete data and 

phase spectrum of discrete data samples. The “S-matrix” is generated for each power 

quality event by making use of advantages of two techniques, FFT and convolution 

theorem. The output result of the S-Transform is a complex matrix of size k x n and is 

represented as, 

 

                                                        S(to, f) = B(to, f)e−j∅(to,f)                                     (4.1) 

where B( to, f) is the amplitude and ᶲ(to, f) is the phase. In S matrix rows represent the 

frequencies and the columns represents the time. Each column gives information about 

the different frequency components contained by the signal at a particular time. Each row 

gives information about the magnitude of a frequency with time changing from 0 to N-l 

samples. 

 

4 .1 Continuous S-Transform  
 

“The CWT w(to,do) of a function h(t) is represented as”,  

 

                                           𝑤(--𝑡𝑜 , 𝑑𝑜) = ∫ ℎ(𝑡)𝑤(𝑑𝑜 , 𝑡 − 𝑡𝑜)𝑑𝑡
+∞

−∞
                                 (4.2) 

  

Width of the wavelet is determined by the scale parameter do and thus controls the 

resolution. to provides the position of the wavelet. The “S-transform” is defined as a 

“CWT” with a particular “mother wavelet function” multiplied by the phase factor as,  

 

                                                    𝑆(𝑡𝑜, 𝑓) = 𝑒−𝑗2𝜋𝑓𝑡𝑤(𝑑𝑜 , 𝑡𝑜)                                            (4.3) 

                                                   𝑤(𝑡, 𝑓) =
𝑓

√2𝜋
𝑒

−𝑡2𝑓2

2 𝑒−𝑗2𝜋𝑓𝑡                                             (4.4) 

 

Where mother wavelet w(to,do) is given as 

 

The frequency f is the inverse of scale parameter d.  

So the continuous S transform is given as  

 

𝑆(𝑡𝑜 , 𝑓) = ∫ ℎ(𝑡)
+∞

−∞

|𝑓|

√2𝜋
𝑒

−𝑡2𝑓2

2 𝑒−𝑗2𝜋𝑓𝑡𝑑𝑡                (4.5) 

 

and the Gaussian window has a width given as  

 

𝜎(𝑓) = 𝑇 =
1

|𝑓|
                                                                                                             (4.6) 

S-transform and Fourier Transform are related to each other by relation given below  
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𝑆(𝑡𝑜 , 𝑓) = ∫ 𝐻(𝛽 + 𝑓)
+∞

−∞
𝑒

−2𝜋2𝛽2

𝑓2 𝑒𝑗2𝜋𝛽𝑡𝑜𝑑𝑡    f≠0                                                       (4.7) 

 

4.2 “Discrete S-Transform”  
 

The power quality disturbance signal h(t) can be sampled as h(kT) where T is the 

sampling interval time and the discrete Fourier transform of the sampled signal h(kT), 

where k=O to N-l is as, 

 

𝐻 [
𝑛

𝑁𝑇
] =

1

𝑁
∑ ℎ(𝑘𝑇)𝑁−1

𝑘=0 𝑒
−𝑗2𝜋𝑛𝑘

𝑁                                                                                             

(4.8) 

where n=0,l,. .. N-1. 

 

  

The discrete version of the S transform is obtained as tojT and is fn/(NT) as, 

 

𝑆 [𝑗𝑇,
𝑛

𝑁𝑇
] = ∑ 𝐻 [

𝑚+𝑛

𝑁𝑇
]𝑁−1

𝑘=0 𝐺(𝑚, 𝑛) 𝑒
𝑗2𝜋𝑚𝑘

𝑁   n≠0                       (4.9) 

 

where G(m,n)= 𝑒
−2𝜋2𝑚2

𝑛2  

 

 

For n=0, equation  (4.9) is modified as, 

 

𝑆[𝑗𝑇, 0] =
1

𝑁
∑ 𝐻 [

𝑚

𝑁𝑇
]𝑁−1

𝑘=0                     (4.10) 

 

This equation (eqn.(4.10)) makes the “constant average of the time series into the zero 

frequency voice”, thus assuring the inverse is exact. The “inverse of the discrete S 

transform” is given by 

 

ℎ[𝑗𝑇] =
1

𝑁
∑ [∑ {𝑆 (𝑗𝑇,

𝑛

𝑁𝑇
)}𝑁−1

𝑘=0 ]𝑁−1
𝑛 𝑒

𝑗2𝜋𝑛𝑘

𝑁                                                                (4.11) 

 

Complex form of S-transform matrix is calculated for each power quality event and then 

absolute S-matrix is obtained for extracting the time frequency information. “The 

maximum value of each column gives the information regarding the main frequency 

present in the signal at a particular time”. “The maximum value of each row gives the 

information regarding the maximum amplitude of that frequency in the whole sample 

time”. The frequency of the event can be found by multiplying the sampling frequency 

with the frequency scale value corresponding to the maximum amplitude of the row. 

Scale value is the “normalized frequency” value which is the ratio of the frequency 

amplitude to the sampling frequency. 
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                  “Histogram of Oriented Gradient” 
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“Histogram of Oriented Gradient descriptors”, or “HOG descriptors”, are “feature 

descriptors” mainly used for the purpose of “object detection” in “computer vision and 

image processing”. This technique counts existence of “gradient orientation in limited 

portion of an image”. 

This chapter deals with the feature extraction using “histogram of oriented gradients 

(HOG)”. This technique gives the normalized value of the “histograms of gradients”. 
“HOG features” was initially introduced by “Navneed Dalal and Bill Triggs [01]” they have 

developed this technique and tested several variants of “HOG descriptors”, with different 

kind of “spatial organization, and normalization methods”. 
 
The “key idea” behind this technique “HOG descriptors” is that the appearance of local 

object and its shape in an image can be represented by “the distribution of intensity gradients 

or edge directions”. “Execution of these descriptors can be achieved by, dividing the image 

into small but connected regions, “known as cells”, and for each and every cell compiling a 

“histogram of gradients directions” or “edge orientations” for the pixels within the cell”. The 

resultant combination of these histograms is then called “as descriptor”. For “improved 

performance”, the small local histograms can be “contrast normalized by calculating a 

measure of the intensity across a bigger region of the image”, known as a “block”, and then 

utilizing this value to “normalize all the cells within the block”. This type of normalization 

results in better invariance to changes in the illumination or shadowing. 

 

5.1 Algorithm  
 

5.1.1  Preprocessing 

Preprocessing is initially used to reduce the noise coming in the image. The reduction is 

compulsory otherwise it will give false output of the gradient vectors. Preprocessing is 

mainly done with the help of the filters by convolving the image with the filter noise will 

get reduced. Multiplication of image with the filter can also be called as a kernel or 

mask. The multiplication or convolving the image is simply sliding the filter over the 

image. To reduce noise various filters are used such as Gaussian filters etc. 

 

5.1.2 Gradient Computation 
 

In order to get the accurate shape and appearance gradient computation is useful. This is 

the primary step in calculation feature extraction of the image. “The simplest and the most 

common method to obtain gradient” is to “apply the one dimensional centered point discrete 

derivative mask” in  “horizontal and vertical directions”. This function is based on 

calculating the derivatives of each function. /f x  And /f y   at each and every pixel 

coordinate is calculated.  This technique “needs filtering” of the “grayscale image” with the 

given below “filter kernels”: 

 

𝐷𝑋 = [−1 0 1]  and  𝐷𝑌 = [1  0 − 1]′ 
 

So, for the given image I, we must obtain “the x and y derivatives” with the help of  

“convolution operation”:  

I X = I * DX  and IY = I * DY 

The Gradient magnitude is given by 𝐺 = √𝐼𝑋
2 + 𝐼𝑌

2 

Gradient orientation is given by θ=arctan (IY/Ix) 
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Original image is shown in Fig.15(a) then gradients is estimated with the help of above 

expression in x direction as well as y direction. After finding the gradients in both the 

directions then resultant magnitude will be calculated. Gradient in x as well y direction is 

shown in Fig.15(b) and 15(c). Resultant magnitude is shown in  

Fig.15(d) and the orientation of gradient is calculated by trigonometry expressions 

explained above. The images come out after gradient which expresses the boundaries of 

the image. 

 

 

 
Fig .5.1(a)                        

 

     

 
Fig .5.1(b) 

 

 

 
Fig .5.1(c) 

 

                            

                                        
                                                     Fig .5.1(d)                      

 
 

5.1.3 “Orientation Binning” 
  
In  “HOG” analysis  “weighted magnitude & binning orientation” plays important role. 

“Each pixel inside the cell provides a weighted vote” for “orientation-based histogram 

channel”, which is based on the values found in “gradient computation”. The cells are 
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generally “rectangular” and the “histogram channels are spreaded evenly between 0 to 180 

degrees or 0 to 360 degrees”, which is decided on the basis of gradient whether the gradient 

is “unsigned” or “signed”. “Dalal and Triggs” found that unsigned gradients should be used 

in “conjunction with 9 histogram channels” for best performance in their experiments[]. As 

for the “vote weight, pixel contribution can itself be the gradient magnitude”, or the “square 

or square root” of the gradient magnitude.  

 

5.1.4 “Descriptor Blocks” 
 

In order to “account for variation in illumination and contrast”, the “strength of gradients” 

must be “normalized locally”, which needs “grouping of the cells” together to form “large 

spatially-connected blocks”. Then “HOG descriptor” is the “vector of the components of the 

obtained normalized cell histograms” from each and every block region. These blocks 

generally “overlap, resulting that each cell contributes more than once to form the final 

descriptor”. 

 

5.1.5 Block Normalization 

 
Generally there are various types of variations in the images such as illumination, 

background and foreground contrast and brightness. It varies the gradient strength over a 

wide range. Without applying normalization result is not that much accurate. So the 

normalization is necessary to get desired result. Below figures shows the normalization 

result.  

 

There are various methods to perform normalization techniques. 

 
By using these equations normalization is performed where v is the vector representing 

the histogram of the block after combining. Î  is a very small constant. After calculation 

of above equation we get the normalized featured vector of HOG.  
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Chapter 6 

 

     Feature Extraction 
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“Feature extraction” of a power quality disturbance signal helps us to obtain 

“information that detects the responsible fault”. An “accurate and fast” feature extraction 

tool helps “power engineers” to “monitor, control and maintain power quality 

disturbances more efficiently”. The selection of extracted parameters “(magnitude, 

duration, frequency component, or waveform shape)” “plays an important role in 

deciding the complexity of the classifier structure”. “Feature extraction plays a critical 

role in designing of intelligent systems that can be used for pattern recognition”. The 

ability of the classifier to classify is badly affected if the extracted features are not 

selected wisely. Further, to enhance computing ability and accuracy of correctly 

recognizing a PQ event the feature extractor must convert the original signal to a lower 

dimension which has the most useful information of the original signal. The features 

obtained by signal processing algorithms are used as input to PQ classification system. 

Feature extraction is defined as conversion of the raw signal, from its original form to a 

new form, from where suitable information can be obtained. Carefully selected feature 

set reduces the pressure from the classifiers. Therefore, good consideration of PQ related 

problems demands an highly effective signal processing technique. 

Many different features have been obtained with various detection techniques for the 

purpose of classification like  Standard Deviation, Mean, Maximum value, Min value, 

Entropy, THD(Total Harmonic Distortion) etc have been used rapidly in power quality 

event detection. 

Like standard deviation, maximum value and mean have been used as given below for S-

Transform matrix[01] 

 

(a) F1 represents: “Standard deviation” of “time-maximum amplitude” plot representing 

the “amplitude of fundamental frequency component”.  

(b) F2 represents: “Maximum value” of “frequency in the time-frequency plot”.  

(c) F3 represents: “Frequency-maximum” amplitude plot. 

(d) F4 represents: “Mean value” of “time-maximum amplitude plot”.  

 
Similarly other features like “THD, Energy” have been frequently used many times for 

wavelet transform [01] 

           

6.1 “Total Harmonic Distortion or THD” 

 
The “total harmonic distortion”, is a “measurement of the harmonic distortion present in 

a signal” and it is “defined as the ratio of the sum of the powers of all harmonic  

components to the power of the fundamental frequency”.      

𝑇𝐻𝐷 =

√
1

𝑁𝑓
∑ 𝑛[𝑐𝐷𝑓(𝑛)]

2

√
1

𝑁𝑓
∑ 𝑛[𝑐𝐴𝑓(𝑛)]

2
                                                                                                            (6.1) 

             

Where cDj is obtained from wavelet decomposition and is known as detail coefficient.  

and cAj is obtained from wavelet decomposition and it is known as approximation 

coefficient.  
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6.2 “Energy” 
 

In wavelet transform the original signal is decomposed into two components represented 

as the “approximate” and “detailed coefficients”. “Therefore energy dissipated by the 

signal in terms of approximate and detail coefficients represented by the following 

equation” 

 

𝐸 = ∑ |𝐶𝑗(𝑘)|2
𝑘 + ∑ ∑ |𝐷𝑗(𝑘)|2

𝑘
𝐼
𝑗=1                                                                              (6.2) 

 

Where C j (k)  and Dj (k) represents “approximate coefficient” and “detail coefficient” at 

jth level respectively. 
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Classifier plays an important role in pattern recognition. The goal of classifier used is to 

classify event on the basis of some characteristics to which classes they belong. The 

classifier classify the desired patterns based on the value of characteristics also known as 

features. 

Many classifiers have been used in past for power quality event classification like ANN, 

SVM, Fuzzy Logic etc Their main motive is to determine a decision boundary between 

pattern classes. In order to get good results of decision boundary, the best way is used to 

minimizing the error level that is reducing mean squared error. 

 

7.1 “Support Vector Machine (SVM)” 
 

“Support vector machine” is an algorithm with many great advantages “in the area of 

classification” and it has been developed from “Statistical Learning Theory” by “Vapnik 

[7]”. The main advantages include “firstly”, it provides “accurate classification” with 

support vectors, “which is not affected by noise”. “Secondly”, the use of “kernel 

function” “helps SVM to solve nonlinear problems” efficiently without making a 

“feature space with explicit high dimension”. “Thirdly”, SVM has “capability to be 

applied for both” “binary and multiclass” classification. “Support vector machine 

classifier” is used widely in power quality event detection task. “The main procedures of 

SVM classifier” are showed as Fig.7.1. It “minimizes the edge of linear hyperplane” and 

“tries to find out best separation between the patterns” and “provides higher accuracy in 

classification” according to “F. Qi et al. [8]”, Although there are some mistakes when 

considering for small sample, nonlinear and high dimensional pattern recognition issues. 

The application of Linear SVM (support vector machine) has been used with various 

features sets. There is another type of SVM which is non linear uses polynomial and 

radial basis function to map the sample to get the higher dimensional space. Hence the 

performance will get boost up. But the main disadvantage of this method is that it is a 

binary classifier that is it can classify only two classes at one time. If more than one class 

has to be classified than complexity of system increases and also increases computation 

costs and memory. SVM constructs hyperplane in N-dimension. Mainly SVM model 

uses sigmoid or linear function. When kernel function is used support vector machine 

can be applied to polynomial, weights of a network has been found out by quadratic 

programming problem. The aim of SVM modelling is to separates clusters of vectors. 

The one category of the desired variable is on the one side and the other category of the 

vectors on another side. The vectors distribute on plane. The simplest application work in 

two dimensional spaces. A classification is performed, when the data is having two 

categories and these are two known and continuous values. The SVM analysis separates 

the cases based on their target values. Generally high dimensional and irregular vectors 

are present which cannot be divided by those SVM which are linear so the separation has 

been done with the help of the non linear curves. 

If the clusters cannot be completely separated, then a third predictor variable is added, its 

value will be used in third dimension and points can be plotted in three dimension cube. 

Here points in 3-D can be separated by 2-D. According to this rule of SVM predictor 

value is added with the data points in an N-Dimensional space, and a (N-1) dimensional 

plane can separate them. The decision function is non linear function of the data that’s 

the reason of non linear hyperplane is used for separation. A variety of kernels is used in 

many researchers’ topics. A few kernels considered for having good performance in 

many applications for example linear, polynomial, and sigmoid. 
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Fig.7.1 Operating Procedures of Classifiers 
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Results 
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8.1 Simulation Results 
All the simulation of power quality events have been done according to IEEE standards 

and are done in MATLAB 2013a.  

 
8.1.1 Simulation results of detection of various events using S-Transform. 

 

Power quality events generated according to Table.1 have been detected successfully 

using S-transform. S-Transform extracts information both in time and frequency domain. 

In each Fig.8.1 to Fig.8.9 plot 1 shows the disturbance signal plot 2 shows time domain 

information obtained by applying S-Transform and plot 3 shows the frequency domain 

information obtained by applying S-Transform. 

                        
          Fig.8.1 Sine wave and its detection using S-Transform 

                            

 

                               
Fig.8.2 Voltage Sag and its detection using S-Transform        
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Fig.8.3 Voltage Swell and its detection using S-Transform                                                                               

                                                             
Fig.8.4 Voltage Interuption and its detection using S-Transform 

                         

                         
Fig.8.5 Voltage Flicker and its detection using S-Transform 
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   Fig.8.6 Voltage Harmonics and its detection using S-Transform     

  

                         
   Fig.8.7 Voltage Swell and its detection using S-Transform       

       
                               Fig.8.8 Sag with Harrmonics and its detection using S-Transform                                                        
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Fig.8.9 Flicker with Harmonics and its detection using S-Transform 
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8.1.2 Simulation results of detection of various events using HOG. 

 

HOG extracts information in time domain. In each Fig.8.9 to Fig.8.15 plot 1 shows the 

disturbance signal plot 2 shows time domain information obtained by applying HOG. 

                                                                       
                                         Fig.8.10 Sine wave and its detection using HOG. 

                       
                                            Fig.8.11 Voltage Sag and its detection using HOG. 
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                                        Fig.8.12 Voltage Swell and its detection using HOG. 

 

 

                
                                         Fig.8.13 Interuption and its detection using HOG. 
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                                   Fig.8.14 Osc Transient and its detection using HOG. 

                    

 

               
                              Fig.8.15 Impulsive Transient and its detection using HOG. 
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Conclusion and Future scope of work 
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9.1 Future scope of work 
 

1. “In this work” “wavelet transform”, “S-Transform” and “HOG” has been discussed 

although “HOG” is “less complex” and “fast” as compared to S-Transform and Wavelet 

Transform but “it is not so efficient to detect harmonics” therefore some new technique 

should be merged with HOG to make it efficient for harmonics detection also.  

 

2.  “In this thesis”, effect due to “noise” has not been considered. “In the future research 

work, the effect of noise will be included”. In this thesis simulated signal have been used 

in future work instead of simulated signals, “the real distorted signal can be used which 

can be obtained by digital recorder” and “through a dsPIC based hardware system”, “it 

can be implemented for real time”.  

 

9.2 Conclusion 
 

In this thesis, firstly it has been tried to detect pure sinewave and all the PQ disturbances 

that commonly appear in a system such as voltage sag, voltage with harmonics, 

transients, voltage swell, and flicker at power system frequency. 

Before classification, First S-Transfrom, Wavelete Transform or HOG is applied to PQ 

disturbances and pure sine wave. Then after getting the feature matrix of all the 

disturbances matrix of sine wave is taken as reference. To get the information of 

disturbance features are extracted from the feature matrix. After obtaining feature vector, 

classification of disturbance is carried out by using a powerful classifier.  
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