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ABSTRACT 

The thesis will scrutinize the effect of the Phasor Measurement Units (PMU) on the 

problem associated in analyzing the state estimation for power system. Initially, the 

conventional state estimation on a power system bus will be discussed. Then, the 

significance effect of adding PMU measurements on the solution obtained from state 

estimation with their accuracy will be studied. Finally, the consequences of PMU system 

on the accuracy of different bus system will be discussed. 

The first objective of the thesis is to develop the linear formulation for the problem 

associated with the state estimation by using PMUs. The second objective is to formulate 

the full weighted least square state estimation method when using PMUs and illustrate its 

performance by using the simulation techniques for power system examples. 
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CHAPTER - 1 

INTRODUCTION 

1.1  Introduction   

A Phasor Measurement Unit (PMU) dealing with the electrical waves on an electricity 

grid to measure the health of the system. A phasor is a multifarious number of electricity 

that represents both the magnitude and phase angle of the sine waves. Phasor 

measurements that occur at the same time are called "Synchrophasor", as are the PMU 

devices that allow their measurement. In power engineering, traditionally we use number 

of devices such as Circuit Breaker, Relay, CT & PT, Voltmeter, Wattmeter, Ammeter, 

Synchro-scope, Isolator, Compensator devices, etc. for measurement purposes on every 

substation. The recently developed PMU will help in deciding to stall such devices at 

proper location for:-  

 More accurate and comprehensive planning.  

 Better congestion tracking, 

 Visualization and advanced warning systems,  

 Information sharing over a wide region, 

 Improvements of System Integrity Protection Schemes (SIPS),  

 Grid restorations,  

 More reliable,  

 Efficient,  

 Cost effective grid operation, resulting from better information and the ability to 

manage the grid dynamically, as opposed to reactive management in the face of 

unusual, and potentially catastrophic, events.  

According to Klump et al [2005] as shown in fig.1.1, PMU is a useful device that will 

help as   

 Substations parameter measurement  

 Sent data in real time to Phasor Data Concentrator(PDC) 

 PDC sent data to applications, stores disturbance data, manages measurement 

system 

http://en.wikipedia.org/wiki/Waveform
http://en.wikipedia.org/wiki/Grid_(electricity)
http://en.wikipedia.org/wiki/Grid_(electricity)
http://en.wikipedia.org/wiki/Grid_(electricity)
http://en.wikipedia.org/wiki/Phasor_(sine_waves)
http://en.wikipedia.org/wiki/Power_engineering


 13 

 Application includes monitors, recorders, alarms, and control.  

 

Fig. 1.1: Phasor Measurement Unit (PMU) [Ref.: Klump et al [2005] 

Such device is also referred to as Synchro-phasor and is considered one of the most 

important measuring devices in the near future of power systems as in Smart Grid. A 

PMU can be a enthusiastic device, or the PMU function can be integrated with a 

protective relay or other device.
 
The sensor [Kamwa and Grondin [2002]] responses to 

the bus voltage magnitude, the angle and frequency coherency indexes, which are 

estimated by means of a statistical sampling of power system response signals from a 

transient-stability program. Through the “successive addition” scheme, one of these 

algorithms easily incorporates mandatory locations such as tie-line busses and large 

generator step-up transformers.  

1.2 System Monitoring by Global Positioning System (GPS)   

In typical applications phasor measurement units are sampled from widely dispersed 

locations in the power system network and synchronized from the common time source 

of a global positioning system (GPS) radio clock. Synchro-phasor technology provides a 

tool for system operators and planners to measure the state of the electrical system and 

manage power quality. Synchro-phasor measure voltages and currents at diverse 

locations on a power grid [Rahman K. A. et al [2001]] and provide output accurately in 

time-stamped voltage and current phasors. Because these phasors are truly synchronized, 

so that the synchronized comparison of two quantities is possible, in real time, [Phadke et 

al [2009]] as shown in the fig.1.2  

http://en.wikipedia.org/wiki/Relay
http://en.wikipedia.org/wiki/Global_positioning_system
http://en.wikipedia.org/wiki/Global_positioning_system
http://en.wikipedia.org/wiki/Radio_clock
http://en.wikipedia.org/wiki/Power_quality
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Fig 1.2: Global Positioning System [Ref.: Klump et al [2005]] 

Such comparisons may be used to assess system conditions. The technology has the 

potential to change the economics of power delivery by allowing increased power flow 

over existing lines. Synchro-phasor data could be used to allow power flow up to a line's 

dynamic limit instead of to its worst-case limit [Rakpenthai C.et al [2004]]. 

State estimation is a key element of the online security analysis function in modern power 

system energy control centers. The purpose of state estimation is to practice a set of 

redundant measurements to obtain the best estimation of the current state of a power 

system [Zhao L. and Abur A [2005]]. State estimation is traditionally solved by the 

weighted least square algorithm with conventional measurements such as voltage 

magnitude, real and reactive power injection, Real and Reactive power flow. Recently 

developed synchronized phasor measurement techniques based on a time signal of the 

GPS (Global Positioning System) in the field of power systems. A PMU, when placed at 

a bus, can measure the voltage phasor at the bus, as well as the current phasors through 

the lines incident to the bus. It illustrates the ac voltage and current waveforms while 

synchronizing the sampling instants with a GPS clock. The computed values of voltage 

and current phasors are then time stamped and transmitted by the PMUs to the local or 

remote receiver. The traditional state estimation is by nature a nonlinear problem. The 

most commonly used approach is Weighted Least Squares [Cheng et al [2008], 

Madtharad et al [2003], Xu and Abur [2004]], which converts the nonlinear equations 

into the normal equations by using first-order Taylor series. However, the state estimation 

equations for PMU measurements are inherently linear equations. Some research has 

been conducted to try to formulate the mixed set of traditional and PMU measurements. 

The natural approach is to treat PMU measurements as additional measurements to be 

appended to traditional measurements, which causes the additional computation burden 
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of calculation. Another approach is to use the distributed scheme for the mixed state 

estimation. The problem of finding optimal PMU locations for power system state 

estimation is well investigated in various literatures [Zhou M et al [2006]].  

1.3 Application 

 Power system automation, as in smart grids 

 Load shedding  and other load control techniques such as demand 

response mechanisms to manage a power system. (i.e. Directing power where it is 

needed in real-time) 

 Increase the reliability of the power grid by detecting faults early, allowing for 

isolation of operative system, and the prevention of power outages. 

 Enhance the quality of power  by precise analysis and automated correction of 

sources of system degradation. 

 Over Wide Area measurement and control of a Power System, e.g. in very wide 

area super grids, regional transmission networks, and local distribution grids. 

1.4       Challenges  

Typical challenges while installing PMUs on you power system can be summarized 

[Weekes M.A. et al [2007]]: 

 Establishing a project leader and coordinating the various groups needed. 

 Assessing risks either during commissioning or after installation including cyber-

security issues. 

 Finding a suitable location that meets the needs of the unit and is easily 

accessible. 

 During testing and commissioning of bench  

 The operational understanding like performance tests and difficulties with 

managing excessively large data files. It was concluded that before proper 

accuracy could be obtained from the steady-state frequency tests, angle data must 

be obtained from both the site where the tests are performed and the reference bus 

used otherwise errors are introduced when the reference bus is off-nominal. 

 Development of a business case and their road map for plan a future integration of 

devices. 

http://en.wikipedia.org/wiki/Power_system_automation
http://en.wikipedia.org/wiki/Smart_grid
http://en.wikipedia.org/wiki/Load_shedding
http://en.wikipedia.org/wiki/Load_control
http://en.wikipedia.org/wiki/Demand_response
http://en.wikipedia.org/wiki/Demand_response
http://en.wikipedia.org/wiki/Demand_response
http://en.wikipedia.org/wiki/Power_outage
http://en.wikipedia.org/wiki/Power_quality
http://en.wikipedia.org/wiki/Power_system_automation
http://en.wikipedia.org/wiki/Grid_(electricity)#Super_grid
http://en.wikipedia.org/wiki/Electric_power_transmission
http://en.wikipedia.org/wiki/Electric_distribution_network
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1.5 Standards 

The IEEE 1344 standard for Synchro-phasor was accomplished in 1995, and reaffirmed 

in 2001. In 2005, it was reinstate by IEEE Standard C37.118-2005, which was a 

comprehensive revision and dealt with issues in regard of PMUs in electric power 

systems. The specification describes for standard measurement, the method of 

quantifying the measurements, testing & certification requirements for verifying 

accuracy, and data transmission format and protocol for real-time data 

communication. The comprehensive standards are not yet address all factors that PMUs 

can detect in power system dynamic activity. 

Other standards used with PMU interfacing: 

 OPC-DA / OPC-HDA - A Microsoft Windows based interface protocol that is 

currently being generalized to use XML and run on non Windows computers. 

 IEC 61850 a standard for electrical substation automation 

 BPA PDC Stream - a variant of IEEE 1344 used by the Bonneville Power 

Administration (BPA) PDCs and user interface software. 

http://en.wikipedia.org/wiki/OLE_for_process_control
http://en.wikipedia.org/wiki/Microsoft_Windows
http://en.wikipedia.org/wiki/XML
http://en.wikipedia.org/wiki/IEC61850
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CHAPTER - 2 

LITERATURE REVIEW 

In this chapter some selected research papers related to economical placement of Phasor 

Measurement Unit (PMU) are reviewed as:- 

Bretas, N.G. and London, J.B.A. Jr. [2001] presents a method for designing or 

upgrading measurement placement plans for state estimation purposes. The method 

allows obtaining a measurement placement plan that besides to make the associated 

system observable, maintain the observability against loss of one or two measurements. 

In order to do that, the redundancy level of the available measurements are evaluated and, 

if necessary, increased. The redundancy level of the measurements is identified from the 

relationship between the measurements and the equivalent states, which are obtained 

from a convenient exchange of basis in the state space. One numerical example 

illustrating the proposed method is given. The method is successfully tested in several 

measurement configurations, considering the IEEE-14-bus and a system of 121 buses of 

the ELETROSUL, a Brazilian utility. 

Chakrabarti, S. et al [2007] proposes a method for optimal placement of phasor 

measurement units (PMUs) for measuring the states of a power system. A method to 

compute the measurement uncertainty associated with the estimated states is also 

illustrated in the paper. The PMU placement strategy ensures complete observability of 

the power system states for normal operating conditions, as well as under the loss of a 

single transmission line or even a single measurement unit. An integer quadratic 

programming approach is used to minimize the total number of PMUs required to make 

the system completely observable, and to maximize the measurement redundancy at the 

power system busses. The goal of the research is to take into account the measurement 

uncertainty while determining the optimal number and locations of the PMUs for state 

estimation. Simulation results on the IEEE 14-bus test system are presented in this paper. 

Chakrabarti, S. et al [2008] proposes a method for optimal placement of phasor 

measurement units (PMUs) for complete observability of a power system for normal 

operating conditions, as well as for single branch outages. A binary search algorithm is 

used to determine the minimum number of PMUs needed to make the system observable. 
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In case of more than one solution, a strategy is proposed to select the solution resulting in 

the most preferred pattern of measurement redundancy. The proposed method is used to 

benchmark the optimal PMU placement solutions for the IEEE 14-bus, IEEE 24-bus, 

IEEE 30-bus and New England 39-bus test systems. The proposed method is applied on a 

298-bus system to determine the optimal placement of PMUs when conventional 

measurements are available. 

Cheng, Y. et al [2008] proposed most commonly used WLS state estimator in power 

industry is non-linear and formulated by using conventional measurements such as line 

flow and injection measurements. The computational burden becomes a concern for the 

existing WLS state estimation when integrating PMU measurements. Distributed state 

estimators, which can solve this problem of integrating, have been proposed for this 

reason. However, the discrepancy between distributed state estimator and the integrated 

state estimator exists. This paper proposes an approach to formulate the state estimation 

in a new manner that is able to formulate together the traditional measurements as well as 

PMU measurements easily and efficiently. The proposed estimator is tested on IEEE 118-

bus system and ERCOT 5514- bus system. 

Ebrahimian, R. and Baldick, R. [2000] presents an application of a parallel algorithm 

to Power Systems State Estimation. We apply the Auxiliary Problem Principle to develop 

a distributed state estimator, demonstrating performance on the Electric Reliability 

Council of Texas (ERCOT) and the Southwest Power Pool (SPP) systems. 

Ebrahimpour, R. et al [2011] illustrated the very importance behind recent blackouts in 

different countries and vital need of more frequent and thorough power system stability. 

Therefore transient stability investigation on power system have became in focus of many 

researchers in the field. We have tried to introduce a new model for transient stability 

prediction of a power system to add a contribution to the subject. For this reason we 

applied so called, Committee Neural Networks (CNNs) methods as tools for Transient 

Stability Assessment (TSA) of power system. We use the “Mixture of Experts” (ME) in 

which, the problem space is divided into several subspaces for the experts, and then the 

outputs of experts are combined by a gating network to form the final output. In this 

paper Mixture of the Experts (ME) is used to assess the transient stability of power 

system after faults occur on transmission lines. Simulations were carried out on the IEEE 

9-bus and IEEE 14- bus tests systems considering three phase faults on the systems. The 
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data collected from the time domain simulations are then used as inputs to the ME in 

which is used as a classifier to determine whether the power systems are stable or 

unstable. 

Filho, M. B. D. C. et al [2001] presents data redundancy an important prerequisite for 

state estimation. During system operation, critical redundancy levels can be reached, 

creating adverse conditions for the state estimation process, especially regarding data 

validation. In this paper a numerical algorithm for the identification of critical 

measurements and sets is proposed. Results covering its application to typical power 

system networks are presented and discussed. 

Fitiwi, D. Z. and Rao, K.S. R. [2009] focuses on methods to discriminate a temporary 

fault from a permanent one, and accurately determine fault extinction time in an extra 

high voltage (EHV) transmission line in a bid to develop a self-adaptive automatic 

reclosing scheme. Consequently, improper reclosing of the line onto a fault is avoided. 

The fault identification prior to reclosing is based on optimized artificial neural network 

associated with three different training algorithms. In addition, Taguchi‟s methodology is 

employed in optimizing parameters that significantly influence during and post-training 

performance of the neural network. A comparison of overall performance of the three 

algorithms, developed and coded in MATLABTM software environment, is also 

presented. To validate the work, the developed technique in a single machine infinite bus 

(SMIB) model has been tested by data obtained from benchmark IEEE 14-bus system 

model simulations. The results show the efficacy of the developed adaptive automatic 

reclosing method. 

Gou, B. [2008] presents a simple optimal placement algorithm of phasor measurement 

units (PMU) by using integer linear programming. Cases with and without conventional 

power flow and injection measurements are considered. The measurement placement 

problems under those cases are formulated as an integer linear programming which saves 

the CPU computation time greatly. Simulation results show that the proposed algorithm 

can be used in practice. 

Huang, G. M. and Lei, J. [2002] introduced power market deregulation companies 

cooperate to share one whole grid system and try to achieve their own economic goals. 

They focuses on how to improve the state estimation result of member companies or ISO 
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by exchanging raw or estimated data with neighboring member companies/ISO. The 

concept of Bus Redundancy Descriptor (BRD) is developed based on critical 

measurement set. BRD and leverage points are used as criteria to evaluate the quality of 

measurement systems. Accordingly, based on BRD a heuristic algorithm for 

measurement design under distributed multi-utility operation is presented to search for 

possible beneficial data exchange schemes. Numerical results verify that every member 

companies including ISO benefit from mutual data exchange when some principles of 

design are carefully applied. 

Iyambo, P.K. and Tzoneva, R. [2007] presented that transient stability is an important 

aspect in designing and upgrading electric power system. They cover the modeling and 

the transient stability analysis of the IEEE 14 test bus system using Matlab Power System 

Toolbox (PST) package. A three-phase fault is located at two different locations, to 

analyze the effect of fault location and critical clearing time on the system stability. In 

order to protect overhead transmission line, conductors and insulators, it is suggested that 

the faulted part to be isolated rapidly from the rest of the system so as to increase stability 

margin and hence decrease damage. 

Jiang, W. and Vittal, V. [2006] presents a phasor measurements placement algorithm 

which enhances the accuracy of the state estimation solutions and increases local 

redundancy. The algorithm developed determines a list of buses with low local 

redundancy and a list of buses with low sate estimator accuracy. The optimal placement 

of phasor measurements is determined by a ranking of group of buses which are 

determined with respect to the characteristics of phasor measurements. Test results on the 

IEEE 14-bus and 118-bus IEEE Test System are provided. 

Jiang, W. et al [2007] provide the creation of balancing authorities by the North 

American Reliability Council that span large portions of the North American 

interconnection, and stringent requirements for real time monitoring of power system 

evolution, faster and more accurate state estimation algorithms that can efficiently handle 

systems of very large sizes are needed in the present environment. This paper presents a 

distributed state estimation algorithm suitable for large-scale power systems. 

Synchronized phasor measurements are applied to aggregate the voltage phase angles of 

each decomposed subsystem in the distributed state estimation solution. The aggregated 

state estimation solution is obtained from the distributed solution using a sensitivity 
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analysis based update at chosen boundary buses. Placement of synchronized phasor 

measurements in the decomposed subsystems is also investigated. Test results on the 

IEEE 118-bus test bed are provided. 

Kamwa,I. and Grondin, R. [2002] says effective assessment of the dynamic 

performance of the power system requires wide-area information from properly 

distributed phasor measurement units (PMUs). However, to maximize the information 

content of the captured signals, the sensors need to be located appropriately, with due 

account given to the structural properties underlying the given system. In this paper, two 

numerical algorithms are proposed to achieve this goal. They aim to maximize the overall 

sensor response while minimizing the correlation among sensor outputs so as to minimize 

the redundant information provided by multiple sensors. The sensor responses of interest 

are the bus voltage magnitude, and the angle and frequency coherency indexes, which are 

estimated by means of a statistical sampling of power system response signals from a 

transient-stability program. Through the “successive addition” scheme, one of these 

algorithms easily incorporates mandatory locations such as tie-line busses and large 

generator step-up transformers. The proposed approaches are first illustrated on the 

Hydro-Québec transmission grid and then on a 9-area/67-bus/23-machine test network 

designed with well-defined geographical boundaries and pre-specified weak interties 

between electrically coherent areas. 

Kezunovic, M. et al [2004] research aimed at introducing modeling and simulation as a 

major methodological approach for enhancing power engineering education. The reasons 

for such an approach are explained first. Different options and uses of the modeling and 

simulation tools are discussed next. Several implementations of the teaching examples 

are outlined. The paper ends with the conclusions reached based on the study. 

Klump, R. et al [2005] explores the ways to highlight threats to power system security 

by displaying data from phasor measurement units (PMUs) and SCADA data sources 

simultaneously. SCADA measurements provide a picture of the steady-state health of the 

system, whereas PMUs capture the faster variations that may indicate small signal 

stability problems. The software system described in this system gathers SCADA and 

PMU data and displays them on a geographic map of the system. The system uses 

contour plots to show the variation of a measurement with location, even when adjacent 

measurement points are widely spread. The system superimposes trend plots on this 
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display to show the past variation of a quantity over a user-specified time window. The 

goal of the system is to help operators gauge the present security of the grid. 

Madtharad, C. et al [2003] deals with a simple technique for measurement placement 

method of power system state estimation. The minimum condition number of the 

measurement matrix is used as the criteria in conjunction with sequential elimination to 

generalize the measurement placement. The Singular Value Decomposition (SVD) 

approach will be used to solve the state estimation. The simulation study is performed on 

the IEEE 14hns test system by linear weighted least square (WLS). It is found that, this 

algorithm can give a solution of measurement placement of injection current and voltage 

that make the power system observable. 

Madtharad, C. et al [2005] focuses on a new technique for optimal measurement 

placement for power system harmonic state estimation (HSE). The solution provides the 

optimal number of measurements and the best positions to place them, in order to identify 

the locations and magnitudes of harmonic sources. The minimum condition number of 

the measurement matrix is used as the criteria in conjunction with sequential elimination 

to solve this problem. Two different test systems are provided to validate the 

measurement placement algorithm. A three-phase asymmetric power system has been 

tested using the New Zealand test system, while the IEEE 14-bus test system has been 

used for testing a balanced power system. 

Magnago, F. H. and Abur, A. [2000] presents a systematic procedure by which 

measurement systems can be optimally upgraded. The proposed procedure yields a 

measurement configuration that can withstand any single branch outage or loss of single 

measurement, without losing network observability. It is a numerical method based on 

the measurement Jacobian and sparse triangular factorization, making its implementation 

easy in existing state estimators. It can be used off-line in planning and meter placement 

studies or it can be implemented as part of the on-line observability analysis function. 

Details of the procedure are presented using numerical examples. 

Meshram, S. and Sahu, O. P. [2011] presented the artificial neural network technique 

training against the result obtained by the classical Kirchmayer method and compares the 

obtained data. After training, the power generation (PGi) for any power demands (PD) 

can be calculated.  
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Milosevic, B. and Begovic, M. [2003] will considers a phasor measurement unit (PMU) 

placement problem requiring simultaneous optimization of two conflicting objectives, 

such as minimization of the number of PMUs and maximization of the measurement 

redundancy. The objectives are in conflict since the improvement of one of them leads to 

the deterioration of another. Instead of a unique optimal solution, it exist a set of best 

tradeoffs between competing objectives, the so-called Pareto-optimal solutions. A 

specially tailored non-dominated sorting genetic algorithm (NSGA) for a PMU placement 

problem is proposed as a methodology to find these Pareto-optimal solutions. The 

algorithm is combined with the graph-theoretical procedure and a simple GA to reduce 

the initial number of the PMU‟s candidate locations. The NSGA parameters are carefully 

set by performing a number of trial runs and evaluating the NSGA performances based 

on the number of distinct Pareto-optimal solutions found in the particular run and 

distance of the obtained Pareto front from the optimal one. Illustrative results on the 39- 

and 118-bus IEEE systems are presented. 

Nuqui, R. F. and Phadke, A. G. [2005] presents techniques for identifying placement 

sites for phasor measurement units (PMUs) in a power system based on incomplete 

observability. The novel concept of depth of un-observability is introduced and its impact 

on the number of PMU placements is explained. Initially, we make use of spanning trees 

of the power system graph and a tree search technique to find the optimal location of 

PMUs. We then extend the modeling to recognize limitations in the availability of 

communication facilities around the network and pose the constrained placement problem 

within the framework of Simulated Annealing (SA). The SA formulation was further 

extended to solve the pragmatic phased installation of PMUs. The performance of these 

methods is tested on two electric utility systems and IEEE test systems. Results show that 

these techniques provide utilities with systematic approaches for incrementally placing 

PMUs thereby cushioning their cost impact. 

Nwohu, M. N. [2010] proposes an approach for estimating bifurcation point in multi-bus 

systems. The approach assumes that the generators would violate their Q-limits before 

the bifurcation point is reached. The result of this assumption clearly raises the voltages 

along the PV curve which consequently yield an infinitesimal error. Therefore the final 

estimated point can be obtained after a number of load flow solutions depending on the 

complexity of the system and the loading pattern among others. Finally, computer 
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simulations of two system networks are carried out to calculate the bifurcation point at 

the selected minimum voltage which estimates the bus that violates its Q-limit at a certain 

load. 

Ota, Y.  et al [2002] shows the aspect of instability phenomena during midterm is 

complicated, the stability analysis is significant in order to keep the power system stable. 

Synchronized phasor angles obtained by the PMU (Phasor Measurement Unit) provide 

the effective information for evaluating the stability of B bulk power system. This paper 

proposes a midterm stability evaluation method of the wide-area power system by using 

the synchronized phasor measurements. Clustering and aggregating the power system to 

some coherent generator groups, the stability margin of each coherent group is 

quantitatively evaluated on the basis of the one machine and infinite bus system. The 

midterm stability of B longitudinal power system model of Japanese 60Hz systems 

constructed by the PSA (Power system Analyzer), which is a hybrid-type power system 

simulator is practically evaluated using the proposed method.  

Phadke, A.G. [2002] says that Synchronized Phasor Measurements (PMU) was 

introduced in mid-1980s. Since then, the subject of wide-area measurements in power 

systems using PMUs and other measuring instruments has been receiving considerable 

attention from researchers in the field. This paper provides a historical overview of the 

PMU development. It is pointed out that the PMU is a direct descendant of the 

Symmetrical Component Distance Relay introduced in late 1970s. From the early 

prototypes of the PMU built at Virginia Tech, a commercial product evolved which has 

been installed in the field at various locations around the world. Applications of PMU 

measurements to power system operation and control remain a very important subject for 

current research. 

Phadke, A.G. et al [2009] are being installed Synchronized Phasor Measurement Units 

(PMU) in many power systems, around the world. Several of these installations intend to 

utilize the PMU data to augment features of their state estimators. This paper summarizes 

results of recent research which have used phasor measurements in novel ways. 

Beginning with a phasor based state estimation technique the paper considers an 

innovative approach to incorporating phasor data in conventional state estimators. The 

paper reviews the concept of complete and incomplete observability with phasor data, 

and the use of incompletely observed state to achieve pseudo observability. Also included 
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is a discussion of seams between adjoining state estimates, and a new concept of using 

phasor measurements to calibrate instrument transformers. 

Rahman, K. A. et al [2001] presents that Internet can play an important role in Wide 

Area Information Sharing (WAIS) especially in the non-critical time applications. 

Moving from Independent System Operators (IS0s) to Regional Transmission 

Organizations (RTOS) is one example of the need for WAIS. The WAIS system can form 

the basis for the future RTO communication model or as a national level security 

coordinator communication model, if such a need should arise in the near future. This 

paper discusses some of our study results of the effect of wide area measurements on the 

power system calculations. Most of the calculations for power system operation are 

primarily based on accurate determination of the state (the voltage and the angle at each 

bus) of the power system. A comparison study between Integrated State Estimation (lSE), 

which is based on sharing real time measurements, and Split State Estimation (SSE), that 

is based on sharing SE outputs will be presented. The factors which affect the accuracy of 

SSE WIII also be presented. 

Rakpenthai C. et al [2004] will presents the concept of distributed process to improve 

the previously proposed measurement placement method for power system state 

estimation in which the minimum condition number of the measurement matrix is used as 

a criterion in conjunction with sequential elimination to reach the near optimal 

measurement placement. Firstly, the entire network of the power system is decomposed 

into smaller subsystems. Then, in each subsystem, the optimal positions for measurement 

placement are determined by using the minimum condition number criteria. The 

numerical experiment results on the IEEE 14 bus system indicate that the proposed 

technique gives the measurement matrix with smaller condition number and the 

computation time is much shorter. 

Sangrody, H. A. et al [2009] used weighted least square state estimator in power 

industry is nonlinear and formulated by using conventional measurements such as line 

flow and injection measurements. PMUs (Phasor Measurement Units) are gradually 

adding them to improve the state estimation process. In this paper the way of corporation 

the PMU data to the conventional measurements and a linear formulation of the state 

estimation using only PMU measured data are investigated. Six cases are tested while 

gradually increasing the number of PMUs which are added to the measurement set and 
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the effect of PMUs on the accuracy of variables are illustrated and compared by applying 

them on IEEE 14, 30 test systems.  

Tanti, D.K. et al [2011] has been considered Voltage sag as one of the most harmful 

power quality problem as it may significantly affect industrial production. This paper 

presents an Artificial Neural Network (ANN) based approach for optimal placement of 

Distribution Static Compensator (DSTATCOM) to mitigate voltage sag under faults. 

Voltage sag under different type of short circuits has been estimated using 

MATLAB/SIMULINK software. Optimal location of DSTATCOM has been obtained 

using a feed forward neural network trained by post-fault voltage magnitude of three 

phases at different buses. Case studies have been performed on IEEE 14-bus system and 

effectiveness of proposed approach of DSTATCOM placement has been established. 

Weekes M.A. et al [2007] investigates the typical challenges encountered while 

installing phasor measurement instrumentation on power system grid, which aid in power 

system security, are documented. The project of installing phasor measurement unit 

(PMU) devices is described from initiation through execution, operational experience, 

and testing. A brief business case, road map and results are discussed. The documentation 

is of significant value to prospective new champions for such devices on their system.  

Xu, B. and Abur, A. [2004] provides the analysis of network observability and phasor 

measurement unit (PMU) placement when using a mixed measurement set. The 

measurements will include conventional power flows and injections as well as phasor 

measurements for voltages and line currents provided by phasor measurement units. The 

observability analysis is followed by an optimal meter placement strategy for the PMUs. 

Zhao, L. et al [2005] investigates the problem of state estimation in very large power 

systems, which may contain several control areas. An estimation approach which 

coordinates locally obtained decentralized estimates while improving bad data processing 

capability at the area boundaries is presented. Each area is held responsible for 

maintaining a sufficiently redundant measurement set to allow bad data processing 

among its internal measurements. It is assumed that synchronized phasor measurements 

from different area buses are available in addition to the conventional measurements 

provided by the substation remote terminal units. The estimator is implemented and 
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tested using different measurement configurations for the IEEE 118-bus test system and 

the 4520-bus ERCOT system. 

Zhou, M. et al [2006] propose the use of real-time synchronized phasor measurement 

units, it is necessary to consider applications of these measurements in greater detail. One 

of the most natural applications of these measurements is in the area of state estimation. 

A straightforward application of state estimation theory treats phasor measurements of 

currents and voltages as additional measurements to be appended to traditional 

measurements now being used in most energy management system (EMS) state 

estimators. The resulting state estimator is once again nonlinear and requires significant 

modifications to existing EMS software. This paper proposes an alternative approach, 

which leaves the traditional state estimation software in place, and discusses a novel 

method of incorporating the phasor measurements and the results of the traditional state 

estimator in a post processing linear estimator. This paper presents the underlying theory 

and provides verification through simulations of the two alternative strategies. It is shown 

that the new technique provides the same results as the nonlinear state estimator and does 

not require modification of the existing EMS software. 

From the review of above literatures, different researcher worked on the combination of 

different parameters. But the work has done in this project on the combined effect of 

change in Voltage, Power Angle, Current, Real Power and Reactive Power on IEEE 6 

Bus, IEEE 9 Bus IEEE 14 Bus and IEEE 30 Bus System.  
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CHAPTER - 3 

FULL WEIGHTED LEAST SQUARE STATE ESTIMATION 

3.1  Introduction 

A state estimator will estimates the voltage magnitudes and phase angles at the buses by 

using the available measurements in the form  

 Power injections,  

 Power flows,  

 Voltage magnitudes,  

 Current through the branches.  

The voltage and current phasor measured by the PMUs can be used in a state estimator in 

two ways [Phadke [2002]] as  

 Increase the confidence in the available measurements; and  

 Replace the available conventional measurements.  

The PMU at a bus can measure the voltage phasor at that bus as well as at the buses at the 

other end of all the incident lines, using the current phasor and the known line 

parameters. It is assumed that the PMU has a sufficient number of channels to measure 

the current phasor through the entire branches incident to the corresponding bus. 

WLS state estimation minimizes the weighted sum of squares of the residuals. Consider 

the set of measurements given by the vector z : 
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Where: 

)](),.....(),(),([ 321 xhxhxhxhh m
T      (3.2) 

 hi (x) is the nonlinear function relating measurement i to the state vector x 

 x
T
 = [ x1, x2, x3............ xn] is the system state vector 

 e
T
 = [e1, e2, e3……..em ] is the vector of measurement errors. 

Let E(e) designate the expected value of e, with the following assumptions: 

E(ei) = 0 , i =1,.....,m        (3.3) 

E (ei , ej) = 0         (3.4) 

Measurement errors are assumed to be independent and their covariance matrix is given 

by a diagonal matrix R : 

Cov ( e) = E [e * e
T
] = R = diag {ζ1

2
,ζ2

2
,ζ3

2
......ζm

2
}    (3.5) 

The WLS estimator will minimize the following objective function: 

)]([)]([
))((

)( 1

1

2

xhzRxhz
R

xhz
xJ T

m

i ii

ii    (3.6) 

At the minimum value of the objective function, the first-order optimality conditions 

have to be satisfied. These can be expressed in compact form as follows: 

0)]([)(
)(

)( 1 xhzRxH
x

xJ
xg T ,      (3.7)   

Where 
x

xh
xH

)(
)(  

The non-linear function g(x) can be expanded into its Taylor series around the state 

vector x
k
 neglecting the higher order terms.  

0.......)()()()( kkk xxxGxgxg      (3.8) 
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An iterative solution scheme known as the Gauss-Newton method is used to solve above 

equation: 

)(.)]([ 11 kkkk xgxGxx       (3.9) 

where, k is the iteration index and x
k 
 is the solution vector at iteration k . G(x) is called 

the gain matrix, and expressed by: 

)()(
)(

)( 1 kkT
k

xHRxH
x

xg
xG      (3.10) 

)]([)()( 1 kkTk xhzRxHxg       (3.11) 

Generally, the gain matrix is quite sparse and decomposed into its triangular factors. At 

each iteration k, the following sparse linear sets of equations are solved using 

forward/backward substitutions, where kkk xxx 11  : 

kkTkkTkk zRxHxhzRxHxxG 111 ).()]([)()]([    (3.12) 

These iterations are going on until the maximum variable difference satisfies the 

condition, ' Max 
kx  '. A comprehensive flow-chart of this algorithm is shown in 

next section. 

3.2 WLS State Estimation Algorithm 

WLS State Estimation involves the iterative solution of the Normal equations [Sangrody 

et al [2009], Xu and Abur [2004]]. An initial guess has to be made for the state vector x
0
. 

As in the case of the power flow solution, this guess typically corresponds to the flat 

voltage profile, where all bus voltages are assumed to be 1.0 per unit and in phase with 

each other. 

The iterative solution algorithm for WLS state estimation problem [Abur and Exposito 

[2005]], [Chakrabarti and Kyriakides [2008]], [Gou B [2008]], [Milosevic B. and 

Begovic M. [2003]] can be outlined as follows: 

1.  At start, set the iteration index k = 0. 
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2.  For a flat start initialize the state vector kx .  

3.  Determine the gain matrix, )( kxG . 

4.  Calculate the right hand side )]([)( 1 kkTk xhzRxHt  

5.  Decompose )( kxG and solve for kx  

6.  Test for convergence,  Max 
kx  ? 

7.  If no, update k = k + 1,  x
k +1

 =  x
k
 + Δ x

k 
and go to step 3. Else, stop. 

The above algorithm essentially involves the following computations in each iteration, k; 

1.  Calculation of the right hand side )]([)( 1 kkTk xhzRxHt  

(a) Calculating the measurement function, h (x
k
). 

(b) Building the measurement Jacobian, H (x
k
). 

2.  Calculation of G (x
k
) and solve for kx . 

(a) Building the gain matrix, G (x
k
). 

(b) Decomposing G (x
k
) into its Cholesky factors. 

(c) Performing the forward/back substitutions to solve for Δx
k +1

. 

Flow-chart of the iterative algorithm for WLS state estimation problem can be outlined in 

Figure 3.1. 

1.  Initially set the iteration counter k = 0, define the convergence tolerance ε and the 

iteration limit k limit values. 

2.  If k > k limit, then terminate the iterations. 

3. Calculate the measurement function h (x
k
 ) , the measurement Jacobian H (x

k
 ) , 

and the gain matrix G (x
k
 ) = H

T
 (x

k
 ) R

 -1 
H (x

k
 ) . 
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4. Solve Δx
k  

using above Equation. 

5. If  kx , then go to step 2. Else, stop. Algorithm converged. 

 

Fig 3.1:  Flow-Chart for the WLS State Estimation Algorithm 
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3.3 Parameter Measurement and their Modeling 

In power system analysis most commonly used measurement parameters for state 

estimation will be  

 The bus power injections,  

 The line power flows and  

 The bus voltage magnitudes.  

Such state variables will help in designing the equations for other relevant parameters for 

power system analysis [Nuqui R.F. and Phadke A. G. [2005]] [Ota Y. et al [2002]]. 

Consider a system having N buses, then their state vector will have (2N - 1) components 

which are composed of N bus voltage magnitudes and (N - 1) phase angles. The state 

vector is equal to ]..........,,0[ 3322
0

1 NN
T VVVVx . An 

arbitrary value, such as 0 is set to be the phase angle of one reference bus. If we define   

gij + jbij as the admittance of the series branch line connecting buses i and j, and gsi + jbsi 

as the admittance of the shunt branch connected at bus i, the equivalent π model can be 

shown in Figure 3.2 below. 

g
ij b

ij

i j

g
si

g
sj

jb
si jb

sj

 

Fig 3.2: Equivalent ‘π’ Model of Two Bus System 

Let the (i, j)
th

 entry of the admittance matrix Y be ijijij jBGY . The expressions for 

each of the above types of measurements are then given below: 
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Real and reactive power injection at bus i can be expressed by, 

)sincos(
1

ijijijij

N

j
jii BGVVP       (3.14) 

)cossin(
1

ijijijij

N

j
jii BGVVQ      (3.15) 

Real and reactive power flow from bus i to bus j are, 

)sincos()(2
ijijijijjiijsiiij bgVVggVP    (3.16) 

)cossin()(2
ijijijijjiijsiiij bgVVbbVQ    (3.17) 

The structure of the measurement of Jacobian H will be as 
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Jacobian matrix H components for real power injection measurement are, 

iiiijijijij

N
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 35 

)cossin( ijijijijji
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Jacobian matrix H components for reactive power injection measurement are, 
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Jacobian matrix H components for real power flow measurement are, 
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i

ij
bgVV

P
     (3.27) 

)cossin( ijijijijji

j

ij bgVV
P

      (3.28) 

isiijijijijijji

i

ij
VggbgVV

V

P
)(2)sincos(    (3.29) 

)sincos( ijijijiji

j

ij
bgV

V

P
     (3.30) 



 36 

Jacobian matrix H components for reactive power flow measurement are, 

)sincos( ijijijijji
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The H matrix has rows at each measurement and columns at each variable. If the system 

is large, the H matrix has more zero components. Therefore, usually the sparse matrix 

technique is used to build this matrix. 

3.4 PMUs Algorithm with State Estimation Technique 

One PMU can measure not only the voltage phasor, but also the current phasor. Figure 

3.3 shows a 4-bus system example which has single PMU at bus 1. It has one voltage 

phasor measurement and three current phasor measurements, namely V1  θ1, I1  δ1,      

I2  δ2   and I3  δ3   

PMU

11V
44V

33V

22V

11I

22I

33I

Fig 3.3: Single PMU Measurement Model 

If we define y as the series admittance and yshunt as the shunt admittance, current phasor 

measurements can be written in rectangular coordinates as shown in Figure 3.4. 
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Fig 3.4: Transmission Line Model 

The expressions for Cij and Dij are: 

)cos()cos()cos( ijiijiijjijjsiisiiij YVYVYVC   (3.35) 

)sin()sin()sin( ijiijiijjijjsiisiiij YVYVYVD   (3.36)                   

where, the state vector is given as: 

 
T

NNVVVVx ]..........,,0[ 3322
0

1               (3.37) 

The entries of the measurement Jacobian H corresponding to the real and reactive parts of 

the current phasor is: 

)cos()cos( ijiijsiisi

i

ij
YY

V

C
     (3.38) 

)cos( ijjij

j

ij
Y

V

C
       (3.39) 

)sin()sin( ijiijisiisii

i

ij
YVYV

C
   (3.40) 

)sin( ijjijj

j

ij
YV

C
      (3.41) 
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)sin()sin( ijiijsiisi

i

ij
YY

V

D
    (3.42) 

)sin( ijjij

j

ij
Y

V

D
       (3.43) 

)cos()cos( ijiijisiisii

i

ij
YVYV

D
    (3.44) 

)cos( ijjijj

j

ij
YV

D
       (3.45) 

The measurement vector z contains δ, Cij, Dij as well as the power injections, power flows 

and voltage magnitude measurements. 

TT

ij

T

ij
TTT

flow

T

flow

T

inj

T

inj DCVQPQPz ],,,,,,,[   (3.46) 

Generally, measurements obtained from PMUs are more precise with small variances as 

compared to the variances obtained from conventional measurements. Therefore, 

measurements done with the help of PMU are expected to generate more accurate result 

as estimated by conventional methods.  
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CHAPTER - 4 

LINEAR FORMULATION OF STATE ESTIMATION USING PMUs 

4.1 Introduction 

One phasor measurement unit can measure a synchronized voltage phasor and several 

synchronized current phasor. If the measurement set is composed of only voltages and 

currents which measured by PMUs, then the state estimation can be formulated as a 

linear problem [Abur and Exposito [2005], Bretas et al [2001], Chakrabarti and Albu 

[2007], Ebrahimian and Baldick [2000], Filho et al [2001]]. The state vector and 

measurement data can be expressed in rectangular coordinate system. The voltage 

measurement ( VV ) can be expressed as (V = E + jF), and the current 

measurement can be expressed as ( I = C + jD). 

i j

Iij = Cij + jDij
g

ij b
ij

g
si
 + jb

si
g

sj
 + jb

sj

+

V
i

=

E
i

+

jF
i

-

+

V
j

=

E
j

+

jF
j

-

  

Fig 4.1: Transmission Line Model with Rectangular Form 

In the Figure 4.1, ( gij + jbij ) is the series admittance of the line and (gsi + jbsi ) is the 

shunt admittance of the transmission line. Line current flow Iij can be expressed as a 

linear function of voltages. 

)()]()[(

)]([)]()[(

ijijjsisiijiji

sisiiijijjiij

jbgVjbgjbgV

jbgVjbgVVI
    (4.1) 

The measurement vector z is expressed as z = h(x) + e, (where x is a state vector, h(x) is a 

matrix of the linear equations and e is an error vector). In rectangular coordinates: 

z = ( Hr + jHm )( E + jF ) + e                  (4.2) 
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where, H = Hr + jHm , x = E + jF and z = A + jB . 

A and B are expressed by: 

A = Hr  E – Hm  F        (4.3) 

B = Hm  E + Hr  F        (4.4)  

In matrix form, 

e
F

E

HH

HH

B

A

rm

mr
      (4.5) 

Then, the estimated value FjEx ˆˆˆ can be obtained by solving the linear equation 

below: 

zRHGzRHHRHx TTT 11111 )(ˆ      (4.6) 

If we define the linear matrix Hnew as
rm

mr

new
HH

HH
H , then the above equation can 

be rewritten as: 
B

A
RHHRH

F

E
x

T

newnew

T

new
111 )(

ˆ

ˆ
ˆ    (4.7) 

Therefore, the equation for rectangular formed variable x̂  can be given by the rectangular 

forms of H matrix and z vector. They are all real numbers. 

4.2 Algorithm for Linear State Estimation  

Consider the two bus system shown in Figure 4.2. Note that PMU located at bus 1 

measures voltage V1 and line current I12 [Huang and Lei [2002], Jiang et al [2007], Jiang 

and  Vittal [2006] Madtharad et al [2005], Phadke [2009], Xu  and Abur [2004]]. 

According to (3.1), the line current flow I12 can be expressed as: 

 I12 = k1  V + k2  V (k1, k2 are constant complex value)    (4.8) 
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PMU

I
12

 = C
12

 + jD
12

Bus 1 Bus 2

V
1
 = E

1
 + jF

1

  

Fig 4.2: Two Bus Systems with Measurements 

Measurement vector z has two entries, V1 and I12. 

e
F

E

kkI

V
z

2112

1 01
      (4.9) 

Expressing (3.8) in rectangular coordinates: 

mr

mmrr

mrmr

jHH
kk

j
kk

jkkjkkkk

2121

221121

0001

0101

     (4.10) 

where,  

222,111

121212,111

mrmr jkkkjkkk

jDCIjFEV
      (4.11) 

The measurement vector z becomes, 

 e

F

F

E

E

kkkk

kkkk

D

F

C

E

z

rrmm

mmrr

2

1

2

1

2121

2121

12

1

12

1

0100

0001

   (4.12) 

Finally, x̂  is calculated using (3.6): 
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2

1

2

1
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ˆ
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ˆ

D

F

C

E

B

A
z

F

F

E

E

F

E
x       (4.13) 

This is very simple and fast, because it doesn‟t need any iteration. 

In respect of system accuracy and reliability, PMU can deliver more precise measurement 

data. Several cases to be tested with different number of PMUs added to the conventional 

set of measurement. The simulations and analysis of different cases are as shown in Table 

4.1 are done with several IEEE bus systems in the next section. 

Table 4.1: Measurements with their PMU Cases 

Cases Measurements 

1 Conventional with No PMUs 

2 Conventional with 1 PMUs 

3 Conventional with 2 PMUs 

4 Conventional with 3 PMUs 

5 Conventional with 4 PMUs 

6 Conventional with 5 PMUs 

7 Conventional with 6 PMUs 

8 Conventional with 7 PMUs 

9 Conventional with 8 PMUs 

P Only PMUs 

4.3 Simulation Results 

Four different IEEE test systems (IEEE 6, IEEE 9, IEEE 14 & IEEE 30 bus system) are 

used for the simulations [Kezunovic et al [2004], Madtharad et al [2005], Magnago and 

Abur [2000], Nwohu [2010], Phadke et al [2009], Sangrody et al [2009]. The Gaussian 

random errors are imposed on each measurement. The error variance of measurements is 

set to be 0.00001. Table 4.2 shows the locations of PMUs at each system. These PMUs 

are placed as a minimum required number. 

Each PMU has one voltage measurement and several current flow measurements 

connected to the neighboring buses. 
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Table 4.2: PMU Locations for Each Bus System 

Type of 

System 
PMU locations at Bus 

IEEE 6 Bus Bus 2 - - - - - - - 

IEEE 9 Bus Bus 2 Bus 3 - - - - - - 

IEEE 14 Bus Bus 2 Bus 3 Bus 6 Bus 8 Bus 14 - - - 

IEEE 30 Bus Bus 2 Bus 5 Bus 8 Bus 11 Bus 13 Bus 19 Bus 23 Bus 30 

Network diagrams showing the PMU locations for the test systems are given as 
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Fig 4.3: IEEE 6 bus system 
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Fig 4.4: IEEE 9 bus system 
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Fig 4.5: IEEE 14 bus system 
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Fig 4.6: IEEE 30 bus system 
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CHAPTER - 5 

BENEFITS OF USING PMUs 

5.1  PMU improved Variables Accuracy  

In this, the effects of increasing the number of PMUs on the accuracy of the estimated 

variables are investigated. If some PMU measurements are added to the state estimation, 

the state estimation accuracy will be affected, as the PMU measurements have less 

significant error variances compared to other measurements. The PMU has measure 

 One voltage phasor  

 Several current phasor measurements at any branch connected to the PMU 

installed bus. 

 The real and reactive part of the phasor for each voltage or current. 

Firstly, judge estimated variables and then their accuracy as compare to the conventional 

measured data. One of the ways of representing the level of state estimation accuracy is 

in refer to the covariance of the estimated variables. From (4.6), the covariance of the 

estimated variable vector x̂  can be expressed as: 

Cov ( x̂  ) = Cov ( ( H 
T
 R 

-1
 H ) 

-1
H 

T
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-1 
z ) = Cov ( G 

-1
H 

T
 R 

-1 
z )  (5.1) 

The covariance of the measurement vector z is R from: 

Cov (z) = Cov ( h ( x ) + e ) = Cov ( e ) = R      (5.2) 

Then eq (5.1), can be rewritten as: 
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= G 
-1

H 
T
 R 

-1
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Therefore, the inverse of the gain matrix is equal to the covariance of x̂ . 

In regard of the accuracy of the system, PMU be able to deliver more precise in data 

measurement. Some cases are tested with different number of additional PMUs to the 

conventional measurement set Simulations and analysis of different cases which are 

shown in Table 5.1 are done with several IEEE bus systems in the next section. 

5.2  Simulations Results 

In this segment, IEEE bus systems as IEEE 6 bus system [Meshram and Sahu [2011], 

IEEE 9 bus system [Ebrahimpour et al [2011]], IEEE 14 bus system [Fitiwi D.Z. and Rao 

K.S.R[2009]], [Iyambo, P.K. and Tzoneva, R. [2007]], [Tanti, D.K. et al [2011]] and 

IEEE 30 bus system[Sangrody, H. A. et al [2009]] are tested with their respected cases to 

find out the significance of the PMUs on the precision of the estimated variables. The 

measured parameters are transformed from abc to dq0 by using Clark Transformation 

into relevant measured parameter for high accuracy and low harmonic component 

[APPENDIX A]. 

Assume n as the number of variables, m as the number of measurements and ε as the ratio 

of the number of measurements per the number of variables. During the tests, maintained 

ε as 1.6. Table 5.1 has more detailed information about the measurement numbers for the 

tests. 

Table 5.1: Type of Variables and Measurement  

Types  

of  

System 

Variables 

(n) 

Measurements Ratio  

ε

(m / n) 

Power 

Injection 

Power 

Flow 

Voltage 

Magnitude 

Total    

(m) 

IEEE 6 Bus 11 6 10 1 17 1.6 

IEEE 9 Bus 17 10 16 1 27 1.6 

IEEE 14 Bus 27 16 26 1 43 1.6 

IEEE 30 Bus 59 38 56 1 95 1.6 
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For IEEE 6 bus system example, variable number is n 2 1  (excluding slack 

bus angle), and to maintain ε 1.6 there m must be 17. To place measurement evenly at 

each system, 40% of injection measurements and 60% of flow measurements are 

distributed to each system. Therefore, the „6‟ injection measurement and „10‟ flow 

measurement in IEEE 6 bus systems. Lastly one voltage magnitude measurement is 

placed at each system. The settings for error standard deviations for measurements are 

shown in Table 5.2. A PMU has much smaller error deviations than other conventional 

measurements as 0.00000001. 

Table 5.2: Standard Deviations of the Measurements for the Test 

Voltage Magnitude 

( Max ) 

Voltage Magnitude 

( Min ) 

Power                      

( Max ) 

Power                      

( Min ) 

0.0001 0.00001 0.000001 0.00000001 

Figures 5.1 – 5.4 show the network diagrams for each system. The parameters measured 

are as  

 The real and reactive power injection measurements,  

 The voltage magnitude measurement.  

 The real and reactive power flow measurements.  

 The power flow direction. 
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Fig. 5.1: IEEE 6 bus system 
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Fig. 5.2: IEEE 9 bus system 
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Fig 5.3: IEEE 14 bus system 
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Fig 5.4: IEEE 30 bus system 

 

The accuracy of two variables (voltage magnitude and power (injection or flow)) is 

investigated separately. The standard deviations of variables are obtained from the 

inverse diagonal elements of „G‟ matrix. The variance is a square of the standard 

deviation. Figures 5.5 – 5.12 show the accuracy of the estimated voltage (V) magnitudes 

of each system, Figures 5.13 – 5.20 show the accuracy of the estimated voltage angle (θ) 

magnitudes of each system, Figures 5.21 – 5.28 show the accuracy of the estimated 

current (I) magnitudes of each system, Figures 5.29 – 5.36 show the accuracy of the 
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estimated real power (P) of each system and Figures 5.37 – 5.44 show the accuracy of the 

estimated reactive power (Q) of each system 

Fig. 5.5 : GRAPH BETWEEN MAG OF V (S  D) vs BUS NUMBER
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Fig. 5.6 : GRAPH BETWEEN MAG OF V (S D) vs BUS NUMBER
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Fig. 5.7 : GRAPH BETWEEN  MAG OF V (S D) vs BUS NUMBER
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Fig. 5. 8 : GRAPH BETWEEN MAG OF V (S D) vs BUS NUMBER
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Fig. 5.9 GRAPH BETWEEN MAG OF V (S D) vs BUS NUMBER
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Fig. 5.10 GRAPH BETWEEN MAG OF V (S D) vs BUS NUMBER
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Fig. 5.11  GRAPH BETWEEN MAG OF V (S D) vs BUS NUMBER
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Fig. 5.12  GRAPH BETWEEN MAG OF V (S D) vs BUS NUMBER
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Fig. 5.13  : GRAPH BETWEEN ANGLE (S D) vs BUS NUMBER
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Fig. 5.14 : GRAPH BETWEEN ANGLE (S D) vs BUS NUMBER
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Fig.5.15 : GRAPH BETWEEN ANGLE (S D) vs BUS NUMBER
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Fig. 5.16 : GRAPH BETWEEN ANGLE (S D) vs BUS NUMBER
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Fig. 5.17 GRAPH BETWEEN ANGLE (S D) vs BUS NUMBER
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Fig. 5.18  GRAPH BETWEEN ANGLE (S D) vs BUS NUMBER
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Fig. 5.19  GRAPH BETWEEN ANGLE (S D) vs BUS NUMBER
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Fig. 5.20  GRAPH BETWEEN ANGLE (S D) vs BUS NUMBER
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Fig. 5.21 : GRAPH BETWEEN I (S  D) vs BUS NUMBER
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Fig. 5.22 : GRAPH BETWEEN I (S D) vs BUS NUMBER
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Fig. 5.23 : GRAPH BETWEEN  MAG OF I (S D) vs BUS NUMBER
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Fig. 5. 24 : GRAPH BETWEEN MAG OF I (S D) vs BUS NUMBER
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Fig. 5.25 GRAPH BETWEEN MAG OF I (S D) vs BUS NUMBER
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Fig. 5.26 GRAPH BETWEEN MAG OF I (S D) vs BUS NUMBER
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Fig. 5.27  GRAPH BETWEEN  MAG OF I (S D) vs BUS NUMBER
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Fig. 5.28  GRAPH BETWEEN MAG OF I (S D) vs BUS NUMBER
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Fig. 5.29 : GRAPH BETWEEN P (S  D) vs BUS NUMBER
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Fig. 5.30 : GRAPH BETWEEN  P (S D) vs BUS NUMBER
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Fig. 5.31 : GRAPH BETWEEN   P (S D) vs BUS NUMBER
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Fig. 5.32 : GRAPH BETWEEN P (S D) vs BUS NUMBER
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Fig. 5.33 GRAPH BETWEEN P (S D) vs BUS NUMBER
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Fig. 5.34 GRAPH BETWEEN P (S D) vs BUS NUMBER
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Fig. 5.35  GRAPH BETWEEN P (S D) vs BUS NUMBER
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Fig. 5.36  GRAPH BETWEEN P (S D) vs BUS NUMBER
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Fig. 5.37  : GRAPH BETWEEN Q (S D) vs BUS NUMBER
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Fig. 5.38 : GRAPH BETWEEN Q (S D) vs BUS NUMBER
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Fig.5.39 : GRAPH BETWEEN Q (S D) vs BUS NUMBER
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Fig. 5.40 : GRAPH BETWEEN Q (S D) vs BUS NUMBER
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Fig. 5.41 GRAPH BETWEEN Q (S D) vs BUS NUMBER
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Fig. 5.42  GRAPH BETWEEN Q (S D) vs BUS NUMBER
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Fig. 5.43  GRAPH BETWEEN Q (S D) vs BUS NUMBER
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Fig. 5.44  GRAPH BETWEEN Q (S D) vs BUS NUMBER
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Average valued Standard Deviation (S D) of each variable is shown in Figures 5.45 – 

5.52 for voltage (V) magnitudes, in Figures 5.53 – 5.60 for voltage angle (θ) magnitudes, 

in Figures 5.61 – 5.68 for current (I) magnitudes, in Figures 5.69 – 5.76 for real power 

(P) and in Figures 5.77 – 5.84 for reactive power (Q). 

Fig. 5.45 : AVERAGE VOLTAGE vs STANDARD  DEVIATION
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Fig. 5.46 : AVERAGE VOLTAGE vs STANDARD  DEVIATION
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Fig. 5.47 : AVERAGE VOLTAGE vs STANDARD DEVIATION
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Fig. 5.48 :  AVERAGE VOLTAGE vs STANDARD DEVIATION
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Fig. 5.49  AVERAGE VOLTAGE STANDARD DEVIATION
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Fig. 5.50 AVERAGE VOLTAGE vs STANDARD DEVIATION
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Fig. 5.51  AVERAGE VOLTAGE vs STANDARD DEVIATION
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Fig. 5.52 AVERAGE VOLTAGE vs STANDARD DEVIATION
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Fig. 5.53 :AVERAGE VOLTAGE ANGLE vs STANDARD DEVIATION
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Fig.5.54 : AVERAGE VOLTAGE ANGLE vs STANDARD  DEVIATION
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Fig. 5.55 : AVERAGE VOLTAGE ANGLE vs STANDARD DEVIATION
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Fig. 5.56 : AVERAGE VOLTAGE ANGLE vs STANDARD DEVIATION
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Fig. 5.57 AVERAGE VOLTAGE ANGLE vs STANDARD DEVIATION
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Fig. 5.58  AVERAGE VOLTAGE ANGLE vs STANDARD DEVIATION
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Fig. 5.59  AVERAGE VOLTAGE ANGLE vs STANDARD DEVIATION
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Fig. 5.60  AVERAGE VOLTAGE ANGLE vs STANDARD DEVIATION
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Fig. 5.61 : AVERAGE CURRENT vs STANDARD  DEVIATION
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Fig. 5.62 : AVERAGE CURRENT vs STANDARD  DEVIATION
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Fig. 5.63 : AVERAGE CURRENT vs STANDARD DEVIATION
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Fig. 5.64 :  AVERAGE CURRENT vs STANDARD DEVIATION
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Fig. 5.65  AVERAGE CURRENT vs STANDARD DEVIATION
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Fig. 5.66 AVERAGE CURRENT vs STANDARD DEVIATION
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Fig. 5.67  AVERAGE CURRENT vs STANDARD DEVIATION
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Fig. 5.68 AVERAGE CURRENT vs STANDARD DEVIATION
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Fig. 5.69 : AVERAGE P vs STANDARD  DEVIATION
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Fig. 5.70 : AVERAGE P vs STANDARD  DEVIATION
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Fig. 5.71 : AVERAGE P vs STANDARD DEVIATION
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Fig. 5.72 :  AVERAGE P vs STANDARD DEVIATION
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Fig. 5.73  AVERAGE P vs STANDARD DEVIATION
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Fig. 5.74 AVERAGE P vs STANDARD DEVIATION
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Fig. 5.75  AVERAGE P vs STANDARD DEVIATION
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Fig. 5.76 AVERAGE P vs STANDARD DEVIATION
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Fig. 5.77 : AVERAGE Q vs STANDARD DEVIATION
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Fig.5.78 : AVERAGE Q vs STANDARD  DEVIATION
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Fig. 5.79 : AVERAGE Q vs STANDARD DEVIATION

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

1AVERAGE Q

S
 D

QMIN 1 QMIN 2 QMIN P

 

Fig. 5.80 : AVERAGE Q vs STANDARD DEVIATION
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Fig. 5.81 AVERAGE Q vs STANDARD DEVIATION
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Fig. 5.82  AVERAGE Q vs STANDARD DEVIATION
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Fig. 5.83  AVERAGE Q vs STANDARD DEVIATION
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Fig. 5.84  AVERAGE Q vs STANDARD DEVIATION
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Table 5.3 : Average Standard Deviations of the Estimated Variables 

Type of 

Variables 

Type of 

Systems 

No PMUs 1 PMUs 2 PMUs 

Min Max Min Max Min Max 

Voltage 

Magnitude     

( V ) 

6 Bus 0.116451 0.201764 - - - - 

9 Bus 0.136364 0.239584 0.146453 0.264089 - - 

14 Bus 0.059018 0.103501 0.084794 0.227837 0.103686 0.226238 

30 Bus 0.044502 0.085112 0.046551 0.120107 0.061803 0.233047 

Voltage 

Angle             

( θ ) 

6 Bus 0.102129 1.77E-01 - - - - 

9 Bus 0.146942 0.18511 0.130961 0.236817 - - 

14 Bus 5.24E-02 9.17E-02 7.55E-02 1.46E-01 9.22E-02 2.04E-01 

30 Bus 4.09E-02 7.51E-02 4.22E-02 1.09E-01 5.65E-02 2.14E-01 

Current 

Magnitude     

(  I  ) 

6 Bus 0.034145 0.059283 - - - - 

9 Bus 0.01483 0.026632 0.015556 0.034175 - - 

14 Bus 0.010323 0.032592 0.012579 0.071714 1.52E-02 0.105263 

30 Bus 0.008583 0.032904 0.008 0.063981 0.010793246 0.150697 

Real    

Power            

( P )  

6 Bus -0.03661 0.016088 - - - - 

9 Bus -5.44E-05 0.0025782 -0.00066 0.0028995 - - 

14 Bus -0.01324 0.02107 -0.05253 0.058474 -0.08218 0.086179 

30 Bus -0.003203 0.03823817 -0.02640 0.08202461 -0.041412 0.170698 

Reactive  

Power             

( Q ) 

6 Bus 0.093373 9.37E-02 - - - - 

9 Bus 0.0337751 -0.134730 0.036288 0.03812 - - 

14 Bus 7.54E-03 5.44E-02 -9.85E-03 1.16E-01 -2.42E-02 1.58E-01 

30 Bus -1.19E-02 3.92E-02 -4.68E-02 7.94E-02 -9.90E-02 1.51E-01 

 

Type of 

Variables 

Type of 

Systems 

3 PMUs 4 PMUs 5 PMUs 

Min Max Min Max Min Max 

Voltage 

Magnitude               

( V ) 

6 Bus - - - - - - 

9 Bus - - - - - - 

14 Bus 0.146055 0.309194 0.16371 0.345643 - - 

30 Bus 0.058245 0.393268 0.066334 0.409227 0.071556 0.42564 

Voltage 

Angle             

( θ ) 

6 Bus - - - - - - 

9 Bus - - - - - - 

14 Bus 1.32E-01 2.82E-01 1.49E-01 3.15E-01 - - 

30 Bus 5.27E-02 3.43E-01 5.99E-02 3.57E-01 6.45E-02 3.70E-01 

Current 

Magnitude     

(  I  ) 

6 Bus - - - - - - 

9 Bus - - - - - - 

14 Bus 0.02244 0.132364 0.024797 0.145976 - - 

30 Bus 0.016752 0.279389 0.017378 0.289197 0.019126 0.300657 

Real   

Power          

( P ) 

6 Bus - - - - - - 

9 Bus - - - - - - 

14 Bus -0.09272 0.105609 -0.10191 0.116409 - - 

30 Bus -0.200673 0.365447 -0.22395 0.394325 -0.229368 0.412551 
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Type of 

Variables 

Type of 

Systems 

3 PMUs 4 PMUs 5 PMUs 

Min Max Min Max Min Max 

Reactive  

Power             

( Q ) 

6 Bus - - - - - - 

9 Bus - - - - - - 

14 Bus -2.63E-02 1.89E-01 -2.88E-02 2.10E-01 - - 

30 Bus -2.85E-01 3.88E-01 -3.05E-01 4.24E-01 -3.19E-01 4.45E-01 

 

Type of 

Variables 

Type of 

Systems 

6 PMUs 7 PMUs P PMUs 

Min Max Min Max Min Max 

Voltage 

Magnitude     

( V ) 

6 Bus - - - - 0.155211 0.273 

9 Bus - - - - 0.21618603 0.3607 

14 Bus - - - - 0.171281 0.432693 

30 Bus 0.098532 0.491333 0.111073 0.5174 0.12556645 0.5494 

Voltage 

Angle             

( θ ) 

6 Bus - - - - 0.137928 0.243 

9 Bus - - - - 0.18056381 0.3266 

14 Bus - - - - 0.154652 0.392193 

30 Bus 8.96E-02 4.28E-01 1.01E-01 4.50E-01 0.11367311 0.47576 

Current 

Magnitude     

(  I  ) 

6 Bus - - - - 0.068248 0.127333 

9 Bus - - - - 0.02050078 0.04625556 

14 Bus - - - - 0.02479694 0.14597602 

30 Bus 0.021099 0.31592 0.020952 0.3202 2.02E-02 0.324087 

Real   

Power          

( P ) 

6 Bus - - - - 0.000126 0.002653 

9 Bus - - - - 0.00361395 -0.0010843 

14 Bus - - - - -0.12102 0.1349 

30 Bus -0.222593 0.4258915 -0.19249 0.4277428 -0.2544753 0.43010183 

Reactive  

Power             

( Q ) 

6 Bus - - - - 0.117138 0.118 

9 Bus - - - - 0.0451682 0.04766911 

14 Bus - - - - -0.05637 0.216507 

30 Bus -3.36E-01 4.38E-01 -3.52E-01 4.40E-01 -0.3699197 0.45857718 

The table 5.3 shows that how the average standard deviation varies on increasing the 

number of PMUs on the same bus system. The system parameters with conventional 

method to the only PMUs will reflect that how the controllability of the system improves 

as follows:-  

 The voltage magnitude varies from conventional method to only PMU in IEEE 6 

Bus system is 24.97 % (Min) & 26.09 % (Max), in IEEE 9 Bus system is 36.92 % 

(Min) & 33.58 % (Max), in IEEE 14 Bus system is 65.54 % (Min) & 76.08 % 

(Max) and in IEEE 30 Bus system is 64.56 % (Min) & 84.51 % (Max). 

 The voltage angle varies from conventional method to only PMU in IEEE 6 Bus 

system is 25.95 % (Min) & 27.18 % (Max), in IEEE 9 Bus system is 18.62 % 
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(Min) & 43.32 % (Max), in IEEE 14 Bus system is 66.09 % (Min) & 76.61 % 

(Max) and in IEEE 30 Bus system is 64.06 % (Min) & 84.22 % (Max). 

 The current magnitude varies from conventional method to only PMU in IEEE 6 

Bus system is 49.97 % (Min) & 53.44 % (Max), in IEEE 9 Bus system is 27.66 % 

(Min) & 42.42 % (Max), in IEEE 14 Bus system is 62.89 % (Min) & 81.06 % 

(Max) and in IEEE 30 Bus system is 57.50 % (Min) & 89.85 % (Max). 

Also in case of IEEE 30 bus system, the average standard deviation of the estimated P is 

approximately -0.003203 (Min) & 0.03823817 (Max) when there is conventional method, 

but after adding „4 PMUs‟ to the system, it becomes nearly -0.22395 (Min) & 0.394325 

(Max) and at „P PMUs‟ it become -0.2544753 (Min) & 0.43010183 (Max). The system 

will not produce any effective variation on system performance on further increasing 

from „4 PMUs‟ & onwards. Similarly, reactive power is showing the same impact on the 

system performance as in the case of real power. It means that the system controllability 

of „No PMUs‟ to only PMUs is enhanced. The interesting thing is that the standard 

deviation increasing as increasing PMU and become nearly steady after „4 PMUs‟. 

Therefore, this result shows that the most cost effective way of installing PMUs is to add 

„13 %‟ of the total bus numbers to the system, for decreasing the chances of errors on the 

estimated variables. 
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CHAPTER - 6 

CONCLUSIONS AND FUTURE WORK 

6.1  Conclusions 

The conventional measurement method discussed with the PMU and is able to measure 

the voltage and current with their magnitude and phasors. The current measurement is 

implemented to the measurement set as in rectangular form. Equations for the 

measurements are illustrated in detail including the elements of the Jacobian matrix. It is 

expected that PMU measured data provide smaller error standard deviations of PMU 

which may improve the measurement redundancy and accuracy. 

The state estimation in the linear formulation is investigated with PMU. All the variables 

and measurements are improved as in rectangular form, and then treated separately 

during the estimation process. Such linear formulation of the PMU data can produce the 

estimation result by a single calculation not requiring any iteration. If only PMU data 

measurement set is exist in the real world, the improvement of the computation time and 

accuracy is estimated, with the linear formulation of the state estimation. 

The advantages of using PMU will advances the accuracy of the estimated variables.  

Some cases are tested while gradually increasing the number of PMUs which are added 

to the measurement set. With the help of advanced accuracy of PMU, it was seen that the 

estimated accuracy is also gradually increases. One of the motivating thing is that the 

accuracy improves most effectively when the number of implemented PMUs are around 

„13 %‟ of the system buses. It is proved that the quality of the estimation is bettered by 

adopting PMU data to the measurement set. The PMU will provide us various parameters 

with improved accuracy and redundancy. 
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6.2 Future Work 

The following method may be used for estimation of the system parameters for further 

study: 

 Singular Value Decomposition (SVD), 

 Distributed state estimation 

 Harmonic state estimation (HSE), 

 Simulated Annealing(SA) 

 Integer linear programming, 

 hybrid state estimation, 

 Artificial Neural Networks (ANN), 

 Time domain simulation method, 

 Improvement level of the accuracy with their cost.  

 More number of buses may be used.  
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APPENDIX  A  

(Park Transform) 

A.1  The Park Transform and Non-sinusoidal Waveforms 

The Park transformation function [Angelo Baggini] converts the time-dependent three-

phase, three-wire voltage vector v(t)abc and the time-dependent three-phase line current 

vector i(t)abc to time dependent Park voltage vector v(t)Park and Park current vectors 

i(t)Park, respectively. The Park transform is a unique case of the Clarke transform. The d–

q axis is stationary and also known as the p–q theory. It is a linear orthogonal 

transformation which makes use of an orthogonal matrix TPark: 

1
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The Park transformation of the voltage phase-domain vector is defined as 
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where hd tv )( is the Park direct-axis time-dependent voltage at harmonic frequency hω1, 

hq tv )( the quadrature-axis component and htv )(0 the additional zero-sequence component 

but not part of the Park voltage vector v(t)Park. 

The compact notation of the above is 

v(t)Park  =  TPark . v(t)abc        (A.4) 

The Park transformation of the current phase-domain vector is defined as 
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with 
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h
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)()( , and similarly for phases b and c, where ha ti )( is the phase a time-

dependent current at harmonic frequency hω1 (referenced to earth plane), and similarly 

for phases b and c; and 
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where hd ti )( is the Park direct-axis time-dependent voltage at harmonic frequency hω1, 

hq ti )( the quadrature-axis component and hti )(0 the additional zero-sequence component 

but not part of the Park current vector i(t)Park. 

The compressed notation of the above is 

 i(t)Park  =  TPark . i(t)abc        (A.7) 

The time-dependent Park voltage v(t)Park and current i(t)Park vectors are complex and 

contain two orthogonal quantities: 
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The multi-frequency Park transformation also yields zero-sequence components 

htv )(0 and hti )(0 that are similar to the zero-sequence components yielded by its single-

frequency counterpart. As in the single-frequency case, no zero-sequence components 

exist when the phase-domain voltage vectors have a common reference and current 

vectors do not have a common return (neutral). 

The inverse multi-frequency Park transform for voltage is given by 
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and  
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Because TPark is an orthogonal matrix, T 
−1

Park =  T 
T

Park. 
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A.2 Power Definitions in the Park Domain 

Time-dependent power p(t)Park can be defined based on the Park vectors of voltages and 

currents, v(t)Park and i(t)Park, respectively. This power is numerically the exact same 

quantity as the three-phase time-dependent power 3)(tp  because the Park transform is a 

linear orthogonal transform: 

3

33

0

0

)(

)(

)(

)(

])()()([

)(.)(

)(

)(

)(

])()()([)(.)()(

tp

ti

ti

ti

tvtvtv

titv

ti

ti

ti

tvtvtvtitvtp

c

b

a

cba

q

d

qdParkParkPark

   (A.11) 

The Park time-dependent complex power a(t)Park is defined from the product of the Park 

time-dependent complex voltage and current: 

*)(.)()( ParkParkPark titvta        (A.12) 

The Park time-dependent real power p(t)Park and the Park time-dependent non-active 

imaginary power q(t)Park is defined as 

 a( t ) Park = p ( t ) Park + j q ( t ) Park      (A.13) 

  = Re [ a ( t ) Park] + j Im[ a ( t ) Park]     (A.14) 

  = )](.)()().([)](.)()(.)([ titvtitvjtitvtitv qddqqqqd   (A.15) 

The three-phase time-dependent power )(3 tp relates to the Park time-dependent real 

power )(tpPark and the zero-sequence power )(0 tp :- 

)(3 tp = )(tpPark + )(0 tp        (A.16) 

)(.)()( 000 titvtp         (A.17) 

The average values of the Park time-dependent complex power are 
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PPark is equal to the average value of the Park real / active power when the zero-sequence 

time dependent power )(0 tp is zero. QPark is the average value of the Park imaginary / 

reactive power. 

The following characteristics of the Park power quantities a( t )Park, p( t )Park, PPark,           

q( t )Park, QPark and )(0 tp are important: 

 The Park powers are defines quantities that can be regarded as actual powers and 

not apparent powers because their sign depends on the reference directions chosen 

for the voltages and currents. 

 These powers satisfy the energy conservation principle: that is, the algebraic sum 

of powers associated with each element of an isolated network will sum to zero. 
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APPENDIX  B  

(Specification)  

Data for IEEE - 6 Bus System 

Table B1:- Generator Data for IEEE - 6 Bus System 

Generator Bus No. 1 2 C 

MVA 300 60 30 

x1 (p.u.) 0.01 0.2 0.48 

ra (p.u.) 0 0.003 0.073 

xd (p.u.) 1.05 0.898 0.42 

X’d (p.u.) 0.185 0.3 0.26 

X”d(p.u.) 0.13 0.23 0.012 

T’do 6.1 7.4 12.4 

T”do 0.04 0.03 0.032 

xq (p.u.) 0.98 0.646 0.232 

x’q (p.u.) 0.36 0.646 0.232 

x”q (p.u.) 0.13 0.4 0.4 

T’qo 0.3 0.4 0.5 

T”qo 0.099 0.033 0.003 

H 6.54 5.148 5.482 

F 2 2 2 

P 32 32 32 

 

Table B2:- Bus Data of IEEE – 6 Bus Test System: 

Bus No. *Bus Type Pg Qg Pd Qd 

1 1 0 0 0 0 

2 2 0.45 0.24 0 0 

3 3 0 0 -0.275 -0.065 

4 3 0 0 -0.15 -0.09 

5 3 0 0 -0.15 -0.09 

6 3 0 0 -0.275 -0.065 

*Bus Type: (1) swing bus, (2) generator bus (PV bus) and (3) load bus (PQ bus) 

Table B3:- Line Data of IEEE – 6 Bus Test System: 

From 

Bus 

To 

Bus 

R 

(pu) 

X 

(pu) 

B 

(pu) 

1 6 0.123 0.518 0.03 

1 4 0.08 0.37 0.01 

2 3 0.0723 1.05 0.022 

2 5 0.282 0.064 0.12 

3 4 0 0.133 0.33 

4 6 0.097 0.407 0.01 

5 6 0 0.3 0.025 
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Data for IEEE – 9 Bus System 

Table B4:- Generator Data for IEEE – 9 Bus System 

Generator Bus No. 1 2 3 C 

MVA 300 60 60 30 

x1 (p.u.) 0.01 0.2 0.2 0.48 

ra (p.u.) 0 0.003 0.003 0.073 

xd (p.u.) 1.05 0.898 0.898 0.42 

X’d (p.u.) 0.185 0.3 0.3 0.26 

X”d(p.u.) 0.13 0.23 0.23 0.012 

T’do 6.1 7.4 7.4 12.4 

T”do 0.04 0.03 0.03 0.032 

xq (p.u.) 0.98 0.646 0.646 0.232 

x’q (p.u.) 0.36 0.646 0.646 0.232 

x”q (p.u.) 0.13 0.4 0.4 0.4 

T’qo 0.3 0.1 0.1 0.5 

T”qo 0.099 0.033 0.033 0.003 

H 6.54 5.148 5.148 5.482 

F 2 2 2 2 

P 32 32 32 32 

 

Table B5:- Bus Data of IEEE – 9 Bus Test System  

Bus No. *Bus Type Pg Qg Pd Qd 

1 1 0 0 0 0 

2 2 0.3 0.25 0 0 

3 2 0.3 0.25 0 0 

4 3 0 0 0 0 

5 3 0 0 -0.3 -0.1 

6 3 0 0 0 0 

7 3 0 0 -0.33 -0.11 

8 3 0 0 0 0 

9 3 0 0 -0.42 -0.16 

*Bus Type: (1) swing bus, (2) generator bus (PV bus) and (3) load bus (PQ bus) 

Table B6:- Line Data of IEEE – 9 Bus Test System 

From 

Bus 

To 

Bus 

R 

(pu) 

X 

(pu) 

B 

(pu) 

1 4 0 0.0576 0.25 

2 8 0 0.0625 0 

3 6 0 0.0586 0 

4 5 0.017 0.092 0.158 

4 9 0.01 0.085 0.176 

5 6 0.039 0.17 0.358 

6 7 0.0119 0.1008 0.209 

7 8 0.0085 0.072 0.149 

8 9 0.032 0.161 0.306 
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Data for IEEE - 14 Bus System 

Table B7:- Generator Data for 14 Bus System 

Generator 

Bus No. 
1 2 3 4 5 C 

MVA 500 60 60 45 45 30 

x1 (p.u.) 0.134 0.2 0.2 0.24 0.24 0.48 

ra (p.u.) 0 0.003 0.003 0.035 0.035 0.073 

xd (p.u.) 1.25 0.898 0.898 0.693 0.693 0.42 

X’d (p.u.) 0.232 0.3 0.3 0.296 0.296 0.26 

X”d(p.u.) 0.12 0.23 0.23 0.122 0.122 0.012 

T’do 4.75 7.4 7.4 12.4 12.4 12.4 

T”do 0.06 0.03 0.03 0.013 0.013 0.032 

xq (p.u.) 1.22 0.646 0.646 0.462 0.462 0.232 

x’q (p.u.) 0.715 0.646 0.646 0.462 0.462 0.232 

x”q (p.u.) 0.12 0.4 0.4 0.4 0.4 0.4 

T’qo 1.5 0 0 0.1 0.1 0.5 

T”qo 0.21 0.033 0.033 0.013 0.013 0.003 

H 5.06 5.148 5.148 5.342 5.342 5.482 

F 2 2 2 2 2 2 

P 32 32 32 32 32 32 

 

Table B8:- Bus Data of IEEE – 14 Bus Test System: 

Bus No. *Bus Type Pg Qg Pd Qd Susceptance 

1 1 2.32 0 0 0 0 

2 2 0.375 0.18 0.217 0.127 0 

3 2 0.375 0.18 0.942 0.19 0 

4 3 0 0 0.478 0 0 

5 3 0 0 0.076 0.016 0 

6 2 0.375 0.18 0.112 0.075 0 

7 3 0 0 0 0 0 

8 2 0.375 0.18 0 0 0 

9 3 0 0 0.295 0.166 0.19 

10 3 0 0 0.09 0.058 0 

11 3 0 0 0.035 0.018 0 

12 3 0 0 0.061 0.016 0 

13 3 0 0 0.135 0.058 0 

14 3 0 0 0.149 0.05 0 

*Bus Type: (1) swing bus, (2) generator bus (PV bus) and (3) load bus (PQ bus) 
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Table B9:- Line Data of IEEE – 14 Bus Test System  

From 

Bus 

To 

Bus 

R 

(pu) 

X 

(pu) 

B 

(pu) 

1 2 0.0194 0.05917 0.053 

1 5 0.054 0.22304 0.049 

2 3 0.047 0.19797 0.044 

2 4 0.0581 0.17632 0.037 

2 5 0.057 0.17388 0.034 

3 4 0.067 0.17103 0.346 

4 5 0.0134 0.04211 0.013 

4 7 0 0.20912 0 

4 9 0 0.55618 0 

5 6 0 0.25202 0 

6 11 0.095 0.1989 0 

6 12 0.1229 0.25581 0 

6 13 0.0662 0.13027 0 

7 8 0 0.17615 0 

7 9 0 0.11001 0 

9 10 0.0318 0.0845 0 

9 14 0.1271 0.27038 0 

10 11 0.0821 0.19207 0 

12 13 0.2209 0.19988 0 

13 14 0.1709 0.34802 0 
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Data for IEEE - 30 Bus System 

Table B10:- Generator Data for IEEE - 30 Bus System 

Generator 

Bus No. 
1 2 3 4 5 6 C 

MVA 750 60 60 60 45 45 30 

x1 (p.u.) 0.134 0.2 0.2 0.2 0.24 0.24 0.48 

ra (p.u.) 0 0.003 0.003 0.003 0.035 0.035 0.073 

xd (p.u.) 1.35 0.898 0.898 0.898 0.693 0.693 0.42 

X’d (p.u.) 0.232 0.3 0.3 0.3 0.296 0.296 0.26 

X”d(p.u.) 0.12 0.23 0.23 0.23 0.122 0.122 0.012 

T’do 4.75 7.4 7.4 7.4 12.4 12.4 12.4 

T”do 0.06 0.03 0.03 0.03 0.013 0.013 0.032 

xq (p.u.) 1.22 0.646 0.646 0.646 0.462 0.462 0.232 

x’q (p.u.) 0.715 0.646 0.646 0.646 0.462 0.462 0.232 

x”q (p.u.) 0.12 0.4 0.4 0.4 0.4 0.4 0.4 

T’qo 1.5 0 0 0 0.1 0.1 0.5 

T”qo 0.21 0.033 0.033 0.033 0.013 0.013 0.003 

H 5.06 5.148 5.148 5.148 5.342 5.342 5.482 

F 2 2 2 2 2 2 2 

P 32 32 32 32 32 32 32 

Table B11:- Bus Data of IEEE – 30 Bus Test System: 

Bus No. *Bus Type Pg Qg Pd Qd Susceptance 

1 1 2 1.1. 0 0 0 

2 2 1 0.5 0.21 0.12 0 

3 3 0 0 0.024 0.012 0 

4 3 0 0 0.076 0.016 0 

5 2 0.5 0.24 0.94 0.19 0 

6 3 0 0 0 0 0 

7 3 0 0 0.22 0.1 0 

8 2 0.5 0.24 0.3 0.3 0 

9 3 0 0 0 0 0 

10 3 0 0 0.058 0.02 0.19 

11 2 0.5 0.24 0 0 0 

12 3 0 0 0.11 0.07 0 

13 2 0.5 0.24 0 0 0 

14 Bus 14     0 0 0.062 0.016 0 

15 Bus 15     0 0 0.08 0.025 0 

16 Bus 16     0 0 0.035 0.018 0 

17 Bus 17     0 0 0.09 0.058 0 

18 Bus 18     0 0 0.032 0.09 0 

19 Bus 19     0 0 0.095 0.034 0 

20 Bus 20     0 0 0.022 0.07 0 

21 Bus 21     0 0 0.17 0.11 0 

22 Bus 22     0 0 0 0 0 

23 Bus 23     0 0 0.032 0.016 0 
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24 Bus 24     0 0 0.087 0.067 0.04 

25 Bus 25     0 0 0 0 0 

26 Bus 26     0 0 0.035 0.023 0 

27 3 0 0 0 0 0 

28 3 0 0 0 0 0 

29 Bus 29     0 0 0.024 0.09 0 

30 Bus 30     0 0 0.11 0.019 0 

*Bus Type: (1) swing bus, (2) generator bus (PV bus) and (3) load bus (PQ bus) 

Table – B12:- Line Data of IEEE – 30 Bus Test System 

From 

Bus 

To 

Bus 

R 

(pu) 

X 

(pu) 

B 

(pu) 

From 

Bus 

To 

Bus 

R 

(pu) 

X 

(pu) 

B 

(pu) 

1 2 0.0192 0.0575 0.0528 12 13 0 0.14 0 

1 3 0.0452 0.1652 0.0408 12 14 0.1231 0.2559 0 

2 4 0.057 0.1737 0.0368 12 15 0.0662 0.1304 0 

2 5 0.0472 0.1983 0.0418 12 16 0.0945 0.1987 0 

2 6 0.0581 0.1763 0.0374 14 15 0.221 0.1997 0 

3 4 0.0132 0.0379 0.0084 15 18 0.1073 0.2185 0 

4 6 0.0119 0.0414 0.009 15 23 0.1 0.202 0 

4 12 0 0.256 0 16 17 0.0524 0.1923 0 

5 7 0.046 0.116 0.0204 18 19 0.0639 0.1292 0 

6 7 0.0267 0.082 0.017 19 20 0.034 0.068 0 

6 8 0.012 0.042 0.009 21 22 0.0116 0.0236 0 

6 9 0 0.208 0 22 24 0.115 0.179 0 

6 10 0 0.556 0 23 24 0.132 0.27 0 

6 28 0.0169 0.0599 0.013 24 25 0.1885 0.3292 0 

8 28 0.0636 0.2 0.0428 25 26 0.2544 0.38 0 

9 10 0 0.11 0 25 27 0.1093 0.2087 0 

9 11 0 0.208 0 27 28 0 0.396 0 

10 17 0.0324 0.0845 0 27 29 0.2198 0.4153 0 

10 20 0.0936 0.209 0 27 30 0.3202 0.6027 0 

10 21 0.0348 0.0749 0 29 30 0.2399 0.4533 0 

10 22 0.0727 0.1499 0 

 


