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ABSTRACT 

Virtualization is one of the most important aspects of server industry today as it helps to 

mask the limited amount of physical resources available. It also forms the basis of the 

trending concept of cloud computing which speaks volumes of its significance. The 

Power servers of IBM follow the classical architecture of Virtualization where the 

virtual machine resides in the form of Logical Partitions (LPARs). Each active logical 

partition has its own operating system running along with virtual device drivers to 

interact with virtual devices. But for maintaining this virtual environment without much 

overhead of indirection, a component called hypervisor provides many features. By the 

virtue of these features, it is capable of virtualizing almost each aspect .The main 

features of virtualization include – Virtualization of processors, Active Memory Sharing 

(Virtualization of Memory) and virtualization of input/output operations. The creation 

and management of these logical partitions is done using a Hardware Management 

Console (HMC).Through HMC we can create or dynamically change profiles of Logical 

Partitions where a profile denotes the amount of resources required and the capabilities 

of the logical partitions. The management process is internally done by issuing of 

commands from HMC. But these commands are not directly headed to the hypervisor. 

Instead, the commands are headed to the Flexible Service Processor (FSP) which acts as 

a processor of the power server and is responsible for booting up and maintenance of the 

server. In the existing architecture of Power Servers, there is only single channel of 

communication available and each command whether it is targeted to or not, is handled 

by FSP only. This puts a significant amount of load on FSP. IBM proposes a 

modification in the architecture in the process of off-loading FSP, whereby a new 

channel of communication is introduced and the terminating point of this channel is not 

FSP, but a special LPAR. This new channel not only requires the designing of a special 
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LPAR but also modifications on the HMC side. In our work, we studied the existing 

communication architecture with the prime focus on understanding of Hardware 

Management Console and its modular functionalities. We then developed a mechanism 

on the HMC side to interact with the special LPAR and modified the code base in a 

manner such that, on the HMC side only a decision is taken on which communication 

channel a command should use based on its target. A significant amount of 

improvement was observed on a carefully put experimental setup which was inline with 

the fact that two channels of communication allow simultaneous issuing of commands.  
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Chapter 1 

INTRODUCTION 

 

The concept of virtualization dates back to 1960s when expensive mainframe 

hardware and general computing was the domain of large. At this point of time, the 

virtualization became popular as it provided a software abstraction layer for the 

underlying hardware resources. But with the emergence of multitasking operating 

systems and reduction in the cost of hardware resources in 1990s, the concept of 

virtualization started fading. But as the limitations of hardware and operating systems 

came into realization, the focus was shifted back to virtualization and it underpinned the 

basis of companies like VMware Inc. As it turns out, in the new millennium 

virtualization holds on a firm grip on current trends of market and it forms the 

underlying base for fast emerging technologies like Cloud Computing [1].   

 The process of virtualization basically involves the creation of Logical Partitions 

(LPAR) or Virtual machines (VM). (We will be using the terms LPAR and Virtual 

Machines interchangeably in the further sections).Virtual Machines are used in 

disciplines that range from operating systems to processor architecture. The creation of 

virtual machines which involves the virtualization of resources like processor 

(Micropartitioning), memory (Active Memory Sharing) and input/output devices 

liberates developers from traditional usage and resource constraints and thus enhances 

system impregnability, software interoperability and platform versatility [2]. 
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IBM was one of the first companies to work on the development of 

Virtualization features and provided two kinds of server platforms – System i and 

System p up till the early 1990s targeted for different market segments. Later it 

consolidated its features of processor, server and software onto both the server platforms 

and eventually came up with Powerhypervisor that provided a common virtualization 

platform for both flavors of IBM servers and in 2008, System i and System p were 

unified into a single POWER System Servers [3].  

Specifically, a management console called Hardware Management 

Console(HMC) is what a client uses to interact with the Power servers and in this 

process of interaction , all the commands issued pass through a single communication 

channel to a component called Flexible Service Processor (FSP) and this component 

based on the target field of the command takes a decision on whether to forward this 

command to the next component or not, since some of the commands are intended for 

the flexible service processor only. 

The whole process of virtualization is in the hands of a component called 

hypervisor (PHYP or Virtual Machine Monitor). So, the Flexible Service Processor 

forwards the commands that are meant for creation and management of LPARs to 

hypervisor and hypervisor takes the appropriate action on the targeted virtual machine. 

The commands that are forwarded to the hypervisor are the focus of our attention. We 

try to reduce the effective amount of time it takes to interact with the server and thus 

reduce the workload of Flexible Service Processor by introducing a special Logical 

Partition. The special Logical partition will now interact with the target Logical 

Partition and in turn will reduce the effective latency of the interaction with servers. 
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1.1 Motivation 

The motivation for this work comes from the realization of the growing 

importance of s virtualization technology which in turn also forms the basis of a 

trending trade of current market, cloud computing. In the process of striving for 

efficiency IBM took up the issue of interaction between clients and their 

proprietaryPower servers. 

In the existing Power Server systems, there is only a single channel of 

communication present which puts a significant amount of load on a component called 

Flexible Service Processor (FSP) as it‟s the first interaction point on the server site. 

So, keeping the two important issues (that is of off-loading FSP and a single 

channel of communication) in mind, IBM‟s STG Development team came up with an 

idea of developing a new channel of communication whose end point is not the FSP but 

a virtual machine itself.  

 

1.2 Related Work 

Virtualization has been widely studied over the years by the researchers and is 

till date a popular topic of discussion. Goldberg et al. [11] gave the criteria which a 

machine design should fulfill to be virtualizable and recursively virtualizable. The 

criteria included system hygiene, software simplicity and system performance.    

The Intel‟s X-86 architecture did not initially support Virtualization completely 

as John Scott Robin found out [12] that seventeen of the then existing instructions did 
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not meet the virtualization requirement as they were sensitive and unprivileged. But 

later both Intel [7] and AMD [8] introduced hardware support for virtualization. 

In the process of thriving for efficiency more hardware based solutions were introduced 

to tackle different kinds of problems. Yazou Dong et al. [5] implemented hardware 

accelerations like Pause Loop Exit (PLE), ExtendedPage Table (EPT), and Single Root 

I/O Virtualization(SR-IOV) on Xen Hypervisor and analyzed the performance. In the 

series of hardware based solutions,Wing-Chi Poon and Aloysius K. Mok took up the 

issue of recursive virtualization [6] and argued that pure software solution falls short 

in improving the performance , thus they proposed a simple hardware extension for 

X-86 architecture.  

 

DulyawitPrangchumpol et al. [9] proposed a preliminary idea of improving the 

performance of server virtualization by using data mining techniques to study the level 

of user access in virtual machines with heterogeneous workloads. 

 

 The above mentioned methodologies talk about performance improvement 

taking server side into consideration. We in our work take client‟s side into the picture 

and devise a strategy which provides a new channel of communication to interact with 

the server. We also consider the state of the intermediate components of the server, as 

the continuously increasing demands and modifications in the firmware put a significant 

load on some components. The new channel of communication that is introduced has a 

newly designed end point and more than command can be sent simultaneously. 
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1.3 Problem Statement 

The Server virtualization forms an important aspect of the IT industry and it is 

essential to thrive for efficiency in whatever form it comes in. In this project we try to 

reduce the latency of the interaction with the servers and also try to balance the load of 

intermediate component called Flexible Service Processor (FSP). Our contribution in 

the project was to understand the interface architecture of the Hardware Management 

Console and the functionality of the different modules developing appropriate 

functionalities such that a communication path is established between the introduced 

special logical partition and the HMC. Also, we modified the hardware server code in 

order to make it capable of making a decision on which channel of communication to 

use for the commands.  Thus we define our problem statement as  

“To modify Hardware server module to support new communication channel 

thereby reducing the latency of interaction with the Power Servers”  

 

1.4 Scope of Work 

The project work is applicable to the areas of the technology which include the 

creation and management of virtual machines. In this project, no new component is 

introduced or platform specific modifications are done, only  a dedicated virtual 

machine is introduced to manage the interaction with the targeted Logical Partitions , 

thus this technique is useful for all systems that support the creation and management of 

virtual machines. 
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In our work,we went through the process of understanding the architecture of the 

Hardware Management Console and functionalities of individual modules of the IBM 

Power Servers. We developed and modified Hardware Server module of HMC to enable 

it establishing a connection with the newly introduced special logical partition and also 

take a decision on which channel to use for the communication based on the target of 

the command. 

We thus contributed on following levels in the project. 

1. Understanding the basic architecture of Power Servers as well as the new 

architecture proposed by the IBM STG Development team. 

2. Modify the Hardware Server module on HMC to support a new channel of 

communication. 

3. Making Hardware Server capable of taking a decision on which channel of 

communication to use based on the TARGET of the command. 

4. Establishing an experimental setup for the result analysis and selecting the best 

possible source (Hardware Server Logs and CIM Server Logs) to measure the 

improvements.  

There are two advantages of the newly introduced channel – 

 It helps in reducing load on Flexible service processor as it will have to deal 

only with the commands intended for the maintenance and surveillance of 

the server. 

 It also allows more than command to be simultaneously issued from the 

Hardware Management Console, thus reducing the latency of interaction 

with the server. 
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1.5 Organization of Thesis 

The rest of the thesis is organized as follows – 

Chapter 2 discusses the concepts of Virtualization in detail where benefits and 

limitations are also described. Along with this it describes the architecture of Power 

Servers and discusses the role of important modules. 

Chapter 3 details the existing architecture and the communication path followed by the 

issued commands. It then discusses the proposed architecture and describes that how 

proposed architecture reduces the latency of interaction with servers. 

Chapter 4 describes our contribution in the project. It describes the modules we worked 

upon and also discusses the reasons for the modifications performed.  

Chapter 5 discusses the Experimental Setup that was used to analyze the efficiency of 

the proposed architecture along with the result analysis. 

Chapter 6 concludes the thesis and also provides a discussion on the future work.  
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Chapter 2 

LITERATURE REVIEW 

 

2.1 Virtualization 

The computer systems, despite their complexity continue to evolve and the reasons 

for this evolution are – 

 Well defined interfaces [2] 

 Separate levels of abstraction [2]  

But the well defined interfaces also come with their limitations as components and 

subsystems which are specific to a design will not work with the ones designed for 

another. This confining lack of interoperability is solved by the concept of virtualization 

[2]. 

  Virtualization at a given abstraction layer maps the resources and interfaces of a 

component or a system onto a underlying real system. As a result, the real system 

appears to be a different system which is in fact a virtual one [2].  Goldberg et al. called 

it the simulation of one machine on a real machine and called the simulated machine as 

a virtual machine [11].   

The server computer machines that host applications need to perform 

complicated tasks and thus need to utilize its resources well. A traditional approach used 
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by computer network administrators is to dedicate a server for each special task. But this 

approach does not utilize the modern processing capabilities well. Underutilizing the 

resources and processing capabilities would also result in wastage of power. The issues 

of underutilization and wastage of power are well addressed by the concept of server 

virtualization. In the process of server virtualization, using specially designed software, 

one physical server can be utilized to run multiple virtual machines with each virtual 

machine having its own operating system. Theoretically, virtualization of servers can 

utilize all of the processing capabilities of the server [17][15][20]. 

In the coming sections we discuss the benefits of server virtualization, the 

limitations of server virtualization as well as the number of ways in which server 

virtualization can be done. 

2.1.1 Benefits of Virtualization 

Virtualization provides users with many benefits. Some of them are financially 

motivated and some are for technical reasons [20]. Uhlig et al. [13] classify the 

virtualization usages into three categories as shown in the Figure 1: -  

 

Figure 1 Virtualization Capabilities (a) Workload Isolation (b) Workload Consolidation (c) Workload 

Migration [13] 
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1. Workload Isolation  

Virtualization provides isolation of applications. The special mechanisms 

on the servers allow multiple applications to run simultaneously without 

interrupting the other applications [20]. The isolation ensures security and 

reliability for the virtual machines as intrusions would remain confined to that 

very virtual machine that is being attacked [13]. 

2. Workload Consolidation 

As mentioned before, the server virtualization serves to utilize the 

processing capabilities of the server perhaps in the best possible manner. So, if 

an application requires fewer amounts of resources, the resources can be 

allocated to the other applications [20].This reduces the total cost of ownership 

[13].   

3. Migration of Virtual Machines 

The server virtualization provides a mechanism in which, the virtual 

machine can be shifted from one physical machine to another. The migration is 

achieved by encapsulating the state of the guest within the virtual machine and 

decoupling it from the hardware. The migration can also be automatically 

triggered by the load balancing agents and failure prediction agents. This feature 

reduces the total operation cost and also improves the quality of service [13].    

One of the many scenarios in which migration is required is the 

maintenance of physical servers [20]. 

 

 



 

11 

 

2.1.2 Classification of Virtualization 

There are three ways in which virtualization can be done.  

1. Full Virtualization 

2. Para – Virtualization 

3. Operating System Level Virtualization 

Full Virtualization 

VMware was the first to introduce the concept of Full Virtualization [14]. In full 

virtualization unprivileged instructions execute normally while a binary translator is 

used to convert the privileged instructions into a block of unprivileged instructions. The 

translated block can now execute directly on the CPU [16].  

Paravirtualization 

 The concept of paravirtualization was first introduced by Denali [18]. In 

paravirtualization, hypervisor aware operating systems are present. The operating 

systems use a hypervisor call known as hcallto perform logical operations like updating 

the virtual page tables [4]. The Paravirtualization proves to more efficient than full 

virtualization as it provides reduction in context-switching and parameter checking 

overload [20] [2]. But paravirtualization comes with the demerit that operating systems 

should be modified to be hypervisor aware [18]. 

Operating System Level Virtualization 

The operating system level virtualization is completely different from the two 

types of virtualizations described above as it doesn‟t use a hypervisor at all for the 
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virtualization. The host operating system itself is responsible for providing this 

environment. But the biggest disadvantage of   Operating System Level Virtualization is 

that all the virtual machines should be running the same operating system [20].  

A logical partition is assigned with non-overlapping set of resources which 

includes virtual processors, regions of system memory and I/O adapter bus. In Power 

Systems for instance, the resource configuration information is communicated to the 

operating system by the platform firmware.  Rest of the platform resources like memory 

controllers, interrupt controllers and almost all of the I/O infrastructures are controlled 

by the hypervisor. The operating system communicates with hypervisor using hcallto 

access these resources.  

2.1.3 Limitations of Virtualization 

Despite looking like a flawless concept, like most technologies server virtualization 

also comes with its limitations [20]. Some of those limitations are discussed below - 

1. There are applications which require high processing power and performing 

virtualization on the physical machines that run these critical applications, can 

hamper the performance these critical applications .So, in such cases it's better to 

provide dedicated servers to these tasks. 

2. The more the virtual machines created on the physical server, lesser is the 

amount of resources available to the virtual machines. So, running too many 

virtual machines on the same physical server is also not always a good idea. 

3. The migration support in which one virtual machine can be migrated to another 

is possible between the physical machines running on the same processor. 
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2.2 Introduction to Power Servers 

2.2.1 Overview 

Power systems follow the classical server virtualization architecture in which 

hypervisor acts as the controller between the virtual machine requests and the physical 

available resources. The Power Servers allows the operating system to be hypervisor 

aware that helps to improve the utilization of the system resources as the operating 

system can now directly interact with the hypervisor. To give control to the hypervisor, 

there is a special instruction called 'hcall' which is a context switching instruction to 

give control to the hypervisor [4]. 

The Power implementation takes the approach of paravirtualization [4][16]. A 

system is paravirtualized if it has got a hypervisor aware version of operating system 

which utilizes 'hcall' to interact with hypervisor. A combination of hardware and 

firmware design can prevent the operating system to access the resources from other 

partitions or hypervisor. Paravirtualization acts a performance middle ground at the cost 

of relatively few Operating System changes [4]. 

The Power processor provides the mechanism to instantaneously reassign an idle 

processor to a LPAR that allows a LPAR to have more processors than there are 

actually (physically) present. 

2.2.2 Architecture of the Power Platform 

Power Server is a system assembly that is created by interconnecting various 

subsystems with each subsystem having its own resources [1]. The resources include 

memory, CPU cycles and I/O capability .A uniform access time is provided by an 
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interconnect fabric which connects the subsystems. The three most important building 

blocks of the Power Server architecture are as shown in the FIG 2 and they are - 

A) Hardware Management Console (HMC) 

B) Flexible Service Processor (FSP) 

C) Hypervisor Layer 

Hardware Management Console forms the Virtualization Control Point for the 

users [4]. In other words, HMC is the console via which user can configure and control 

the virtual machines (LPAR). 

 

Figure 2 Architecture of Power Server [4] 
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The service processor is basically used for booting up and maintenance of the 

power servers [4]. It is the first interaction point for the user as the user should interact 

with the service processor in order to Power ON the system. The Hypervisor layer 

ensures integrity and isolation of the Logical partitions by validating the instructions 

issued by the operating system to utilize the resources [4]. The Hypervisor is the heart of 

virtualization and it is responsible for sharing of the available resources among the 

virtual machines. In the further sections, we will be discussing each of those 3 

components in detail. 

 

 

2.3 Hardware Management Console (HMC) 

2.3.1 Introduction 

HMC is a set of firmware tools that manages resources on the server via 

messages to the hypervisor and the operating system on the partition that is used for 

operational management of the platform [18]. The HMC is the control point for dynamic 

reconfiguration of resources on the partition, platform hardware operations and deferred 

and concurrent maintenance of both hardware and firmware [4]. The messages sent by 

HMC to hypervisor are actually commands and the path these commands follow 

depends on the OPCODE and TARGET specified in the command. 

2.3.2 Basic Operations 

The Hardware management console – 
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I. Creates initial configuration definition. 

II. Controls boot and termination of partitions. 

III. Provides Virtual Console Support. 

2.3.3 Types of HMC 

The HMC runs as an embedded OS on an Intel® based workstation that can be 

Desktop or Rack Mounted [18]. The embedded OS and applications take over the whole 

PC, and no other applications are allowed to be loaded. There are some models of HMC 

that were available for pSeries. These models can be upgraded to run the HMC code and 

manage System i5 systems. But they cannot manage both Power4 and System i5. The 

upgrade is simply a scratch install of the System i5 HMC code level. 

2.3.4 HMC Implementation 

 

Figure 3 Implementation of HMC[18] 

 



 

17 

 

To provide flexibility and availability, HMC can be implemented as local and redundant 

HMC 

A) Local HMC 

A local HMC is one that is located physically close to the system that it manage 

and that is connected by either a private or public network [18]. An HMC in a private 

network is a DHCP server for the service processors of the systems it manages. 

An HMC can also manage a system over a public network where the managed 

system's service processor IP address has been assigned manually using the Advanced 

System Management Interface (ASMI) or assigned by a DHCP server on the public 

network. For convenience of service personnel, an HMC is typically kept in close 

proximity to the servers that it manages [18]. 

B) Redundant HMC 

A redundant HMC manages a system that is already managed by another HMC. 

When two HMCs manage one system, they are peers, and each can be used to control 

the managed system [18]. If both HMCs are connected to the server using private 

networks, each HMC must be a DHCP server set up to provide IP addresses on two 

unique, non-routing IP ranges. For best redundancy, redundant HMCs is kept on 

separate sub networks and attach to different server support network ports. 
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2.4 Flexible Service Processor (FSP) 

Flexible Service Processor is not the main processor but a microprocessor within the 

system with its own hardware and firmware. FSP is responsible for booting up the 

system and providing various surveillance and monitoring functions. 

The primary functions of FSP are – 

1) POWER ON/OFF 

FSP performs the booting operation for the system during which it loads the PHYP code 

from Flash into the system memory and starts the system‟s main processors. During the 

booting process, FSP also initializes various parameters that hold the state of the system. 

2) Run time management 

FSP recovers the system from recoverable errors and captures the failure state data in 

case of unrecoverable errors. 

3) Updation of Firmware 

The firmware update on the system is done via FSP. 

4) Interfacing point 

FSP forms the first interaction point on the server side for the commands issued form 

the HMC and in the existing architecture, all the commands issued from HMC pass 

through FSP. Since the management commands are to be passed to the Hypervisor 

(PHYP), FSP forms an interaction point with Hypervisor in the form of a mailbox. A 
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similar mailbox is present on the Hypervisor‟s side and the commands are passed 

through communication between these two mailboxes. 

As discussed above, Flexible Service processor is the component that takes the 

responsibility of gathering all the commands that are issued from the Hardware 

Management Console. Besides that also, it has numerable tasks to perform. One of the 

primary aims of our work is to offload this component as we try to develop an 

environment in which not all the commands would be passing through the FSP. We will 

discuss this on detail in the coming chapters. 

 

2.5 Hypervisor (PHYP) 

A Hypervisor is the manager of the virtual machines running on a single system. 

The hypervisor allows multiple operating systems to shard the available physical 

resources among themselves. Each operating system thinks that it has a dedicated 

memory, processor and input/output adapters available [17][7]. 

But, instead they are sharing the available physical resources and the hypervisor 

manages these resources keeping a measure of the fact that one virtual machine does not 

disrupt with another. 

2.5.1 Classification 

The hypervisors can be classified into two major categories -  

1. Bare Metal Hypervisors 
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Bare metal hypervisors run directly on the hardware to manage the virtual 

machines. No separate operating system is there for these hypervisors [17]. Thus 

these types of hypervisors work on the level just below the guest operating 

system and above the hardware. 

 

 

Figure 4 Types of Hypervisors [17] 

2. Hosted Hypervisors 

The Hosted Hypervisors run on a separate operating system. So a hosted 

hypervisor works on the third level not directly above the hardware but above an 

operating system [17]. This is depicted in the figure shown above (FIG 3).  

 

2.5.2 Power Hypervisor (PHYP) 

Power hypervisor is the IBM version of the hypervisor that offers the 

functionality, the modern virtualization demands [19]. Power hypervisor forms the basis 

of virtualization by providing an environment via which the virtual machines (LPARS) 

can share resources among themselves. 

Through a combination of hardware and software, Power Systems prevent 

hypervisor to access the resources of the other partitions. Without much hardware 
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support, hypervisors must emulate hardware of the guest operating system, this will 

affect the performance. So, by the concept of paravirtualization hypervisor aware 

operating systems are designed that use a Memory Management Unit (MMU) system 

call hcall to interact with the hypervisor. The basic function of this system hcallis to 

perform the entire logical operation of virtual address translation [4]. 

But the concept of paravirtualization comes with reduced portability as guest 

operating system needs to be modified adequately. The Power architecture comes with 3 

modes of privilege levels – User / Supervisor / Hypervisor mode. The guest operating 

system on the Logical Partition runs in supervisor mode, giving it access to the 

privileged instructions like system calls while the applications runs in user level mode. 

And finally there is a hypervisor mode which provides universal access to the physical 

resources [19][4].The hypervisor mode enables the access to the hypervisor to enable 

the access to the hardware resources by the guest operating system in hypervisor 

mediated fashion. So, when a guest operating system wants to perform a privileged 

operation such as modification of TLB (Translation Look Aside Buffer) , the processor 

is configured to trap this interrupt and direct it to the hypervisor which decides whether 

to allow / disallow or abort the request.  

Hypervisor can also control the interrupts it wants to bypass. For example, if a 

guest operating system wants to access a dedicated I/O, it can allow the guest operating 

system to interact with the dedicated resource [4]. On the other hand, if the guest 

operating system on a shared LPAR wants to interact with a shared I/O, hypervisor must 

intercept the interrupt and take control and based on the availability of the requested 

resource, it takes the appropriate action. One of the major roles of PHYP is to manage 

and protect virtual machines. The hypervisor must prevent unauthorized access to a 
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logical partition and also allows a Logical Partition to use its allocated amount of 

resources [19]. 

2.5.3 PHYP Architecture 

PHYP‟s architecture can be explained by dividing it to two main components  

1. Platform Licensed Internal Code (PLIC) 

2. Dispatchable PHYP 

We now discuss each of these components 

Platform Licensed Internal Code (PLIC) 

PLIC is a non blocking interrupt driven layer which performs the time critical 

operations required for virtualization. PLIC is responsible for maintaining hardware 

page tables to translate an LPAR memory address into a physical address [7]. This 

prevents one LPAR to access the memory of any other logical partition. Similarly, PLIC 

maintains a Translation Control Entry (TCE) table and an I/O memory unit which is 

used to translate the address generated by I/O devices to physical memory assigned to 

the LPAR [7]. 

An ownership of physical I/O device must be assigned to a LPAR before a 

LPAR is permitted to map a portion of its memory to TCE entry associated with device 

[7]. 
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Figure 5 : PHYP Architecture [19] 

 

Dispatchable PHYP 

Dispatchable PHYP executes as a hidden partition and provides the platform for 

non-critical services. The HMC is the one that provides configuration data of the LPAR 

to the Dispatchable PHYP [19]. So, Dispatchable PHYP is the one which is responsible 

for maintaining and processing the configuration data. Even in the operations related to 

the Dynamic Logical Partitions where the resources are allocated or deallocated for a 

LPAR dynamically, Dispatchable PHYP updates the configuration data.  

Dispatchable PHYP is also involved in activities related to start up and 

termination of a logical partition. Besides that, it also mirrors processors which are used 

to maintain LPAR state [19]. 

The design of PHYP follows an overriding design principle in which PLIC and 

dispatchable PHYP are used to perform only those operations that cannot be performed 
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by any other component of the software stack (which includes application, Operating 

System or VIOS) [19][4]. 

 

2.6 Virtualization of Memory (Active Memory Sharing) 

2.6.1 Introduction to AMS 

Memory Virtualization is an important feature of power systems. Power Servers 

implement the memory virtualization using Active Memory Sharing (AMS). So, AMS 

basically allows sharing of memory among the partitions and thus allowing many 

partitions to be a part of a shared memory pool. The Active Memory Sharing (AMS) not 

only allows more than one partition to be the part of shared memory pool but also 

allows the flow of memory among those partitions.AMS helps in - 

A) Dynamically allocating memory to the partitions based on the workload demands 

B) Improving the memory utilization or in other words allows over commitment. 

C) Allowing the contents of the memory to be extended to the paging device. 

The comparison of classical virtual memory and Active memory sharing virtual 

memory is depicted in the figures shown below. 
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Figure 6Classical Virtual Memory 

 

 

Figure 7 Active Memory Sharing Virtual Memory 

 

In the classical virtual memory scenario, there is only one level of paging done 

via which the logical memory appears to be much more than the actual physical memory 

available. The mapping of the logical memory is directly done to the physical memory. 

While in the Active Memory Sharing scenario, two levels of paging are performed. Two 

levels of paging are required as Virtualization allows multiple virtual machines to run 

simultaneously [10]. Thus at the higher level, the operating system level paging is done. 

The operating system level paging is done by operating system mainly to perform page 
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loaning while the paging at the Hypervisor level is done when page loaning is not 

possible and a page fault has occurred. In case of a page fault, the hypervisor pages out 

the contents of a page to the AMS paging device and utilizes this page. 

2.6.2 Active Memory Sharing Components 

1. Virtualization Control Point 

Hardware Management Console (HMC) forms the virtualization control point 

for the power servers. Through this management console, the shared memory pool can 

be configured. Depending upon the number of partitions of the shared memory pool, the 

size of shared memory pool can be changed. The job of modification of the size of the 

pool is in the hands of system administrator. The system administrator determines the 

amount of physical memory to be assigned to the shared memory pool and this physical 

memory is assigned in the multiples of Logical Memory Blocks (LMB).Besides that, the 

system administrator can also select the number of paging devices for the shared 

memory pool [10]. 

The Management Console allows the user to select the desired and maximum shared 

memory pool size, the VIOS servers to be used for paging and the number of paging 

devices for shared memory pool. 

2. Active Memory Sharing Manager (AMSM) 

Active Memory Sharing Manager is a part of hypervisor responsible for managing 

the shared memory pool and managing the memory of partitions that are the part of 

shared memory pool. AMSM works on to keep pages needed by the workloads on the 

partitions inside the shared memory pool [10]. Some of the operating systems have a 
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Collaborative Memory Manager (CMM) as shown in figure helps AMSM to free up the 

partition pages upon request. 

AMSM maintains a list of free physical pages. This list contains the free pages from 

partitions .When a page fault occurs for a workload on the partition; AMSM uses a free 

page to handle that page fault. This kind of handling keeps on happening until there is a 

low point hit. After the occurrence of this low point, AMSM starts taking pages from 

other partitions through page stealing. While doing page stealing, Hypervisor has to 

keep following factors into consideration 

A) The Hypervisor perception of the relative memory loads. 

B) The partitions shared memory weight.  

AMSM provides a guaranteed mechanism that the contents of stolen pages are 

not reachable to any other partition by zeroing the contents of the page. 

 

 

Figure 8 Active Memory Sharing Architecture [10] 
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3. Paging VIOS 

The purpose of paging VIOS is to allow the hypervisor to back up the excess 

pages onto the paging device. Single paging VIOS is associated with a shared 

memory pool but through the management console, a redundant paging VIOS can 

also provided to function in a redundant manner [10]. A VIOS can be dynamically 

enabled to work as a paging VIOS and can also be disabled when not in use as a 

paging VIOS through the management console. 

 

4. PagingDevices 

Before we discuss the role of paging devices in Active Memory Sharing 

Architecture, it‟s important to discuss the concept of Page loaning as the major role 

of operating system paging is to perform Page Loaning which in turn will reduce the 

considerable amount of paging overhead [10]. 

 

Page Loaning  

Page Loaning is the technique by which the operating system can loan special page 

frames called “Loaned Page Frames”.  
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Figure 9 Page Loaning [10] 

 

As shown in figure above, the operating system pages in the data of a 

loaned page to the paging device and frees one of the loaned page frames, so that 

the page frame can now be used by the hypervisor. When operating system 

cannot loan pages to the hypervisor, the hypervisor has to use its paging devices 

to get free pages for the partitions.  There are two levels of paging done in 

Active Memory Sharing, since AMS provides a dynamic memory management 

among partitions. The two levels of paging are explained below – 

 

A) Operating System Paging:  

Operating System level paging is used in Active memory sharing to loan 

(Page Loaning) pages from hypervisor. Operating System Level paging is 

specific to an operating system .For instance, in IBMi the paging is not done on 

a single paging device but is spread across all around the disk storage network 

[10].  



 

30 

 

B) Hypervisor Paging Devices: 

AMS ensures over commitment of memory to the shared partitions. 

There can be two scenarios based on the fact whether loaning is enabled or not. 

If we consider the scenario where loaning (Page Loaning) is disabled among 

partitions, then there would be considerable amount of paging [10]. Since, in this 

case the hypervisor would have to page in the contents of a page before it can 

allocate that page to another partition. In case where 'loaning' of pages is 

allowed, the paging overhead would be significantly decreased.  

 

5. Virtual Asynchronous Service Interface(VASI)  

VASI is a virtual device that allows paging VIOS to interact with the 

hypervisor [10]. 

 

6. I/O Entitled Memory  

I/O entitled memory is the minimum amount of memory required by the 

Logical Partitions to perform I/O operations. The unavailability of physical 

memory during I/O operations can lead to failure of I/O operations. For example, 

network requires a minimum amount of physical memory for receiving packets. 

If the required amount of physical memory is not available, it may lead to 

latency or network time outs [10].  Similar is the case while doing a disk read 

operation as a minimum amount of amount of memory is required to hold the 

data that is to be read. So, for a partition a set of physical memory should remain 

unmoved during these set of operations. 

6. Collaborative Memory Manager (CMM) 
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The AMSM does not know about the active and aged pages of each 

partition. The Hypervisor does not select the logical pages which are not a part 

of working set of partition [10]. The job of CMM residing in the operating 

System is to give hints to the hypervisor about what pages to select. This is 

needed when the system is overcommitted. 

2.6.3 Active Memory Expansion 

Active Memory Expansion (AME) is a feature that allows partitions to expand 

their memory by using in-memory data compression. Using Active Memory Sharing, 

the amount of logical memory is defined. An 'AME factor' can be applied on the logical 

amount to expand this memory. For example, as shown in figure two LPARs are shown 

in the figure. The amount of memory assigned to each LPAR is 4 GB and the AME 

factor is 2. Thus the logical memory of a LPAR is expandable up to 8 GB [10]. 

 

 

Figure 10 Active Memory Sharing [10] 
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The memory of 4 GB is provided by Active Memory Sharing which includes the 

physical memory on the shared memory pool plus the memory on paging devices. The 

extra 4 GB is provided through Active Memory Expansion by the virtue of which in 

memory data compression done at operating system level. 

The basic difference between AMS and AME are - 

A) Without AME, page loaning to the hypervisors could be done by paging out the 

contents of the page to be loaned to the paging devices. 

B) With AME, page loaning would be done by first trying an in memory data 

compression. When compression is not possible, then only the contents of the page 

would be paged out. 

This scenario is depicted in the figure shown below. 

 

 

Figure 11 Page Loaning in Active Memory Sharing [10] 
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2.7 Virtualization of Processors (Micropartitioning) 

2.7.1 Introduction 

One of the most important features of Power virtualization is the virtualization of 

the processors. The virtualization of processors, also called micropartitioningis possible 

because of hypervisor as now a logical partition(if it is a part of shared processor pool) 

thinks, it has dedicated processor available with it but internally the processor cycles are 

being managed by the hypervisor. 

The Virtualization of the Processors is depicted in the figure shown below –  

 

Figure 12 Dedicated and Shared Processor LPAR 

 



 

34 

 

The Logical Partition can be configured to have a dedicated processor resource 

(then it will be called as a shared partition) or it can be configured to have a shared 

processor resource in which case it will be a part of a shared processor pool. (Shared 

Logical Partition) 

The shared logical partition can further be classified as capped or uncapped 

partition. A logical partition is called an uncapped partition if it can receive more 

processor cycles then its entitled capacity allows [4]. Here, the entitled capacity is the 

amount of physical processor resources allocated to the shared partition .Using the 

Hardware Management Console; we can define uncapped weight for a partition which is 

the priority share of the unused capacity of the processor relative to the other partitions 

sharing the same processor pool. Dynamic Logical Partitions (DLPAR) can have their 

entitled capacity and uncapped weight of a partition dynamically changed.  

When a shared partition is configured, it is given with a definite amount of share 

of processor cycles. The logical partitions can be assigned with virtual CPU units that 

range from 0.1 to 64 CPUs. We can assign 0.1 CPUs because the unit of measurement 

for virtualization of processors is the number of processor cycles. Thus Virtualization of 

Processors implies the amount of processor cycles a logical partition is assigned with 

[4].  

 

2.7.2 Methodology of Micropartitioning 

The Hypervisor is equipped with special capabilities to ensure fine grain 

micropartitioning for the shared partitions. One of those special capabilities is in the 

form of Hypervisor Decrementor (HDECR). HDECR provides a guaranteed timer 
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interrupt regardless of the partition execution state. HDECR interrupt is directly routed 

to the hypervisor and uses only hypervisor resources to capture the partition state [4]. 

Power servers also support Simultaneous Multithreading (SMT). Between SMT 

and shared processor, a special register called PURR (Performance Utilization Resource 

Register) is present to exactly count the number of processor cycles consumed by the 

partition thread on the physical processor. Also there is concept of dormant 

threadavailable[4]. A thread becomes dormant when it is not performing any job (idle), 

in that case the partition can invoke an hcallto let the other active threads to use the 

available processor cycles. 

As an when an interrupt occurs to time out occurs for a dormant thread, the 

hardware reactivates the thread and its state is restored and control returns to the 

partition. 

Similar to the operating system level optimization in Active Sharing Memory, 

operating system level optimization is achieved in virtualization of the processors. The 

operating system of a virtual machine registers an area called Virtual Processor Area 

(VPA) for each of the virtual processors assigned by the hypervisor [4]. The Virtual 

Processor Area consists of a field called idle flag. Whenever a virtual processor on the 

virtual machine becomes idle, the operating system sets the idle flag and similarly when 

there is work available for the virtual processor, the idle flag is reset again. In the idle 

state of a virtual processor, the operating system can invoke a special instruction called 

h_cede_hcall whichyields the physical processor to the hypervisor. After this operation, 

the virtual processor remains in the blocking state and the physical processor associated 

to it is dispatched to another virtual processor [4]. The blocking state of the virtual 

processor is dissolved when there is an interrupt or that blocked virtual processor is 
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prodded by another virtual processor of the same partition by invoking another system 

call h_prod_hcall. Now, this call enforces the hypervisor to change the state of the 

virtual processor and this virtual processor is again available to the partition [4]. 

 

2.8 Virtualization of Input/output 

The VIOS is another essential feature of Power VM virtualization. It is a LPAR with 

AIX operating system. It facilitates physical I/O resources between the LPARs. VIOS 

virtualizes physical storage and network adapters. At least two VIOS LPARS are there 

in every environment [21]. The (normal) LPARs have virtual Ethernet adapters (VNICs) 

and traffic passing through VNICs is passed to/from VIOS to/from physical adapters.  

The software layer of Hypervisor (PHYP) provides a decoupling factor by the virtue 

of which a level of indirection is introduced between the abstract (logical) and physical. 

This decoupling is achieved via a virtual I/O server that resides on a Linux partition. 

The basic idea of this decoupling is the time and space multiplexing of the available 

resources [21]. There are number of benefits of using decoupling. Some of them are- 

 It provides flexible mapping between physical and logical devices with assured 

portability. 

 It provides dynamic migration of the virtual machines from one place to another. 

 Decoupling enables suspension and resumption of the virtual machine by saving 

its state. 

One of the main goals of I/O virtualization is achieving the above mentioned 

benefits with minimum overhead. Number of software and hardware approaches like 
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paravirtualization and virtualization aware devices have been introduced to achieve high 

level of indirection [21]. The scheduling and prioritization of resource becomes 

important during the multiplexing the requests from different VMs onto limited number 

of physical resources.  

 

 

Figure 13 Processing an I/O request from Virtual Machine [21] 

 

The figure shown above (FIG 13) explains the processing of an I/O request 

raised by a virtual machine.When an application running on virtual machine raises an 

I/O request (that is usually made by making a system call), it is initially processed by 

I/O stack of the guest operating system. After that via device driver present on the 

virtual machine, it tries to interact with a virtual device. Now this interaction request is 
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intercepted by the Hypervisor which in turn schedules requests from multiple VMs on 

the physical device via another device driver managed by Hypervisor [21]. 

After that the two I/O stacks are again traversed in reverse order and finally the 

physical device generates a completion interrupt. This interrupt is intercepted by the 

Hypervisor .The Hypervisor intercepts again that to which VM the completion is 

associated with and generates a virtual interrupt and issues it to virtual device driver of 

VM.

 

Figure 14 Modern Device Split Device Virtualization [21] 

 

The modern hypervisors use a split implementation where a virtual machine can 

select among different virtual device interface emulation front-ends as well as multiple 

different back-end implementations of the device as shown in figure above. 

While the device emulation code is specific to the particular device being 

emulated (e.g., an IDE disk), the semantics of the operations being performed are 

general and frequently constructed so that the same device emulation can access 

multiple different back-end implementations.  
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Figure 15 VIOS operation in Power Servers 

 

If we talk specifically about Power Servers, the LPAR requesting a I/O operation 

is known as a VIO client LPAR and the LPAR containing the I/O server is known as 

VIOS(Virtual I/O server) .As explained already, the LPAR requesting I/O 

operation(VIOC) sends a request through a virtual adapter to a virtual device getting 

request from the virtual device driver operation. 

The request for operation pertaining to the virtual device is intercepted by the 

hypervisor which in turn sends this request to the virtual device on the VIOS. Now 

VIOS performs the multiplexing of the different requests coming from different VMs 

onto limited number of Physical devices via physical adapters.  As shown in figure, in 

most of the environments there are more than one Virtual I/O servers. 
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Chapter 3 

PROPOSED ARCHITECTURE 

 

In the previous chapter, we discussed the principle components of the Power 

Server along with their functionalities. In this chapter, first we will discuss the existing 

communication path that commands issued by the hardware management console 

follow. After introducing the existing architecture, we will discuss the proposed 

communication architecture and will discuss about how this communication path results 

in reduction in the interaction latency and also reduces the load on the Flexible Service 

Processor. 

3.1 Existing Architecture 

The client uses the Hardware Management Console (HMC) to issue the 

commands through a graphical user interface. The Hardware Management Console is 

itself a standalone system containing many components. The communication end point 

of Hardware Management Console is the Hardware Server. Every command issued by 

HMC, in the existing architecture is handled by the Flexible service processor (FSP) or 

in other words, the FSP acts as the first interaction point on the server site for the 

commands that are issued remotely from Hardware Management Console. The Existing 

architecture is depicted in the figure shown below (FIG 16). 
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Figure 16 Existing Architecture of Power Servers 

 

The communication takes place on a secured socket layer (SSL). For any 

communication to take place between HMC and FSP, it is necessary that a SSL 

connection is established .Once the SSL connection is established, the messages in the 

form of packets can be transacted from one component to another. 

There is a common message format for each of the message that is sent and 

received known apriorito both HMC and FSP. The most important constituents of this 

message format are OPCODE and TARGET. Although, the first interaction point on the 

server is Flexible Service Processor, not all commands are meant for it. Only those 

commands that are meant for booting up the server or maintenance of the server are 
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intended for the flexible service processor .Rest of the commands is the point of our 

interest as these are the commands that are meant for creation and management of the 

virtual machines. 

The flexible service processor forwards these commands to the hypervisor and 

hypervisor in turn takes the responsibility of forwarding these commands to the intended 

virtual machines. So, the obvious question arises , how does FSP knows about which 

commands to forward .The answer to this question is given by the TARGET field of the 

message format. Similarly, the function to be performed by a command is determined 

by the OPCODE field of the message format. 

If the target of the command is a logical partition, then FSP sends this command 

to the hypervisor (PHYP) in a manner of storing the received messages in a message 

box and forwarding it to another message box and forwarding it to another message box 

present on the hypervisor side. The communication between these two message boxes 

takes place via IBM's proprietary component Interconnect link. 

The hypervisor is now responsible for interacting with the operating systems on 

the virtual machines (in case the task is of managing the Virtual Machines). Also, the 

hypervisor is aware of the whole information about the available resources, so during 

the creation of a logical partition, it can assign the desired amount of resources to the 

virtual machine that is to be created. 

In other words, the commands intended for creation and management of the 

virtual machines are to be forwarded to the hypervisor because hypervisor is aware of 

all the available and already resources. Now, it can be analyzed that the existing 

architecture puts significant amount of load on Flexible Service Processor as all of the 
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commands now have to pass through FSP and then FSP has to decide on the intended 

target and forward the commands on to hypervisor. 

3.2 New Architecture 

IBM Software Labs introduced a new architecture in the process of thriving for 

efficiency of their proprietary Power Servers.In the proposed architecture, the focus is 

not only to try and reduce the load on the flexible service processor but also try to 

improve the performance by reducing the time it takes to interact with the servers. In the 

new architecture, a special logical partition is introduced which will now hold the 

responsibility of handling the commands intended for the hypervisor and the logical 

partitions. The new architecture is depicted in the figure shown below. As mentioned 

before, the hardware server forms the terminating communication point for HMC. So, 

instead of sending all the commands to the Flexible Service Processor, a decision would 

be taken on the hardware server itself based on the target and send it to the respective 

path. The special logical partition would be running an application to handle the 

commands that are being sent and this application is responsible for interacting with 

hypervisor and rest of the logical partitions. 

One of the most important challenges in the new architecture is the 

communication between HMC and the newly introduced logical partition. The 

interaction from HMC to the newly introduced logical partition happens in the same 

way as the communication between HMC and FSP take place. 
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Figure 17New Architecture that support new communication channel 

 

Similar to the existing architecture, a secured connection (SSL) is established 

between HMC and this new LPAR and the application running on this LPAR is 

designed to understand the message format of the packets that are being transacted. 

The remote HMC communicates with FSP on a TCP/IP connection. Similarly, in 

a virtual environment the new active partition would also be identified by its IP address 

and similar set of formal commands would be sent from HMC to establish a connection 

on a secured layer. The Ethernet adapter to this logical partition can be dedicated one or 

it can be a shared one. 

Now, in the next step a communication path is set between newly introduced 

LPAR and the targeted virtual machines (or the hypervisor). The communication 
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process between the logical partitions happens through a Virtual LAN (VLAN) setup. In 

this mechanism, the logical partitions acts as nodes on a local area network and the 

message can be unicasted from one LPAR to another. Similarly, in our case the newly 

introduced LPAR would be communicating with the targeted LPARS.  The newly 

introduced LPAR is an able communicator with PHYP also as the application running 

would be over the top of a hypervisor aware operating system. So, it's possible for this 

application to interact with the hypervisor. This is needed for instance, in case of 

creation of new virtual machines.  

Since, there are two channels of communication now; both of the intended 

results are achieved. The commands intended solely for the FSP can be sent on the 

existing channel while the commands meant for creation and management of the 

Logical Partition would be sent via the proposed link as shown in the FIG 17.  
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Chapter 4 

METHODOLOGY AND SYSTEM DESIGN 

 

In the previous chapter, we discussed the architecture proposed by IBM .In this 

chapter we detail our contribution in the project which was to develop and modify 

hardware server to establish the connection with the special LPAR. We start with 

explaining the interface architecture of HMC along with the functions of each 

component and then discuss the algorithm and implementation details.  

4.1 Interface Architecture of HMC 

In this section, we first describe the functionality of each component in the 

existing interface architecture of HMC. We go on to describe the explain the new 

interface architecture of HMC along with the new functionalities  

4.1.1 Basic Interface Architecture of HMC 

The basic interface architecture of HMC with the Power Servers is shown below in 

Figure 18.As depicted in the diagram, HMC provides both GUI and CLI interfaces to 

issue commands. The core of HMC is formed by the CIM which describes the common 

information model for the managed resources. The managed resources include network 

system, applications, devices and communication equipment. The managed resources 

are represented in the form of objects and these objects are stored in a repository in the 

managed object format (.mof).   CIM object management (CIMOM) includes  
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 CIM client 

 CIM server 

 CIM object manager 

CIM client forms the management system where application logic is written to 

manage the resources while CIM server, CIM object manager along with the repository 

forms the part of the managed system. 

 

 

Figu                                                       Figure 18HMC Interface Architecture 

 

In the communication process, the CIM server which acts as a framework 

supporting virtualization performs initialization operations where functionalities and 

methods of a managed object are taken as properties of the object stored in the 

repository. In the communication path, the next component is the hardware server. 

Hardware server has many responsibilities which include – 
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 Management of the connection between FSP and HMC 

 Transferring the command packet from HMC to FSP 

 Opening of PHYP connection 

 Management of “HMCNetConfig” file. The HMCNetConfig file stores the 

configuration information of the servers that were connected previously from 

the corresponding HMC or it creates a new entry for the new connection 

From the hardware server, every command is forwarded to FSP. 

4.1.2 New Interface Architecture to support special logical partition 

As mentioned above, hardware server holds the responsibility of managing the 

connection between HMC and FSP. Similarly, we added the functionality such that 

now, hardware server would be able to establish the connection between HMC and the 

special logical partition as shown in Figure 19. The establishment of connection 

however should be possible once the Power Server is booted on and the special LPAR is 

activated with the application to gather the commands running on it. So, we made the 

hardware server to be aware of the fact that the special logical partition is up and 

running with the application to gather the commands is running. As the server boots up, 

we created a mechanism such that the id of the special LPAR would be exchanged and it 

would updated in HMCNetConfig file. We modified the HMCNetConfig file such that 

once the entry is made; the HMC would automatically try to establish the whole 

connection process if a connection made is not a new one but an attempt has already 

been made for the connection to this server. This process includes the booting of the 

server and activation of the special logical partition. The connection between HMC and 

the special LPAR was established on the lines of NETC_NETS and same common 

message format was followed for the communication process. 
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The next task was to modify the hardware server code, so that on the client side, a 

decision would be taken on which channel to use for the communication. This decision 

is required to be taken because a new channel is now introduced. The existing channel 

which leads to the Flexible Service Processor are now primarily is the carrier of only 

those commands that are for maintenance of the server. While the proposed channel has 

the primary task of carrying the commands that are issued in order to create new virtual 

machines or to manage the already exist

.Figure 19 New Interface Architecture 

We modified the hardware server code in such a way that it is now capable of 

taking a decision of choosing the channel of communication based on the TARGET of 

the command. The TARGET was the id of the special LPAR that was exchanged during 

the connection establishment process. In the existing architecture, the commands that 

meant for the creation and management of the virtual machines were forwarded to the 

hypervisor via FSP which put a significant amount of load on FSP, but since we can 



 

50 

 

always differentiate between the two targets – PHYP and FSP. We made the hardware 

server enable to choose the communication path of the command.  

4.2 Detailed Design to support special logical partition 

In this section we present the detailed design and algorithm that has been 

implemented for – 

(i) The Activation of the special logical partition 

(ii) The connection establishment of HMC with the special logical partition. 

(iii) The modifications in the hardware server module to take a decision based on 

the target of the command  

Before proceeding with the above tasks there are two prerequisites to follow – 

 A connection should be established between the HMC and the Power server 

(via FSP). 

 The Power Server should be in the POWER ON state. 

In the following phases we discusshow the HMC establishes the connection with 

the new logical partition along with the implementation details. 

1. Connection Establishment with the Server: In this step, the user has to establish a 

connection to the server if it is not already connected as shown in Figure 20. The 

commands issued by the user are always sent to the CIM object manager where 

various parameters are initialized and validation of the commands is performed. 

After the validation process, through hardware server, commands are forwarded to 



 

51 

 

the FSP. On a secured connection(SSL), exchange of messages takes place over 

NETC_NETS protocol. 

 

 

 

Figure 20 Connection Establishment between HMC and the Power Server 

 

While connecting to a new server HMC checks for the interface capabilities of the 

server and then decides whether or not it is eligible to make a connection. If a 

connection is possible, HMC appends an entry into a file called “HMCNetConfig” 

which holds the information about all the connected servers like IP address, machine 

address and some parameter values. With modifications on the FSP site, we now had the 
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ID of the special LPAR also retrieved by the hardware server. We created a new entry 

for the ID of this special LPAR in the HMCNetConfig file. 

2. Changing the state to POWER ON:In the next step, the user issues the command 

to POWER ON the server and this command is also handled by the FSP as shown in 

Figure 21. In this step FSP opens up the connection to the PHYP. 

 

 

Figure 21 Change of state from Power OFF to Power ON 

 

3. Automation of the Activation process of special LPAR: As Hardware server has 

the ID of the special logical partition, we automated a step in which an activation 

command for the special LPAR is issued just after PHYP channel is opened up as 

shown in Figure 22. For activation of a LPAR, ID of that LPAR is required and 

Hardware server already got the ID of the special LPAR in the previous step. The 
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activation process also involves the initiation of the application that runs as a server 

on the special LPAR. The task of managing and keeping the application running was 

handled by the PHYP. 

 

 

Figure 22 Activation of the Special Logical Partition 

 

4. Connection Establishment with special LPAR: With activation of special LPAR 

and the application in the form of server running, HMC can now attempt a secured 

connection with the special LPAR as shown in Figure 23. We implemented a 

mechanism on the hardware server to automatically send a “make connection” set of 

commands to the special LPAR. Before issuing these commands are validated by 

CIM object manager and then sent to the special LPAR. The implementation 

wasdone on the lines of NETC_NETS keeping in mind that the connection was 
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being 

 

 

Figure 23 Connection Establishment between HMC and the special Logical Partition 

 

5. Channel Selection:We now have two channels of communication available. We 

modified the code on the hardware server in a way that it could now take a decision 

on which channel of communication to be used. On the hardware server, we created 

a new target value that was based on the ID of the special LPAR. Hence Hardware 

Server could dynamically a channel of communication for a command as shown in 

Figure 24. 
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Figure 24 Hardware Server takes a decision based on the Target of the command 

 

Besides, the modification and implementation on HMC side, we also established 

an experimental setup for the result analysis. The main challenge for the experimental 

setup was to choose the appropriate flavor of Power Server. By flavor we basically 

mean the capabilities of a server. Since our main focus was to analyze the results on the 

most complex commands, we chose the server with the most recent capability of 

running application migration via which a server can transfer a virtual machine with a 

running application from one server to another without the knowledge of the user. We 

also made sure that the HMC used was compatible to the flavor of the server we chose. 

The experimental  
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4.3 Resource Constraints identification for special LPAR 

We basically worked on the HMC side; another big task of the project however was 

the designing and implementation of the special Logical partition. We contributed in 

that part by understanding some of the modules that were selected and implemented as 

an application on the special logical partition and identified the resources needed for 

that LPAR. The resources were selected keeping in mind the basic responsibility of the 

virtual machine. The resource constraints were - . 

1. Operating System  

The operating system we used was AIX (Linux flavor of IBM). We could have 

chosen any other operating system also; the major capability the operating system 

required here was it to be hypervisor aware as the power servers use the concept of 

paravirtualization. 

2. Resources 

The special logical partition was created as a dynamic logical partition (DLPAR)as 

the capabilities and the functions of this partition are supposed to be increased in future. 

Sufficient amount of primary memory, CPU cycles and I/O interaction devices were 

assigned as a part of “profile” of the logical partition. 

In this section, a special mention of the I/O adapter is necessary. The special logical 

partition was made capable of interacting with the power server on the lines of 

NETC_NETS. The NETC_NETS protocol works over a Secure Socket Layer (SSL) 

with underlying protocol being TCP/IP. So, the NETC_NETS identifies the client and 

server from their IP addresses. 
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This required the special LPAR to be assigned with a I/O adapter to interact with 

the HMC. In our work, we assigned the special logical partition with a dedicated adapter 

considering the importance of role of the partition. 
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Chapter 5 

EXPERIMENT AND RESULTS 

 

 

5.1 Experimental Setup 

To simulate the proposed idea, one Hardware Management Console (HMC) was 

used and two different Power systems (of the same series) were used. One of the Power 

systems was employed with no change in architecture and another system was the 

modified one on which we created the special LPAR. 

To measure the latency, we used the hardware server (terminus of Hardware 

Server) logs and CIM-server logs to check for the time taken to complete the variable 

number of commands. 

Some of the common functions involving maintenance and managerial tasks 

were selected and these commands were issued to the two Power Servers via common 

HMC.Various tasks involve multiple number of commands with some tasks like 

handshaking between the HMC and the server involve the number of commands in the 

order of hundreds while others like increasing the memory share of Dynamic Logical 

Partitions(DLPAR) involve the commands in order of thousands. 
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5.2 Results 

The same set of tasks was given to both the servers and an improvement was 

noted in the proposed system which is in line with the expected results. The graph 

drawn below illustrates the comparison of the same set of commands that were sent 

from HMC to each of the servers in an independent experiment. 

 

 

 

Figure 25 Interaction Latency as observed with proposed system and Existing system 

  

The experimental set that was used contained 7 tasks. In the case of existing 

system, there is only a single channel of communication, so only one command can be 
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issued while in the proposed system, there are two channels of communication, so two 

commands can be sent simultaneously on two different targets.  

On the Hardware Server, based on the target of the command a decision would 

be taken and the command would be sent on one of the channels. Since, the proportion 

of the commands that are sent for management of the virtual machines is much more as 

compared to the proportion commands sent for maintenance, if both channels are free 

both the channels would be used for carrying the commands of management of Virtual 

Machines. 
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       Chapter 6 

CONCLUSION 

 

The server virtualization technology holds a firm grip on affecting the 

performance of Power servers. So, it's necessary to try and reduce the latency of 

interaction and balance the workload of components. The Hardware management 

console (HMC) is what a client uses to interact with the power servers and in this 

process of interaction, all the commands issued pass through a single communication 

channel to a flexible service processor and FSP based on the command issued was for 

itself or for PHYP. The commands issued and intended for PHYP forms the focus of our 

attention. 

We try to reduce the workload of FSP by directing these commands directly to a 

newly introduced logical partition. On the HMC side, a decision would be taken based 

on the target of the message, whether to send the message to the newly introduced 

LPAR or to the FSP. 

The function of this LPAR is to directly interact with the hypervisor and thus the 

workload of FSP would be reduced as well as latency of interaction would be reduced. 

 

In the current architecture, there is only one special logical partition available, 

but one more redundant special partition can be introduced which will help in achieving 

better communication as one more channel of communication would be introduced and 

will also provide robustness as in case of failure of one of the partitions. The basic 
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overhead by introducing this redundant partition is the workload of maintaining the 

same state on both the partitions as now the communication could be possible from any 

of the available partitions. 

In future, more workload of FSP would be shifted onto this special LPAR to 

further improve the efficiency. 
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APPENDIX 

ABBREVIATIONS 

 

HMC - Hardware Management Console 

FSP- Flexible Service Processor 

VM- Virtual Machine 

LPAR- Logical Partition 

DLPAR- Dynamic Logical Partition 

SSL- Secure Socket Layer 

PHYP-Power Hypervisor 

VIOS- Virtual I/O server 

VIOC- Virtual I/O client 

VNIC-Virtual Network Interface card 

HDECR-Hypervisor Decrementor 

SMT- Simultaneous Multithreading 

PURR- Performance Utilization Resource Register 

AMS-Active Memory Sharing 

AME-Active Memory Expansion 

CMM – Collaborative Memory Manager 

VASI - Virtual Asynchronous Service Interface 
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AMSM - Active Memory Sharing Manager 

LMB - of Logical Memory Blocks 

TCE- Translation Control Entry 

PLIC - Platform Licensed Internal Code 

TLB - Translation Look Aside Buffer 

MMU - Memory Management Unit 

DHCP – Dynamic Host Configuration Protocol 

ASMI - Advanced System Management Interface  

SCSI – Small Computer System Interface 

 


