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ABSTRACT 

Biometric authentication systems have been used since decades. Palmprint and finger knuckle 

prints are two such modalities that are universal and possess uniqueness. A variety of 

algorithms are available to extract features from these modalities and do the authentication 

process. In this report, use of a machine learning, unsupervised Hidden Markov Model 

algorithm is proposed to classify the users into genuine and imposter classes. In the following 

report, a multimodal system using palmprint and finger knuckle print has been proposed 

using a combination of Harris Corner Detector; SIFT descriptors and Continuous Density 

Hidden Markov Model (CDHMM). Here the states defining the origination of the observation 

feature vectors are hidden. The features are extracted using Harris Corner Detector and are 

described using Scale Invariant Feature Descriptor (SIFT). An approach is proposed to do the 

authentication at feature level as well as at score level. The log-likelihood computed by 

HMM and the parameters are maximised by Expectation-Maximization Algorithm. An 

iterative approach is used to increase the authentication rates and to get the correct number of 

states in each Hidden Markov Model of each user at feature level and for genuine and 

imposter classes at score level.  The various fusion methods at score level are experimented 

for the PolyU, IITD palmprint and PolyU finger knuckle print database. The authentication 

rates obtained are as high as 99% GAR at 0.01 FAR for PolyU palmprint database that are 

comparable to other methods of authentication at score level. The highest GAR was recorded 

using SUM fusion rule. The authentication rates are high for feature level authentication as 

well for both knuckle prints and palmprints. GAR was recorded as high as 97% for right 

middle knuckle finger print at 0.01 FAR. 
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Chapter 1: Introduction 

Conventional personal authentication systems that are based on knowledge (e.g., password) 

or physical tokens (e.g., ID card) are not able to meet strict security performance 

requirements of a number of applications that are available today. These applications 

generally make use of computer networks and thus affect a large number of people, and have 

control over financially valuable and privacy-related projects (e.g., e-commerce). And thus 

these authentication systems are vulnerable to imposter attacks. Biometric authentication 

systems provide good alternative for such conventional authentication methods by providing 

high performance rates.  

Biometric authentication refers to the automatic identification of a person based on human 

physiological or behavioural or chemical characteristics or traits. Fingerprints, iris, 

palmprints are all covered under physiological characteristics. Gait, keystrokes are 

behavioural traits of any human. Human perspiration is a chemical trait which is 

comparatively less used for authentication. Any human trait which has uniqueness, 

distinctiveness, permanence and can be easily collected can be used as biometric trait. 

Biometric has found great use in defence sector, civil applications, preventing financial 

frauds and forensics.  

1.1 Biometric Systems: 

Each user must be first enrolled in the system by collecting template images of the user and 

storing it in the database. This template is then used for future use, when the individual needs 

to be identified. In early years of biometric, templates were captured by offline modes. In 

offline modes previously captured images are only processed. These offline modes generally 

include inked acquisition of images. These inked images were then converted digital images. 

These methods were mostly restricted to finger print only. With the advent of new 

technologies, offline capturing modes were over ruled by online modes as they were not well 

suited for real time recognition systems [29]. Online system includes various sensors to 

capture the images. There are specialized systems for capturing the image of the modality. 

Like for capturing knuckle print there is a triangular box that allows the user to keep his/her 

finger on this block in a certain manner, allowing the capturing device to capture the image 

[12].  
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In any biometric system, every captured image goes through the following processes: Pre-

processing, Feature Extraction and Feature Matching. Pre-processing step is basically 

extraction of Region of Interest (ROI). The image captured by the imaging device may 

contain area that may not be of importance for the purpose of recognition, in that case only 

the region of interest should be extracted. The extraction method differs with each modality. 

Once the ROI has been extracted, features are extracted. Sometimes, before extracting the 

features the image quality is enhanced so that good features can be extracted [30]. Different 

features are extracted using different algorithms. The algorithm varies with the type of 

information to be extracted. Depending on the feature to be extracted, there are algorithms 

like PCA, LDA, DCT, Gabor Filter [1, 13, 14] etc. After getting the feature vector of an 

image to be tested, the matching is done is between the captured image and the templates 

stored in the database. If the captured image matches with any of the images stored in the 

database, it is a genuine user else it is an imposter. A number of matching techniques are 

available, like Euclidean Distance, Cosine Similarity, and Hamming Distance etc.  

The biometric authentication systems have extended from finger and palmprints to face, iris, 

gait and other modalities. Use of more than one modality has also been considered a very 

good alternative to have high recognition rates and thus less imposter attacks. In addition, 

failure to enrol situations can also be reduced in multimodal biometric systems [3]. Also, 

physically challenged people may use multimodal biometric systems for authentication. 

Every modality has its own pros and cons. Though fingerprint is the most widely used 

modality, palmprints and knuckle prints also offer very high recognition rates in real time 

recognition. Some of the few biometric modalities are listed below. 

1.2 Few Biometric Modalities: 

1. Palm: It is the ventral surface of hand, representing area between wrist and the root of 

the fingers. A palmprint basically includes textures, wrinkles, principle lines and 

ridges. These features are extracted using various feature detection techniques [1, 2]. 

The palm is a universal trait and possesses uniqueness in terms of the features it 

contains. It provides a very large area as compared to finger prints and hence more 

number of features can be extracted from the palmprints. There may be cases where 

the principle lines of two different users may match, so extracting features like 

principle lines for authentication is not recommended. So extracting point features 
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using algorithms like Harris is more efficient than using principle lines as features. 

These features differ with every other user and hence are helpful in recognition.  

2. Finger knuckle: It refers to the inherent skin pattern of the outer surface around the 

phalangeal joint of one’s finger [12]. Finger knuckle is user centric, contactless and 

unrestricted access control [22].  Finger knuckle prints have high textural region and 

hence good quality features can be extracted from the knuckle prints. Moreover, every 

user can provide a large number of samples from all the fingers of a human hand. 

Four samples can be collected from middle and index finger of both left and right 

hands of human. The knuckle prints are have their own uniqueness and hence are used 

for user recognition.  

3. Face: Facial images are the most common biometric characteristic used to make 

personal recognition. Face recognition is a nonintrusive method. The approaches to 

face recognition are based on (a) the location and shape of facial features such as the 

eyes, eyebrows, forehead, nose, moustache, lips and chin, and their spatial 

relationships, or 2) the overall analysis of the face image that represents a face as a 

weighted combination of a number of canonical faces [27].  There are certain 

considerations with which a system shall work so that facial recognition system can 

work well in practice. The system shall automatically (a) detect whether a face is 

present in the acquired image; (b) locate the face if there is one; and (c) recognize the 

face from a general viewpoint [10]. 

4. Gait: Gait refers one’s own unique way in which he walks. It is a complex spatial-

temporal biometric. In various low security applications, gait can be used for 

verification. Gait based systems are input sensitive and are computationally expensive 

as it uses the video-sequence footage of a walking person as the input, where various 

movements of each articulate joint are measured [28]. However, there is a difficulty in 

this system that the consistency in the input may not maintained over a long period of 

time, as there can be variations in body weight, injuries which may affect the joints 

etc. 

5. Finger: A finger print is a unique pattern of ridges and valleys on the surface of the 

fingertip. Fingerprints of each finger of the same person are different. The finger 

prints of identical twins too are different [10]. That is why the matching accuracy of 

fingerprints is very high. Though it faces some problems at the time of authentication 

like that of bruises, cuts and other burn marks. 
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1.3 Operating Modes: 

A biometric system can operate in three modes: 

1. Enrolment:  When a user is using the biometric system for the first time, he/she must 

be enrolled in the system. A biometric sensor is used for acquiring the user’s 

biometric information. The data so acquired is checked for its quality and the relevant 

features are thus extracted out of it using various feature extracting algorithms [31]. 

This feature vector data is stored in a database along with user’s identity and other 

necessary information for further Authentication process in the later stages. 

 

Figure 1.1: Enrolment Mode 

2. Identification:  Identification, one of the functionalities provided by a biometric 

system is one to many (1: many). This mode tells the person “Who am I..?” The data 

is acquired again for authentication of the data. There can be both positive and 

negative identification. A positive identification system determines the identity of the 

user from a known set of identities and thus tells the user if he is known to the system 

without explicitly claiming an identity. However, in Negative identification, also 

known as screening, the user conceals his true identity. The main objective of 

Negative identification is to find out whether the identity matches to the provided 

information about the user. It can be used in preventing issues of multiple credential 

records for one person and also in preventing from claiming multiple benefits under 

multiple names. In both the positive and negative identification, the captured image is 

matched with all the templates stored in the database. As a result, the system then 

gives the identity of the individual with the highest degree of template similarity with 

the input provided, or otherwise, declares that the user is not enrolled, if any kind of 

similarity does not exist [32]. 
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Figure 1.2: Identification Mode 

 

3. Verification:  Verification equates to "Be I who I claim to be". In this one to one 

(1:1) approach is followed. It is a comparison with the template of that user who 

she/he claims to be [9].  It involves comparison with templates corresponding to the 

claimed identity. In the verification process the system verifies the genuineness of the 

claim of the user, what he claims his identity to be. Here the captured data is 

compared with the template corresponding to claimed identity only. If there exists a 

high degree of similarity, the claim is said to be “genuine” and is accepted, else, is 

said to be “impostor” and rejected [32, 34]. 

 

Figure 1.3: Verification Mode 

1.4 Multimodal Biometric Systems: 

A multimodal biometric system is much more preferred than unimodal systems. They have 

many advantages over the systems that employ only one modality in the authentication 

process. Some of the advantages are: they can increase the authentication rate, they can 

address problems of non-universality and thus decreasing FTE. Moreover, multiple data 

reduces the effect of noisy data [32]. They are more resistant to spoof attacks. Though they 

provide a lot of advantages over unimodal systems but face few limitations also like they are 
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expensive and require more number of computations. Fusion of modalities can be done at 

sensor level, at feature level, at score level or at decision level [9].  

Sensor Level Fusion: The raw data from the sensors are combined in the sensor level fusion, 

this combining of sensory data or data derived from sensory data such that the resulting 

information is in some sense better than would be possible when these sources were used 

individually is sensory fusion. In this level, the input signal is the result of sensing a 

biometric data with two or more sensors [31, 39]. The raw data which is acquired from the 

multiple sensors is processed to generate new data. Features can hence be extracted from this 

new data. For example, in case of face biometrics, both 2 dimensional texture information 

and 3 dimensional depth information can be synthesised together to form a 3D model of the 

face or a panoramic face mosaic. This panoramic face mosaic could then be subjected to 

feature extraction and matching. 

However, sensor level fusion is restricted by certain limitations. It can be performed if  

(a) The sources are the samples of same biometric trait obtained from multiple compatible or    

(b) Multiple instances of the same biometric trait generated using a single sensor. 

In sensor level fusion, the correspondence between points in raw data must be known in 

advance, if not known in advance; they shall be reliably estimated [32]. 

 

Feature Level Fusion:  Feature level fusion means fusing different feature sets, which have 

been extracted from multiple biometric sources, to represent an individual. Within this 

process, the matching features are initially extracted from the biometric sample, then fusion is 

used to synthesise all the features into one biometric data. This level can be applied to 

extraction of features from unimodal system as well as multimodal system. 

A unimodal system is the one where different features are extracted from a single biometric 

signal, whereas in multimodal system, combinations of feature levels are extracted from 

different biometric characteristics [25].  

A single feature set is can be calculated as a weighted average of the individual feature sets 

when the feature sets are homogenous [33]. For example, using the multiple fingerprint 

impressions of a user’s finger can be used to generate a mosaic of fingerprint minutiae. 

However, when the feature sets are non-homogeneous, they can be concatenated to form a 

single feature set. For example, biometric modalities like face and hand geometry may be 

augmented with the Eigen-coefficients of the face in order to construct a new high-dimension 

feature vector Feature selection schemes can then be applied to reduce the dimensionality of 
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the resultant feature set, i.e. a minimal feature set can be thus obtained from the high 

dimensional feature vector. 

If the features set are incompatible to each other or the multiple feature sets correspond to 

different samples of the same biometric, it is not possible to concatenate, as feature space of 

every biometric trait varies 

 

Score Level Fusion: Score level fusion also known as match score measures the similarity 

between the input and template biometric feature vectors. Fusion is said to be done at score 

level when there is consolidation of the match scores output by different biometric matchers, 

which is then fused to generate a single scalar score at the final recognition decision. For 

example, the match scores generated by the face and hand modalities of a user may be 

combined via the simple sum rule in order to obtain a new match score which is then used to 

make the final decision [31]. Techniques such as logistic regression may be used to combine 

the scores reported by the two sensors. Match scores fused by the individual matchers need 

not necessary be homogenous. Also for the match score level, the outputs of the individual 

matchers need not be on the same numerical scale. 

.  

Decision Level Fusion: Decision-level fusion involves fusion of sensor information that is 

preliminary determine d by the sensors.  Each sensor can capture multiple biometric data and 

the resulting feature vectors individually classified into the two classes––accept or reject. The 

classifier gives its decision regarding the presence absence of a genuine individual. The 

decisions from multiple classifiers are then fused in order to generate the final decision. 

When each matcher outputs its own class a single class label can be obtained. Various 

techniques like majority voting, behaviour knowledge space, etc. may be employees to arrive 

at the final decision. Some of the decision level fusion methods include Bayesian inference, 

classical inference, weighted decision methods and Dempster–Shafer method [35, 36]. 

Out of all these fusion levels, score level has been considered most promising.  

 Some score fusion rules: 

1. Sum Rule: It is one of the most efficient fusion rules. The sum rule involves summing up 

of all the scores obtained from different traits/modalities. The result obtained is the fused 

score (scorefusion). In the given formula, k is the number of traits. 
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             ∑   
 
                                         (1.1) 

2. Min Rule: Min rule is one of the score fusion rules. In this rule, the minimum of all scores 

is taken as the final score for making decision.  

                                                     (1.2) 

3. Max Rule: Max rule is a rule in which maximum of all the scores is taken as the score for 

decision. 

                                                          (1.3) 

4. Product Rule: Product Rule is one of the least used fusion rule. In this rule, the scores are 

multiplied, and the result is used as the final fused score. 

             ∏   
 
                                           (1.4) 

 

1.5 Biometric Performance Measures: 

In any biometric system, any two samples of the same biometric modality of single user, 

cannot match exactly. They do differ due to imperfect imaging conditions, changes in user 

physiological or behavioural traits, ambient conditions etc. and thus results in some errors in 

the authentication [10]. When a user is who is an imposter and is genuinely accepted by the 

system then such an error is known as failure to match or false accept. When a genuine user 

and is rejected by the system then such an error is called failure to non-match or false reject. 

A threshold t, a parameter decides the trade-off between False Accept Ratio (FAR) and 

False Reject Ratio (FRR). If more secure system is required then threshold is increased and 

as a result FRR is also increased. When the threshold is decreased, FAR is increased. The 

Genuinely Accepted Rate (GAR) of any biometric system is given by (1-FRR) or (100-

FRR), whichever is applicable.  

1.6 Machine Learning in Biometrics: 

Machine Learning has also been used in biometrics to classify the users in the genuine and 

imposter classes. Machine learning can be categorised into supervised and unsupervised 
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learning. In case of supervised learning, the model defines the effect that one set of 

observations, which are known as inputs, has on outputs which are another set of 

observations. The inputs are provided in the beginning and outputs at the end of the causal 

chain. The models can include intermediating variables between the inputs and outputs. In 

such cases everything is known beforehand. The leading variable that cause the input 

observations are known. In real practice, models for supervised learning often leave the 

probability for inputs undefined. There are Supervised algorithms like GMM, Bayesian 

Networks, and Decision trees [15-17, 19] etc. which have been used in biometrics. 

While, in unsupervised learning, all the observations are assumed to be produced by latent 

variables, that is, the observations are assumed to be at the end of the causal chain. This 

model is not required as long as the inputs are available, but if some of the input values are 

unknown, it is not possible to infer anything about the outputs. If the inputs are also 

fabricated, then missing inputs cause no problem since they can be considered latent variables 

as in unsupervised learning.  

Unsupervised algorithms like Hidden Markov Model, Expectation Maximization algorithm 

have also been used. Zheng et al utilized HMM using fusion of few face databases [18]. 

Zhang et al used Hidden Markov Model for palmprint authentication using Sobel operators 

aligned at different angles [20].  It has also been used in authentication using Keystroke 

Dynamics [21]. Originally, HMM was used in speech recognition process [4]. In case of 

unsupervised methods used in biometrics, and particularly Hidden Markov Model, less work 

has been reported. Moreover, it has been used only with very basic and simpler methods like 

observations obtained using Sobel operators. To increase the authentication rates using 

HMM, use of more complex features have been proposed in this thesis.  
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      Chapter 2: ROI and Feature Extraction  

 

Any biometric system does a few processing steps to authenticate the user. The image is 

captured using the acquisition sensors, is processed to get an image which is suitable for 

feature extraction. This processed image is actually the ROI of the captured image. This 

image is now stored in the database. The database contains all the images of the users those 

who need to get an access to another system by authenticating themselves.  

 

Thus, in any biometric authentication system there are basic five phases. 

1. Image Acquisition 

2. Image Pre-Processing (ROI Extraction & Image Enhancement) 

3. Feature Detection 

4. Matching 

5. Database 

 

Figure 2.1: Steps in Biometric Authentication System 

 

2.1 Image Acquisition: 

Image acquisition is the first step in biometric authentication system. In this an image of the 

biometric trait is taken. This image is either stored in the database for future needs, or is used 

for matching purposes with the already saved images. This image acquisition should be 

accurate and clear enough that it gives good authentication results when required. There are 

special sensors to capture each type of biometric trait. Sometimes, a user may not be able to 

enrol or give a clear image of its trait due some reasons like environmental conditions leading 

to sweat on fingers and palms or due non availability of the trait. In such cases the image 

acquired by sensors are not much appropriate for the purpose of authentication.  This results 
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in error which is known as Failure to Enrol (FTE) [34]. If a user is unable to enrol in the 

system properly, he/she may be rejected by the system even if he/she is a genuine user of the 

system.  The image acquisition can be in a constrained environment or in an unconstrained 

environment. In case of constrained environment, the user is asked to place his hand or 

knuckle in accordance with the pegs placed on the acquisition device [12]. While in case of 

unconstrained acquisition, the user is free to place the hand, knuckle in any position. No pegs 

or triangular blocks are used in case of unconstrained environment. There are sensors which 

do not require touching the sensors to get their image acquired. Such systems are known as 

touch-less systems [37].  A biometric sensor can be defined as a security system device that 

captures unique physical traits with the help of digital technology.  

There are various types of biometric sensors: 

1. Optical sensors 

An optical sensor is a device that converts light rays into electronic signals. Like a 

photo-resistor, a physical quantity of light is measured and is translated into a form 

that is readable by the instrument. Generally, the optical sensor is part of a larger 

system which has a source of light, a measuring device and the sensor itself. The 

sensor is connected to an electrical trigger, which responds to a change in the signal 

which is observed within the light sensor and captures the image. Optical sensors are 

generally used in capturing fingerprints [38]. 

2. Thermal sensors 

Thermal sensors are devices used to measure the temperature of a trait. There are 2 

kinds on temperature sensors: 1) contact sensors and 2) noncontact sensors. In these 

sensors, the palm is slide over the sensor to measure the temperature difference 

between the various portions of the palm. They are generally used in capturing faces 

[40]. 

3. Capacitive sensors 

Capacitive sensors are constructed from many different media, such as 

copper, Indium tin oxide (ITO) and printed ink. The image is captured against a 

surface of silicon integrated circuit. It is one of the most expensive and most sensitive 

sensors [41]. 

4. Electric field sensors 

The electric field sensors use the electric field that is formed between two conductive 

layers. An antenna is also there in case of electric field sensors which measures the 

http://www.wisegeek.com/what-is-a-photoresistor.htm
http://en.wikipedia.org/wiki/Indium_tin_oxide
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electric field. A field is created between the palmprint and the semiconductor that 

makes the image. 

 

5. Ultra sound sensors 

An ultra sound sensor measures the properties of sound waves with frequency above 

the human audible range. They are based on three basic principles: the Doppler Effect, 

time of flight and the attenuation of sound waves. They use frequencies that are of 

very high range. These frequencies penetrate the epidermal layer of the skin and thus 

create an image. Such sensors are generally used to produce 3D image of any trait.   

 

2.2 Image Pre-Processing: 

The second step is pre-processing the captured image. The image that is being captured may 

contain some area/part that does not contain useful information. So, it is necessary to extract 

only that area from the image that contain the features and the useful information that may be 

used in authentication process. This area is known as Region of Interest (ROI). There are 

specific algorithms which have to be followed to extract ROI from the acquired images. 

 

 

 ROI Extraction of Palmprint: 

 The image captured using the sensors of a palm may contain the extra area, captured along 

with palm of the user. It may contain outer black region, fingers that are not required in 

feature extraction. So such areas must be cropped out and only the Region of Interest must be 

stored in the database. Initially Gaussian filter is applied to the image and then followings 

steps are followed. 

1. Binarization  

2. Hand Contour Tracing  

3. Region of Interest detection 

1. Binarization: 

A threshold (t) value is selected using Otsu’s method which is used to binarize the image I  

(captured palmprint image) [11]. 

                   {
              
           

                       (2.1) 

where 0 means a black pixel and 1 means a white pixel. 
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 BI is the binarized image obtained. 

2. Hand contour tracing: 

The contour of the hand image is obtained using contour tracing algorithm on binarized      

hand image.  

 Steps are: 

1) Find the start pixel:  

Hand image’s boundary pixel can be chosen as a start point provided its left adjacent 

pixel is not an object. This can be done by starting at the bottom left corner of the 

image. This can be done by starting at the bottom left corner of the image, scanning 

each column of pixels from the bottom going in upward direction, starting from the 

leftmost column and then proceeding to the right. This process is done until an object 

pixel is encountered.  

 

2) Find next best pixel: 

 Let p be the current pixel boundary pixel and p1, p2 and p3 and its adjacent pixels. If 

p1 is object’s pixel than this will be the next boundary pixel, if p2 is object’s pixel it 

will be next boundary pixel, if p1 and p2 are both boundary pixel than p3 will be next 

boundary pixel. In case all three neighbour pixels are boundary pixel, then the new set 

of neighbourhood pixels is considered. This procedure is considered until an object’s 

pixel is found. In case there is no object’s pixel in the neighbourhood the pixel is 

considered as an isolated pixel. 

3) Termination:  

The tracing is terminated if  

 pixel is an isolated pixel or  

 Current pixel is the starting pixel i.e. contour is traced. 

 

 

1. Region of Interest(ROI) detection: 

Finger tips and valley coordinates are found using local minima and maxima on contour 

image. Two reference points V1 valley between little finger and ring finger and V2 valley 

between index finger and middle finger are selected from these points.  A line is drawn 

between V1 and V2 and a perpendicular is drawn from the midpoint to the reference point. 

An ROI of size 128x128 is then extracted. 
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Figure 2.2: ROI extraction of palmprint image 

 

 

 ROI Extraction of Finger Knuckle Print: 

Similarly like palmprints, finger knuckle prints also contain some unwanted area that may 

hinder the authentication process. Finger Knuckle images may consist of other parts of finger 

including the knuckles. These other parts are undesirable and hence must be cropped out. 

Finger Knuckle Print (FKP)   images of different fingers are very different. Moreover, for the 

same finger, images collected at different sessions also vary because of the variation of 

spatial locations of the finger. Therefore, it is necessary to align FKP images by robustly 

constructing a local coordinate system for each image. With such a coordinate system, an 

ROI can be extracted from the original image in order for reliable feature extraction and 

matching [12]. 

While acquiring the image, the finger is always put flatly on the capturing block, so the 

bottom boundary of the finger is considered to be stable and taken as the X axis of the 

coordinate system. Determining Y axis is quite difficult, so the following steps are followed: 

 

Step1: Down sample the image 

Firstly, the image, I is down sampled using Gaussian smoothing to suppress the noise 

in the original image 

Step2: Extract X axis of the image: 

The bottom boundary of the finger, which is the X axis of the ROI coordinate system, 

can be extracted using Canny edge detector. The image is then cropped empirically 

for further processing. 
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Step3: Edge Map: 

The Canny edge detector is applied to get the corresponding edge map of the image, 

IE . At this step, each pixel on the image, IE is given a code to represent local convex 

direction. Two curves are extracted, namely leftward convex or rightward convex. A 

value 1 is given to pixels that lie on leftward convex curve and -1 to the pixels that lie 

on the rightward convex curve. All other pixels are given 0 values in the image. 

Step4: Extracting Y axis of the image: 

A column is selected (one of the points from the X axis) and a window of size (d × h) 

is selected. h is the height of the image Is and d is empirically decided. In this window 

a convexity magnitude is computed. The center of the phalangeal joint is represented 

by the minimum of the convexity magnitude and that will be chosen as the midpoint 

or represent Y axis. The final image is then cropped using the X and Y axis. 

                                    

Figure 2.3: ROI extraction of Finger Knuckle Print (FKP). 

 

 

 Image Enhancement: The cropped region obtained from the captured image may 

contain some noisy data that may hinder the authentication process or may reduce the 

authentication rate. This noisy data hence must be removed using image enhancement 

techniques. There many image enhancement techniques like filtering, enhancements 

based on wavelet transforms, binarization, thinning etc. 

One of the most widely used techniques is enhancement using Gabor filter. Applying 

Gabor filter improves the textural features quality and thus can be easily extracted [1]. 

Gabor filter is convolved with the ROI image to get a high textured image. 
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               (2.2) 

Here, x and y are the coordinates of the ROI image, v is the frequency of the 

sinusoidal wave,   controls the orientation of the function,   represents the standard 
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deviation of the Gaussian window. The Gabor convolved ROI has been termed as 

GROI. 

                                            

(a)                (b) 

                                           

(c)                                                                                 (d) 

Figure 7 (a) ROI of IITD palmprint database,   (b) GROI of IITD palmprint database, 

 (c) ROI of the PolyU palmprint database, (b) GROI of PolyU palmprint database  

2.3 Feature Detection: 

Feature detection is the third step in biometric identification system. Depending on the type 

of feature to be extracted, there are numerous algorithms available for feature extraction. 

Point features are more in number as compared to other features on the palmprint. So, point 

extracting techniques are required. In case the database used is a touch-less database then it is 

required that scale rotation invariant algorithms are used to extract the features from the ROI 

images. SIFT is one of the widely used algorithm to deal with scale and rotation invariances, 

but a combination of Harris Detector and SIFT descriptor has given more powerful results 

than SIFT detector.  

Corners as features: 

Interest points are those points of an image that can be easily extracted and have a well-

defined position in the image. It can any isolated point of maximum or minimum intensity in 

the local neighbourhood or line endings .Corners are also considered as good interest points. 

Corners are used in shape analysis and motion analysis.  Intersection of two edges can be 

termed as corner. A corner is also defined as point where there two different and dominant 
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edge orientations in a local neighbourhood of the point. Corners are good features that can be 

used in feature matching process. Hence, corners and features are interchangeably at times. 

There are many corner detection algorithms. Mathematically, corners are local image features 

characterized by locations where variations of intensity functions in both the directions (X 

and Y) are high. A corner differs from the edge in respect that in case of edge the partial 

derivative is high in a certain direction [26]. One of the very simple approaches is using 

correlation but it is a very expensive and suboptimal technique. A very efficient technique 

was proposed by Harris and Stephens, popularly known as Harris detector is explained 

below.  

The Harris corner detector is a popular interest point detector that addresses the issues like 

invariance to rotation, scale, illuminations and noise present in the image. As per Harris, a 

corner is defined as a point where a significant change is observed in all directions when a 

small window is shifted around that point [42] as shown in figure.  

 

Figure 2.4: A corner point  

 

Harris Corner extracts the various corner points from the image which are basically point 

features. It uses a scale at which the corner points are extracted. The appropriate scale is 

chosen from the range between the range of [6, 12]. The scale depends with image and the 

database used for extracting the corner points. 

The Harris corner detector [6, 24] is based on the local auto-correlation function of a signal. 

Here the local auto-correlation function measures the local changes of the intensity with 

patches shifted by a small amount in different directions. Given a shift (∆x, ∆y) and a point 

(x, y) of the ROI image R, the auto-correlation function is defined as, 

       ∑ [ (     )                     ]
 

2 
                (2.3) 
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Where ),( ii yxR denotes the image function and ( , )i ix y is thi point window (Gaussian) w 

centred at ( , )x y .The shifted image is approximated by a Taylor expansion truncated to the 

first order terms, where Rx and Ry denotes the partial derivatives in x and y respectively. 

                     (     )     (     )   (     )  [
  
  

]   (2.4) 

After substituting, Equation 2.4 in Equation 2.3: 
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                [

  
  

]                      (2.10) 

C(x, y) captures the intensity structure in the neighbourhood of pixel (x, y). Let 1  and 2  are 

the Eigen Values of matrix C(x, y). There are 3 cases that should be considered for finding 

out the corner. A threshold is set for determining these cases. 

1. If both the Eigen values are small, then the autocorrelation is flat, i.e. the window is of 

approximately same intensity. 

2. If any one of the Eigen Value is high and other is low, so the local auto-correlation 

function is ridge shaped and the change in intensity is along only one direction 

implying that it is an edge. 

3. If both the Eigen Values are high, the auto-correlation function is sharply peaked and 

hence the shifts in direction will result in high change in intensity levels indicating a 

corner point. 
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Once the corners are detected then Sift descriptor is applied, as described by David Lowe to 

get feature vectors [5]. Sift Descriptor is used to uniquely describe each corner (point) 

extracted so that the image can be correctly matched in the large database. 

 

SIFT Descriptor: 

Every corner point located using Harris Corner point has its own orientation. A window patch 

is selected around that corner point and sample image gradients and orientation are 

calculated. The gradient magnitude and orientation are calculated at a relevant scale at which 

the corner points are extracted. The orientations are bin into one of 36 bins each covering 10 

degrees each pixel in the neighbourhood contributes to the bin corresponding to its 

orientation. The highest peak of the histogram is the dominant orientation of that corner. A 

16×16 patch is considered centred on the point. The patch is decomposed into 4x4 pixel tiles 

so there will be 16 such tiles. For each such tile, a histogram of its pixels' gradient 

orientations with 8 bins, each covering 45 degrees is constructed. Again weight the 

contribution to the bin by the gradient magnitude. A circular Gaussian falloff from the point 

centre is taken which is half the descriptor window (8 pixels) as shown in figure. So this 

gives 128-dimensional vector which represents the feature vector. For each k corner points a 

descriptor is defined. Hence for one image the final feature vector obtained is k×128, a 2D 

vector. 

 

Figure 2.5: Image Gradients and Corner point descriptor obtained [5] 
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Figure 2.6: Harris Corner Points detected in a Finger Knuckle Print image 

 

Figure 2.7: Harris Corners detected in a palmprint ROI 

2.4 Matching: 

After the features have been detected, these features are then used to verify the authenticity of 

the user. Algorithms that are widely used for matching the feature vectors are Euclidean 

Distance, Cosine Similarity, Hamming distance etc. These scores help in identifying 

/verifying the user.  
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The Euclidean distance between any two points, a and b is the length of the line segment 

connecting them. In Cartesian coordinates, if a = (a1, a2... an) and b = (b1, b2…bn) are two 

points in Euclidean n-space, then the distance from a to b, or from b to a is given by: 
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(2.11) 

The higher the distance value, d the less the two vectors match with each other. This means 

that the score value must be higher in case of an imposter and less in case of genuine. 

Cosine similarity gives a measure of similarity between any two vectors. It computes the 

angle between the two vectors to give the similarity.  

The cosine of two vectors is given by dot product formula 

cos. baba        (2.12) 

Here, a and b are two feature vectors and   represents the cosine similarity. The magnitude 

of similarity can be represented as follows: 
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The similarity values ranges from −1 to 1. -1 represents that the feature vectors are exactly 

opposite and hence an imposter. 1 represents that feature vectors match exactly and hence it 

must be feature vectors of a genuine user. 0 usually indicates intermediate similarity and 

dissimilarity. 

 

 

 

 

http://en.wikipedia.org/wiki/Line_segment
http://en.wikipedia.org/wiki/Cartesian_coordinates
http://en.wikipedia.org/wiki/Euclidean_space
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    Chapter 3: Hidden Markov Model 

In unsupervised learning, all the observed data is assumed to be originated by some hidden 

variables. Models that are developed using supervised learning often leave the probability for 

inputs undefined. An unsupervised model is not needed as long as the inputs are available, 

but if some of the input values are unknown, it is not possible to say anything about the 

outputs. If the inputs are also fabricated, then missing inputs cause no problem since they can 

be considered latent variables as in unsupervised learning [8]. Likewise, in Hidden Markov 

Model (HMM) the observation vector that is the sequence of either the feature vectors 

obtained after applying feature extraction algorithms or the scores obtained after matching 

process, are assumed to belong to some specific state. These states are hidden and thus are 

known as latent variables in HMM. So unsupervised learning method called HMM is used to 

model the observation vector and calculate the respective probabilities.  

 3.1The Basic probability theory: 

The mathematics behind the Hidden Markov Model method is pretty straightforward and 

easy to understand. In this section, certain basic probability theories have been described that 

are required to understand the Hidden Markov Model technique. The information is 

obtainable from many sources [44]. 

1. Probability axioms:  Given a finite sample space S and an event A in S. We define 

( )P A is the probability of A, then 

a. 0 ( ) 1P A   for each event A in S. 

b. ( ) 1P S  .  

c.    ( )P A B P A P B    if A  and B are mutually exclusive events in S. 

 

2. Joint probability : If A and B  are random variables, then the joint probability 

function is  ( , ) ,P a b P A a B b    

3. Conditional probability : the probability of A conditioned on B  is defined as 

( , )
( )

( )

P A B
P A B

P B
   

4. Product rule: from the definition of conditional probability, the product rule is

         ,P A B P A B P B P B A P A   
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5. Chain rule : the chain rule is an extension of the product rule which we can write 

down in more generic form as: 

         1 2 1 2 2 3 1, , , , , , ,n n n n n nP a a a P a a a P a a a P a a P a  

6. Bayes’ rule: Bayes’ rule is an alternative method to calculate the conditional 

probability if the joint probability ( , )P A B is unknown. From the conditional 

probability, we get 

 ( ) ( , )P A B P B P A B  as well as      ,P B A P A P A B .  

Bayes rule is  
   

 

P B A P A
P A B

P B
  

3.2 EM (Expectation-Maximization Algorithm) 

The EM algorithm is an algorithm which estimates the maximum likelihoods of the 

parameters of the given Hidden Markov Model in cases where some sort of information 

(states) is hidden, latent or missing. It is a statistical approach for maximizing the likelihood 

function in successive iterative steps. The parameters of the HMM are estimated by iterative 

EM algorithm and thus help in increasing the efficiency of the algorithm. In EM algorithm 

the estimation of parameters is based on some latent variables which are associated with each 

input data which requires initial set of some parameters which get finely tuned in every 

iteration to get the maximize the value of maximum likelihood.  

The two applications of EM algorithm are: 

1. The observation data has missing values. This may be due to some limitations or due 

to lack in collecting observation data. 

2. The second application of EM algorithm occurs when likelihood function is 

analytically intractable and when the likelihood function can be simplified by 

assuming the existence of hidden parameters [43]. 

In case of HMM, the state distribution of observation sequence is hidden and hence affects 

the parameter values and maximum likelihood value of the observation sequence. So EM 

algorithm handles this problem. EM algorithm handles this by solving the linear equation 

simultaneously. Either the maximum likelihood value is known or we proceed to find the 

correct estimate of parameters using the latent variables and input data set or using an initial 

estimate of parameters the maximum likelihood function is found. It is also known as Baum-

Welch Algorithm.  
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The algorithm comprises of two steps: 

1. E-step: Likelihood of the given function is found. 

2. M-step: The parameters that will maximize the likelihood are found. 

In case of HMM, the parameters to be estimated using this algorithm are transition 

probabilities, prior probabilities and emission probabilities. An iterative approach is followed 

the parameters are estimated using M-step and then the likelihood function value is 

calculated. This number of iterations varies with model to model. The values are estimated 

till the convergence point is reached or the upper limit of number of iterations has reached. 

For first iteration, the parameter values are randomized. For further iterations, the previous 

iteration computed values of the parameters are considered. At times there may be cases 

when multiple maxima’s are obtained, hence a local maxima is obtained and not the global 

maxima of the likelihood function.  

3.3The Viterbi Algorithm: 

The Viterbi algorithm is an algorithm which is used to find out the most probable sequence of 

the states for a given sequence of observations in Hidden Markov Model [45]. Most probable 

sequence of states can also be found using all possible sequence of states and thus finding 

probability for all the possible combinations of state sequence and the observation sequence. 

The combination which gives the maximum probability is considered as the most probable 

state sequence for the given observation sequence. Though this approach is viable but faces 

large number of computations if the number of states and the observation sequence is large. 

So, an algorithm is required which requires less computations and give probable state 

sequence. This Viterbi algorithm finds the most probable sequence using recursion process. 

In this first partial probability is defined which is the probability to reach a particular 

intermediate state. This is considered as the partial best state and path. For each intermediate 

state to the terminating state there is a best probable path to that state. At each intermediate 

state and end state, partial probability is maintained by using trellis. It is used to know the 

best partial path. Using this recursively helps in finding out the best probable state sequence 

for a given observation path. Hence this algorithm provides an efficient way by using 

recursion in computing the best probable sequence.  
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3.4 The Hidden Markov model 

Leonard E. Baum and several colleagues was the first person to bring the theory of HMMs 

during the 1960s. In 1989, Lawrence et al published their tutorial on HMMs, which explains 

the theory of HMM in a more general form [4].  A Hidden Markov Model (HMM) is a 

probabilistic function of a Markov property. Many systems possess the property that given 

the present state, the past states of the system have no influence on the future states. This 

property of system is called the Markov Property, and the systems that exhibit these 

properties are called Markov chains. Based on the above mentioned Markov property, the 

conditional probability can be expressed as   

   111 ,, 
 tttt qqPqqqP            (3.1) 

Where tq  is the random variable of the Markov system at time t.  

The term “hidden” indicates that the system is a doubly stochastic process where the state   

tq1 = tqq ,,1    of the Markov chain is not directly observed (hence the term, “hidden”), 

but it is implicitly defined by a sequence  t
t ooO ,,11   of the observed data that does 

not necessarily exhibit the Markov property.  

A HMM is defined by the following conditional probabilities. 

1. Given tq  , the distribution of ty is independent of every other variable,  

 

   1

1 1,t t

t t tP y q y P y q     (3.2) 

2. ty  is unable to affect tq  given the past.  

   1 1 1 1,t t

t t tP q q y P q q                              (3.3) 

HMM is characterized by the following five parameters:   

1) The number of   hidden states within the model.  Each state corresponds to a different 

exclusive state provided by the model. 

2) The amount of   unique observations per state.  These symbols are denoted as   

 {           }.  
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3) State transition probability distributions 

   {   }where     (        |      )            

4) The emission probability distribution in state      {     } where  

    (         |      )                  

It defines the probability of having that observation in that particular state. 

5) The prior probability     {  }of being in state i at the beginning of the observations 

where                      

The values of          and   can be used to generate the observation sequence  

There are three basic issues regarding HMMs that must be solved before an HMM can be 

used. 

Problem 1:  

Computing the probability of the observation sequence given a particular model  

         . This problem is known as evaluation problem. The solution of this problem 

measures how well a model matches the observation sequence. It gives the probability or log 

–likelihood which is an estimate of the belongingness of the observation sequence to the 

model. 

Given a model,           how can    |   be computed for each observation sequence? 

Solution to Problem 1: 

The probability of the observed sequence, written as  TOP 1 , can be calculated by finding the 

joint probability of the observation sequence and the state sequence  TT qOP 11 , .  The term 

 TT qOP 11 ,  can be recursively factored using conditional probability and chain rules. 

 

 TT qOP 11 ,  =  1

1

1

1 ,,  TT

TT qOqOP  1

1

1

1 ,  TT qOP  (3.4) 

      1

1

1

1

1

1

1

1

1

1

1

1 ,,,,  TTTT

T

TT

TT qOPqOqPqOqOP       (3.5) 

 =  TT qOP  1TT qqP  1

1

1

1 ,  TT qOP  (3.6) 
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T

t

T

t

tttt qOPqqPqP
2 1

11  
(3.7) 

Where  

 1qP   represents the initial state probability of q at time 1  

 1tt qqP  represents the probability of q at time t given q at time t+1 

 tt qOP  represents the emission probability  

 

We can get the desired probability by marginalizing (summing) over random variables 

1...Tq  :   TOP 1  =  
Tq

TT qOP

...1

11 ,     (3.8) 

Since a lot of computations are involved here, so a simpler method is there. A combination of 

forward and backward recursion algorithm reduces the complexity and number of 

computations. 

 

The forward recursion: 

The forward recursion calculates, ),( 1 t

t qOP , the probability of an observed partial sequence 

1

ty  for a given state tq . We can rewrite this joint probability as a conditional probability in the 

product form: ),(),(),( 1

1

1

11 t

t

t

t

tt

t qOPqOOPqOP  . According to the HMM assumption, the 

term ),( 1

1 t

t

t qOOP   can be reduced to )( tt qOP . Thus, we need to calculate ),( 1

11

tt qOP   to 

complete the equation. 

 11 ,, tt

t qqOP  = ),(),( 1

1

1

1

11 



 t

tt

tt qOPOqqP                                               (3.9) 
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1
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tt
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 1tt qqP  1

1
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t

t qOP                                                           (3.12) 
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Hence, we get the following equation.  









1

),()()(),( 1

1

11

tq

t

t

tttttt qOPqqPqOPqOP                  (3.13) 

This equation exhibits a recurrence relation so that  t

t qOP ,1  can be calculated recursively. 

We define  qOPt t

q ,)( 1  then the above equation can be expressed as 

     

r

rttttq trQqQqQOPt 1)()( 1                                        (3.14) 

where tQ is the state space at time t 

 The backward recursion 

Once we complete the forward phase, we still need to calculate the backward phase in 

the algorithm. The backward phase calculates the partial probability from time t+1 to the end 

of the sequence, given tq .  

 t

T

t qOP 1  =  



1

211 ,,
tq t

T

ttt qOOqP                                                        (3.15) 

      



1

,,,, 111112

tq

tttttttt

T

t qqPqqOPqOqOP                 (3.16) 

      



1

,11112

tq

ttttt

T

t qqPqOPqOP                                     (3.17) 

 

In the backward phase,  t

T

t qOP 1  can only be calculated once we have the information about 

 12  t

T

t qOP . This is also called backward recursion.  

We can define    qQOPt t

T

tq  1 , and the above equation can be expressed as 

       qQrQPrQOPtt tttt

r

rq   1111                           (3.18) 

where tQ is the state at time t 

The forward-backward recursion gives us the essential information to calculate the 

probability of the observed sequence  TOP 1 . 
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Problem 2: 

 The second problem is the decoding problem. It states given the model and a sequence, what 

the optimal state sequence is. How can a state sequence             be chosen for the 

observation sequence   and the model  ? We want to find the most likely state sequence 1

Tq  

corresponding to a given observation sequence TO1 .  Since our interest is in the overall model 

performance rather than finding a specific sequence, we will use an approach to maximize the 

expected number of states for our HMMs.   

Solution to Problem 2: 

The state posterior probability,  T

t OqP 1 , is the probability of being in a certain state 

at time t, given the observation sequence 
TO1 . It can be expressed using the variables that we 

defined from previous forward and backward processes.  

The probability,  T

t OqP 1 , is simply the product of forward-backward variables and 

normalized by the joint distribution of the observation sequences. Hence we express it as the 

following equation:  

   
 T

T

tT

t
OP

OqP
OqP

1

1

1

,
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(3.22) 
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Since  T

t OqP 1  is normalized by the joint distribution of the observation sequences. 

  11

T

t OqP . The most likely state is measured by maximizing  T

t OqP 1  for tq . 

Problem 3:   

The learning problem: The learning problem is the most interesting of all three problems. If 

there is existing models, we can use this technique to find the model for a sequence and re-

apply the sequence to the model for the learning and decoding problem. This is extremely 

useful. It is also the problem that our experiments are focused on.  The technique is to apply 

the forward-backward algorithm to this problem and use the Baum-Welch Algorithm, also 

known as Expectation Maximization Algorithm to refine the model parameters.  

How do we maximize    |   by adjusting model parameters      and    

Solution to Problem 3: 

The transition posterior probability,  T

tt OqqP 11,  , can be expressed as : 

 T

tt OqqP 11,  =
       

 T

ttt

T

tt

t

tt

OP

qqPqOPqOPqOP

1

111

1

1 , 



                               (3.24) 

Note that if we marginalize the probability of  T

tt OqqP 11,   over all possible state 1tq 

, the result is the probability  T

t OqP 1 .  Once we obtain the state posterior, we can calculate 

the expected number of time that a certain state tq is visited by simply summing over the time 

index t : 




1

1

1 )(
T

t

T

t OqP . 

To calculate the expected number of time that a transition from state i  transits to state j , we 

sum all the ),( 11

T

tt OqqP   overtime index t , 




 
1

1

11 ),(
T

t

T

tt OjqiqP . 

Hence, we can re-estimate the HMM parameter using the formulas that we describe as 

follows. 

 The re-estimated initial state probabilities are simply the expected frequencies of the 

states at time 1t  . 
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 The re-estimated transition probabilities are the expected numbers of transition from 

tq  to 1tq  over the expected number of transitions 
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 The re-estimated emission probabilities are the expected number of time that a certain 

state i is visited for the specific observation symbols over the expected number of 

time in a particular state.  
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The observations can be discrete or continuous. If the observations are continuous as in case 

of the feature vectors or score vectors, the emission probability is computed using Gaussian 

Mixture Model. The GMM gives the probability density function which is given by formula.  
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Here, O represents the particular observation in observation vector. 

 q is the particular state which is under consideration. 

µ is the mean of the observations under the state q. 

  is the standard deviation of the observations that are assumed to be under state q. 

In such cases, the Hidden Markov Model is known as Continuous Density Hidden Markov 

Model (CDHMM). In CDHMM, the each state is assumed to be made up of few mixing 

components. Selecting the number of components in each state was very difficult but the 
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fitting algorithm proposed in [7] can be used to automatically estimate the number of 

components per state.  

3.5 Types of Hidden Markov Model 

Generally there are two types of HMM: 

1. Ergodic Model: In case all the transition probabilities are strictly positive then the 

state diagram is fully connected. This fully connected model is known as Ergodic 

model. There are no zero values in the transition probabilities. 
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2. Left to Right Model: Left to Right models are also known as Bakis Models. In this 

the transition matrix is upper triangular matrix. Here the lower triangular values are 

zero. The state transition can always occur in a higher state or to the same state. 
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Chapter 4: Proposed Approach 

The following proposed approaches aims at extracting Harris corners from the palmprint and 

finger knuckle print images. The finger knuckle print database comprises of left middle, right 

middle, left index and right index. The feature vectors obtained after extracting features are 

used by HMM, which involves unsupervised learning from the set of feature vectors without 

knowing to which state a particular feature vector belongs. Thought deciding the number of 

states in HMM is crucial for the high authentication rates, so the proposed iterative approach 

aims at finding the correct number of states. The observation data assumed here can be a 

feature vector or a matching score. 

The following things have been proposed in the work: 

1. Authentication using HMM at feature level. 

2. Authentication by score fusion using HMM   

The proposed approach aims at extracting point features from the palmprint and knuckle print 

images. The features (corners) are extracted using Harris Corner Detector. These features are 

then described using SIFT descriptor to form a feature vector. This feature vector acts as data 

in the classifier Hidden Markov Model for authentication at feature level. These vectors are 

also matched against feature vectors of other users to get the matching scores using Euclidean 

Distance or Cosine Similarity. The scores obtained are also used as data in HMM for 

authentication at score level.  

The database of the images used in this approach is PolyU database and IITD database. The 

PolyU palmprint database is widely used contact-based constrained palmprint database. The 

experiments are performed with 2415 samples collected from 345 different palms. Seven 

samples of each user were used and the ROI of size 150 150  was taken for experimental 

purposes. This database employs user-pegs to restrict the hand-pose and image scale 

variations. The use of pegs in imaging devices is highly inconvenient to the users but helps in 

restricting the palmprint texture image variations. This database is constrained and contact-

based database [46]. 

The IIT Delhi palmprint image database consists of the hand images of 235 people. The 

images were captured using a simple and touch-less setup. All the images are collected in the 

indoor environment and circular fluorescent illumination around the camera lens is employed. 
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The images are captures by posing the hand at different angles to give scale rotation 

variations in the images [48].  

The Finger Knuckle Print database of PolyU is also a publically available database. FKP 

images were collected from 165 people. While collecting images, the subject was asked to 

provide 6 images for each of the left index finger, the right index finger, the left middle finger 

and the right middle finger. In total, 48 images from 4 fingers of each subject were collected. 

In total, the database contains 7,920 images from 660 different fingers [47]. 

 

4.1 Authentication at Feature Level: 

Authentication using feature vector, obtained by a combination of Harris detector and SIFT 

descriptor, aims at classifying users on the basis of log likelihood value obtained. At feature 

level, every subject represent a model obtained using HMM. For every one subject, there is 

one representing model that makes the subject different from others. Every subject is 

represented by a model in the training phase. In training phase, all the training images and 

their feature vectors, particular to one subject, are used as data for the HMM. Using this data, 

a model is created for each subject. Once models for every subject have been obtained, now 

testing can be done using the testing images. Using every testing image, a feature vector is 

computed (data), which is then used to calculate the probability. Every model, λ comprises of 

few parameters like transition probability (A), emission probability (B), prior probabilities 

(π). Using these parameters and feature vector (data) obtained through feature extraction 

method for authentication, a probability (log likelihood) is calculated for all the models using 

HMM. The greater the likelihood for the specific subject, more it belongs to that subject. For 

example, in case of palmprint authentication using PolyU palmprint database, we have 346 

subjects, so number of models will be 346. (λ1 λ2...........λ346 ) . Corresponding to each model a 

probability is calculated (P(O| λ)).   

 Deciding the number of states (N) for each model is a big task. So, an iterative approach is 

followed in which the value of state is assumed to be n (empirically chosen value greater than 

2) initially and increased with an increment of 2 at each iteration. This process is done until 

GAR ( at 0.01 FAR) tends to converge approximately.  For HMM model parameters (A, B, π) 

, a initial random guess is made and is then optimized according to the data using EM 

algorithm. The whole process can be summarized as follows: 
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1. For i = 1, N = n  

2. Initialize N = N+2 

3. Training phase: For every subject do the following: 

 Take training images and apply Harris corner and SIFT descriptor to obtain data. 

 Initialize HMM parameters randomly. 

 Derive the HMM model. 

4. Testing Phase: For every subject do the following: 

 Take testing images and apply Harris corner and SIFT descriptor to obtain data. 

 Calculate probability against every model derived above. 

 The model with highest probability is taken as the best match for the test image. 

5. Plot the ROC(Receiver Operating Characteristic).  

 If  (GARi-1 < GARi ), then goto to step 2 for another iteration . 

 If  (GARi-1 ≈  GARi ), then terminate. 

4.2 Authentication at score level using fusion methods: 

The authentication rate of any biometric system can be increased if multiple traits are used. 

The fusion is done here at score level, in which the scores from different traits are used and 

fused together using various fusion rules to analyse the variations in the authentication rates   

(comparing GAR). The data which is fed into the Hidden Markov Model for training and 

testing purposes is fused data , which is obtained by applying rules like sum rule, min rule, 

max rule etc. The features obtained using the feature detection methods are matched using 

cosine similarity or Euclidean distance. The scores are stored as genuine and imposter score 

vectors. These vectors are now used as data in Hidden Markov Model for authentication. 

Same as feature level, here also there are two phases. Training and Testing phase. In training 

phase, the two models are created λgenuine and λimposter. λgenuine is created using the genuine 

score vector and λimposter is created using imposter genuine score vector. The classification 

includes both training and testing phases, data must be provided to each phase sufficiently. In 

training phase, a subset of scores is chosen from both genuine vector and imposter score 

vector for the same number of users. These subsets are then used to generate two models.  In 

testing phase, the observation data is the score obtained by matching with the training images 
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stored in the database. For every subject, there is 1 genuine score and other scores are 

imposter scores. The probability is calculated using these scores against the two models 

developed P(O| λgenuine ) and  P(O|λimposter). An unlabeled biometric sequence will be 

classified as a genuine user if P(O| λgenuine ) > P(O|λimposter). A count(count_FRR) is 

maintained for all those scores which belong to  genuine class and are categorised into 

imposter class using the above said method to calculate False Rejected Ratio. Similarly, a 

count (count_FAR) is also maintained for the falsely accepted scores to calculate False 

Accept Ratio (FAR).   

The steps can be listed as follows: 

1. For i = 1, N = n  

2. Initialize N = N+2 

3. Training phase:   

 Take training subsets of genuine and imposter scores from each trait. 

 Apply the fusion rule ( sum rule, min rule or max rule) 

 Initialize HMM parameters randomly. 

 Log-likelihood is computed. 

 Next iteration, again log-likelihood is computed, if it decreases, increase the state. 

 Derive the HMM models λgenuine and λimposter. using the fused data 

4. Testing Phase: Take the remaining subset of scores from the genuine and imposter vectors 

and do the following: 

 Initialize count_FAR = 0 and count_FRR = 0 

 Take  Genuine score  data from all the traits and form the fused data 

 Calculate probability against both the models derived above. 

 The model with highest probability is taken as the best match for that score. 

 If P(O| λgenuine ) > P(O|λimposter) it will be added to genuine class which is true. 

But if P(O| λgenuine ) < P(O|λimposter) then it is false rejection and so increment 

count_FRR by 1. 

 Take  Imposter  score  data from all the traits and fuse them together to generate the 

fused data 

 Calculate probability against both the models derived above. 
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 The model with highest probability is taken as the best match for that score. 

 If P(O| λgenuine ) < P(O|λimposter) it will be added to Imposter class which is true. 

But if P(O| λgenuine ) > P(O|λimposter) then it is false acceptance and so 

increment count_FAR by 1 

2. Using the values of count_FAR , count_FRR and the total number of scores, GAR 

can be calculated.  
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Figure 4.1: The flowchart for the proposed approach. 
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Chapter 5: Experimental Results 

The proposed approach is used and the experimental results on the various databases are 

shown below. The ROC plots at feature level depict the highest authentication rate and the 

correct number of state for that particular database. 

5.1 Results for authentication at feature level: 

 

5.1.1 Experiment1: PolyU Palmprint Database 

In the first experiment, PolyU palmprint database was used for the authentication process at 

feature level. The value of the states was empirically decided initially to 4. As the number of 

states increased an increase in GAR is also observed which converged at state equal to 14. 

The GAR at this state was 92.5% 

 

Figure 5.1: ROC for PolyU palmprint database at different states using HMM at feature level 
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Number of States GAR at 0.01FAR 

4 67 

6 84 

8 88 

10 91 

12 92 

14 92.5 

 

Table 1: GAR of PolyU palmprint database at different states using HMM at feature level 

5.1.2 Experiment2: PolyU Gabor Convolved Palmprint Database: 

In this experiment, GROI (Gabor convolved ROI) images are used for 

authentication with HMM classifier. It was surprising to note that the ROC curve 

declined for the GROI images. It was reported 65% GAR at 0.01 FAR against 

92.5% for the ROI images. Here the number of states was assumed to be same as 

that in PolyU database for which highest GAR was reported. 

 

Figure 5.2: ROC for PolyU Palmprint database and Gabor Convolved PolyU Palmprint 

Database using HMM at feature level 
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5.1.3 Experiment 3: IITD Palmprint Database: 

In this experiment IITD palmprint database was used and HMM was used for authentication 

process at feature level and number of states was estimated. Initially, the number of states 

was set at 6. The final GAR obtained was 73% at state 12. 

 

Figure 5.3: ROC for IITD Palmprint database at different states using HMM at feature level 

Number of States GAR at 0.01FAR 

6 70 

8 71 

10 72.5 

12 73 

 

Table 2: GAR of IITD Palmprint database at different states using HMM at feature level 
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5.1.4 Experiment 4: PolyU Knuckle Print of Right Middle Finger: 

In the fourth experiment, PolyU Knuckle print database was used for the authentication 

process at feature level. The feature vector was extracted using Harris Corner and SIFT. This 

feature vector is now used as the observation data. The value of the states of the models was 

empirically decided initially to 6. The number of states was incremented with the interval of 

2. The GAR converged at state 16. The highest GAR reported at this state was 97%. 

 

Figure 5.4: ROC for PolyU left index finger knuckle print database at different states using 

HMM at feature level 

Number of States GAR at 0.01FAR 

6 92 

8 94 

10 95 

12 96 

14 97 

16 97 

Table 3: GAR of PolyU right middle finger knuckle print database at different states using 

HMM at feature level 
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 5.1.5: Experiment 5: PolyU Knuckle Print of Left Index Finger 

In this experiment, PolyU Left Index Finger Knuckle Print images were used. The features 

were extracted and described using SIFT descriptor. These feature vectors then resulted in 

calculation of log-likelihood genuine and imposter vectors which were used to plot the ROCs. 

Most surprising was that to see a great increase in GAR from state 6 to state 8. Here, GAR 

increased from 9 to 76 almost an increase of 8 times. Finally, the GAR converged at states 14 

with value 89%. 

 

Figure 5.5: ROC for PolyU left index finger knuckle print database at different states using 

HMM at feature level 

Number of States GAR at 0.01FAR 

6 10 

8 76 

10 85 

12 88.5 

14 89 

Table 4:  GAR of PolyU left index finger knuckle print database at different states using 

HMM at feature level 
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5.1.6 PolyU Finger Knuckle print of Right Index Finger` 

In this experiment, PolyU Right Index Finger Knuckle Print images were used. The feature 

vectors resulted in calculation of log-likelihood genuine and imposter vectors which were 

used to plot the ROCs. A great increase in GAR from state 6 to state 8 was observed. Finally, 

the GAR converged at states 14 with value 92.5% 

 

 

Figure 5.6: ROC for PolyU Right Index Finger knuckle print database at different states using 

HMM at feature level 

Number of States GAR at 0.01FAR 

6 5 

8 76 

10 89 

12 92 

14 92.5 

 

Table 5:  GAR of PolyU right index finger knuckle print database at different states using 

HMM at feature level 
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5.1.7 PolyU Finger Knuckle print of Left Middle Finger` 

In this experiment, PolyU Left Middle Finger Knuckle Print images were used. The features 

were extracted and described using SIFT descriptor. Finally, the GAR converged at states 14 

with value 95.5%. 

 

Figure 5.7: ROC for PolyU left middle finger knuckle print database at different states using 

HMM at feature level 

Number of States GAR at 0.01FAR 

6 86 

8 91 

10 92 

12 95 

14 95.5 

 

Table 6:  GAR of PolyU left middle finger knuckle print database at different states using 

HMM at feature level 
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5.2 Results of Authentication at Score level using Fusion 

 

At score level, the fusion of few score matrices is taken. The fusion rules used are: SUM, 

MIN, MAX and PRODUCT rule. A combination of Knuckle Finger Print score vectors 

and Palmprint score vectors is used to get the fused result. In this two sets of experiments 

were carried out. First involves a fusion of left index, left middle, right index and right 

middle finger knuckle genuine and imposters score vectors. In second, a fusion of left 

index, left middle, right index, right middle finger knuckle as well as palm genuine and 

imposter score vectors are used to get the fused score. All GAR values are computed at 

FAR = 0. The scores of 100 users were taken for the training purpose and 135 users were 

taken for the testing phase. The number of states were separately computed for genuine 

and imposter. 

 

                                     

           Modalities 

 

Rules 

Left index, Left 

middle, Right 

index and Right 

middle finger 

Number of 

states for 

Genuine 

Scores 

Number of 

states for 

Imposter 

Scores 

SUM 98.5 10 30 

MAX 97.5 8 28 

MIN 89 10 30 

PRODUCT 85 12 30 

 

Table 7: GAR of PolyU finger knuckle  using HMM at score level 
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           Modalities 

 

Rules 

Left index, Left 

middle, Right 

index, Right 

middle finger 

and Palm 

Number of 

states for 

Genuine 

Scores 

Number of 

states for 

Imposter 

Scores 

SUM 99 12 30 

MAX 98 8 28 

MIN 93 14 32 

PRODUCT 89 12 30 

 

Table 7: GAR of PolyU finger knuckle and PolyU palmprint database using HMM at score 

level 
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Chapter 6: Conclusion 

The current works has focussed on extracting point features from the palmprint and finger 

knuckle print images using complex algorithms like Harris Corner Detection and SIFT 

descriptors and then classify them accordingly using Hidden Markov Model. In the proposed 

approach, feature vectors and score vectors are the observation vector. An iterative approach 

is proposed to calculate the suitable number of states. GMM along with unsupervised fitting 

algorithm is also used to calculate the correct number of components in each state and thus 

calculate the probability densities. These feature vectors are used as observation data for the 

HMM classifier. The observation is assumed to be consisting of some number of states. Each 

observation belongs to some states that are hidden.  

At feature level, the observations were the feature vectors obtained after extracting features 

from the images. For PolyU Palmprint database, the correct number state was found to be 

giving a GAR of. For PolyU Right Middle Finger Knuckle and for PolyU Left middle Finger 

Knuckle, GAR was reported 97% and 95% with state value equal to 16 and 14 respectively. 

While in case of PolyU Left index and PolyU Right Index Finger Knuckle Print, GAR was 

quite low. It was 89% and 92.5% respectively with state value equal to 14. The experiments 

were also carried out with IITD palmprint database. Since it is a contactless database so the 

results were quite low as compared to contact based PolyU database. The GAR for IITD 

palmprint database was reported 73% with number of states 12. 

Moreover, at feature level the GAR for Gabor convolved images was very less (65%) as 

compared to that obtained by using images that were not enhanced (92.5%). This shows the 

fact that HMM does not work well with Gabor convolved images as Gabor image matrix 

contains pixels with intensity values equal to 0. This makes it difficult for HMM to classify 

because HMM deals with numbers and statistics. 

At score level, the data was fused using different fusion rules and appropriate number of 

states were calculated using the proposed iterative approach. Fusing palmprint and all the 

finger knuckle print databases gave high authentication results (GAR = 99%) using SUM-

fusion rule. The results after fusing all the finger knuckle print images also reported a GAR 

of 98.5% and 97% with SUM and MAX fusion rules.  The least authentication rates were 

recorded with MIN fusion rule. So, MIN rule cannot be considered as an efficient rule for 

giving high acquisition rates. 
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Thus, it can be concluded that palmprint database as well as knuckle print databases can be 

effectively used in a combination with complex algorithms like Harris Detector and HMM 

classifier to get high authentication rates. Moreover, it can also be concluded that the HMM 

classifier works efficiently with very complex data as well. Thus, personal authentication 

system using palm and knuckle print databases and classifying them at the score level, will be 

a very efficient authentication system. 
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