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AN EFFICIENT TECHNIQUE FOR
FRAGMENTATION AND ALLOCATION
IN DISTRIBUTED DATABASE



ABSTRACT

Distributed database provides the better solutidarge-scale data management problems. A
very important research issues is database systefarmance. Recently developed cloud
database (CDBMS) is defined as distributed datal&isslarly, in 2012, Bigdata is designed
as a distributed database architecture running d@s of clusters gi.e. machines.

Distribution of data is a cumulative process offreentation, allocation and replication.

The research objective of thesis is to proposefcient technique for fragmentation and
allocation in distributed database management systde problem of fragmentation and
allocation is considered as combined problem duateydependency. However, replication
is not considered in this research due to its lpgbcessing and communication cost as
suggested by [4]. The allocation problem is NP-cletep[3] and thus requires fast heuristics
to provide efficient solution. Clustering of sitssdone before fragmentation to ensure more
efficiency, as clustering reduces the communicatost. The concept of clustering is
proposed in [17] and fragmentation in [1]. Varicgtsategies for allocation, such as cost
based [4], preference based and nearest neighlibditmeation (NNA) [16], proposed are
used to generate initial population for evolutighalgorithm developed. Finally the
allocation of fragments is done using evolutionalgorithm developed in the thesis. Using
the initial population of solutions, the algorittproposed either generates a new solution for
allocation or finds the best solution among thatstyies considered. Much of attention has
been paid to allocation as it is key factor in lslag query execution cost. Evolutionary
algorithm is being developed due to its potentmlsolving NP- complete problems. The
process of clustering, horizontal fragmentationjocation strategies and evolutionary
algorithm for allocation is taken as combined pescand is applied to dataset of [1]. The
system performance is enhanced using clusterimgtetl stages. Also, the performance of
all the strategies and proposed algorithm is evatband the results show that the proposed
algorithm provides near to the optimal solution &location of fragments to the clusters

with the assumption of finding the average besitsmi.
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INTRODUCTION



1.1 DISTRIBUTED DATABASE: DEFINITION PRERNA PAHWA

Introduction

Distributed database is an important research areareason to have distributed databases is
that it is more reliable and responsive and mantghefcomputer applications are inherently
distributed. Web-based applications, electronic memte business over the Internet,
multimedia applications such as news-on-demand edical imaging are some of the
examples of applications that requires distribulatbbase[27]. The traditional centralized
database approach is restricted. The major problgimcentralized database is if it fails then
no user can access the data. The distributed detdizes been developed as solution to the
problem. Distributed database performance is vemportant and critical. This chapter
presents a brief of distributed database systemss Thapter is organized as follows:-
Distributed Database definition and literature syris presented in Section 1.1 and Section
1.2 respectively. The problem definition is desedbin Section 1.3. Motivation behind
carrying out the work is described in Section THe outline of thesis is presented in Section
1.5.

1.1 Distributed Database: Definition

M.Tamer Ozsu, Patrick Valduriez[27] defined distitied database as a collection of multiple,
logically interrelated databases distributed oveomputer network. A distributed database
management system (distributed DBMS) is then ddfing27], as the software system that
permits the management of the distributed datahademakes the distribution transparent to
the users. According to, Ozsu and Valduriez[2&triiuted database must be considered as a
tool that makes distributed processing easier dfidiemt. They explained that logical
collection of files not only form distributed datsd® but there should be a proper structure
among the files and the files must be accessedonamon interface. C.J. Date[13] defines
distributed database (DDB) is a kind of virtual atsise, whose component parts are
physically stored in a number of distinct "real'talzases at a number of distinct sites (in
effect. it is the logical union of those databas&dri and Pelagatti[7] defined a distributed

database as a collection of data that logicallgigs to the same system but is spread over



1.2 LITERATURE SURVEY RERNA PAHWA

the sites of a computer network. Nicoleta - Magdaldacob (Cioban{l9] described
distributed database system as a collection o§,sitennected together via some kind of
communications network, in which:

a. Each site is a full database system site iowts right, but

b. The sites have agreed to work together so thigeaat any site can access data anywhere

in the network exactly as if the data were all stioat the user's own site.

Donald Kossmann[22] stated that distributed databiasfeasible with advancement in
communication, hardware, software protocols anddstads and it is needed too. Further[22]
mentioned that almost all major database systerdarsrsuch as IBM, Oracle, Sybase, etc...,
offer products to support distributed data procegsand large database application systems
have a distributed architecture (e.g., businessicgbion systems such as Baan IV, Oracle
Finance, Peoplesoft 7.5, and SAP R/3).

1.2 Literature Survey

A large amount of work exists in the area of dmited databases. The work in distributed
database system (DDBS) has started as early a870s[B, 31].The work in distributed
database system can be roughly classified as: k wordistributed database architecture,
fragmentation, allocation, replication, clusteriigsites, work on query processing and much
more. The thesis focuses on two main research avéadistributed database system,
fragmentation and allocation. Fragmentation andcalion plays important roles in

development of cost efficient system[27].

Fragmentation

Fragmentation can be classified as horizontal,jcarand mixed fragmentation. The thesis
primarily focuses on horizontal fragmentation, HiR{30] fragmentation is considered as a

design technique which divides the single databas&o or more partitions such that
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combination of the partitions yields the originatabase without loss of informatioGeri[7]
first proposed min-term predicate algorithm fompairy horizontal fragmentation in which a
set of disjoint and completed predicates P= {P.1,Pn} should be determined .Ozsu and
Valduriez[27] proposed an iterative algorithm COMMio generate a complete and minimal
set of predicates from a given set of simple pieeé Bai"ao et al.[6] and Zhang[35] first
grouped the predicates using graph-based techaicpading to predicate affinity matrix to
build a predicate affinity graph and then perforrmyary horizontal fragmentation and thus
define horizontal class fragments. Ra[28] propoaegtaph-based algorithm for horizontal
fragmentation such that the predicates clusteringetd on the predicates affinities. [1]
Proposed a horizontal fragmentation technique om basis of retrieval and update
frequencies of predicates. Cheng et al.[9] proposegkenetic algorithm based clustering
approach for horizontal fragmentation. [9]Considepeoblem of horizontal fragmentation as
travelling salesman problem (TSP). [9]Needs add#i@nalysis to cluster predicates, as they

have not considered data locality while clustepnedicates.

Allocation

Data allocation is the critical and important reshassues of the distributed database design
and affects the performance of the system. Mamngarebes have been done in allocation. In
earlier days, Chu[10], proposed a non redundarnplsimodel for allocation of files. In[10] a
global optimization model was introduced to invgste file allocation problem. [27]
Considered allocation as the process of assigningde on the network to each fragment
after the database has been properly fragmentesifeEand Barker[15] tried to enhance the
performance of application by minimizing the amouoft irrelevant data accessed.
Kamalaakar [20] focuses on minimizing the amountdafa transfer in processing and
applications. [2] Proposed a mathematical modeigugreedy approach for data allocation.
In [17, 4] the allocation is done on the basis astcof allocating fragments. Cost includes
cost of processing and cost of communication betwadasters. Some researchers do not
consider replication while making decision of adlton [3, 11, 21, 25]. In [5, 18] storage

capabilities of network nodes are ignored whilecdtion.
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[4, 17] Considers the communication cost modekftocation. In [16] nearest neighborhood
allocation scheme was proposed based on optimatidg. In [11, 29] the allocation is

done by clustering sites and using genetic algorifior allocation. Some authors [24]
combined the security considerations into fragnadloication. Sarathy et al. [33] provide a
nonlinear integer programming formulation and iise&rization for solving allocation

problem. Sacca et al. [32] assumed network andegsitg capacities are limited so
considered transmission of fragments on the bdstggiery cost only. Tamhankar and Ram
[34] proposed an integrated fragmentation and atlon approach considering replication
and concurrency control cost. They suggested arfiagmentation must be used for

movement of data but did not discuss how to perfeentical fragmentation.

1.3 Problem Definition

Fragmentation and allocation are major issues striduted database management system.
Several researchers have proposed various algaritma strategies to solve the problem of
fragmentation and allocation. Much attention haanbgiven to allocation, as it is very critical
and can save the cost of query execution. Varitnageglies on the basis of cost models,
nearest neighborhood search etc. are developedofeing allocation problem. But these
approaches have their own limitations. In nearesghborhood algorithm, the fragment is
reallocated with respect to changing data accessrpa with time constraints. Although, this
algorithm shows better results than optimal alloratalgorithm [16] but it has certain
limitations. It does not consider cost factors whiallocation. And, too much reallocation
may degrade the system performance. Apers[5] ceresidthe allocation of the distributed
database to the sites so as to minimize total ttatesfer cost but this approach is quite
complicated. The greedy heuristics used may no¢ gptimal solutions. Also, in many
researches, the fragmentation and allocation pmolideconsidered independently. However,
they both are interdependent, so should be comsidEgether. By reviewing the various
strategies of fragmentation and allocations, tlesearch tries to propose an efficient
algorithm for allocation which is more reliable aodnsider various aspects of allocations

such as cost models, nearest neighbor allocatiproaph, preference based allocation etc.
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The research objective is to propd%en Efficient Technique for fragmentation and
allocation in Distributed Database Management Sysie”. Due to interdependency
between fragmentation and allocation, both of tiséwwuld be studied together in the research
problem. The research problem is wide and NP-compdad requires fast heuristics to
generate solutionThe problem should include solutions from variolliscation strategies on
the basis of cost model proposed in[4], prefereand nearest neighborhood allocation
(NNA) proposed in[16]. Further, the said, allocatistrategies should be scrutinized. And,
either best of any of the above strategy or a negategly should be found to allocate
fragments to the clusters. In the research prohiemech emphasis is given on fragment
allocation due to its importance in query executibisage of evolutionary algorithm is
recommended while allocation due to its abilitysmlve NP-complete problems and fast
results. In the research problem allocation of fragts should be done simultaneously.
Fragmentation can be horizontal or vertical. Thebfam requires to do a horizontal
fragmentation on a relation as proposed in[1], ase given read and update frequencies.
The problem also requires clustering of sites agpgsed in[17]. Clustering of sites is
grouping of sites together to reduce the commuimicatost and to reduce the complexity of
peer-to-peer connection for large number of sifé®e problem should also develop cluster
communication cost matrix (CCCM) for given set wés. The problem will be divided into
four phases. Phases start from clustering of sdekorizontal fragmentation to finding
different allocation solutions and at last allocatusing evolutionary algorithm developed. In
the problem all the phases must be considered@samnected. The second phase is relaxed
in terms of network sites constraints while theeotbhases consider this constraint. The
problem also needs to evaluate performance frone tiocm time. The problem requires
consideration of all the phases sequentially. €hrsfy of sites must be done at initial stage
and allocation at final phase. Like [3, 11, 21,,2B¢ problem does not consider replication at
time of allocation, since the replication slows dotihe system performance. The problem
demands a thorough study and development of ajphilases to find the effective and optimal

solution.
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1.4 Motivation

The introduction section revealed distributed dasebimportance. Distributed databases
(DDBs) are more reliable and responsive. DDBs mewetter solution to large-scale data
management problems. Distributed database is thé akan hour and its performance is a
key research area. Cloud database is defined #&sbdisd database. There are several
reasons that motivate to work on the distributethlozses. With the advancement in the
communication techniques, global organizationsgating decentralized. With distributed
databases, it is easy to grow the size of databdtbealmost no impact on the existing
system. It supports many applications like teleewricing, e-commerce, multimedia
application etc...With distributed databases quespoase time is greatly reduced.
Economically it is more affordable too. Its availdap makes it more attractive. In, 2012 the
concept of Bigdata is introduced. Bigdata is desijas distributed database architecture
running over clusters. However, the full benefitimproved performance can only be
achieved with right distributed database designstributed database uses concept of
fragmentation and allocation. Both the fields axeemsively explored by the researchers as
discussed in the literature survey. Both the figlds challenging and together considered as
NP-complete problem. The challenges lead the thesis/estigate the field in detail with the

aim of improving performance of the system.

1.5 The Outline of the thesis:-

In this chapter problem is addressed and the mtaiivebehind thesis is discussed. The

remaining thesis is organized as follows:-

Chapter 2 discusses the fundamentals of fragmentation atwtadion. In this chapter

various techniques for fragmentation and allocaitsodiscussed.
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Chapter 3 will give an overview of various evolutionary algbms.

Chapter 4 will present an algorithm for allocation of fragmg in distributed database
management system. This chapter will present aepropsearch methodology used for
fragmentation and allocation.

Chapter 5 shows the simulation results and performance atialu

Chapter 6 finally concludes the work and proposes futureaesh.

Referencesare given to include all the sources that had befamred to.
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FRAGMENTATION
AND
ALLOCATION
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This chapter discusses about basics of fragmentatisection 2.1 and allocation in section
2.5. Section 2.1.1, briefly discusses about degfefeagmentation and section 2.1.2, about
rules of fragmentation. Horizontal fragmentatioredisn this research is discussed in detail

section 2.2, while replication is explained in biresection 2.3.1.

2.1 Fragmentation

Fragments are the subrelations of a relation, nétaby dividing the relation. It is more
common to consider the fragments rather than digirig relations. Fragmentation is

important due to many reasons such as:-

1) A relation is not viewed as whole by many applieas. Rather a subset of relation is

accessed by the applications.

2) If the applications that view a given relation gesographically distributed then the

alternative of replication of entire relation istm@sirable for limited storage.

3) Arelation cannot be considered as a relation. Mésethe fragments treated as a unit,

allows the number of transactions to execute caoratly.

2.1.1 Degree of Fragmentation

The extent to which the database should be fraggdestan important decision that affects
the performance of query execution[27]. The degifdeagmentation should not be very low
or also should not be extremely high. The fragnterais dependent on the number of
parameters characterized by the applications.

10
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2.1.2 Rules of Fragmentation

1) Completeness condition:

The whole data of the global relation must be mdpip¢o the fragments. No data item

should be left. It should be part of any of theyfreents.

2) Reconstruction condition:

The global relation must always be reconstructedhfthose fragments. The reconstruction
must ensure that constraints on data must be pegsand moreover it must comply with this

architecture.

3) Disjointness condition:

Horizontal fragmentation ensures that fragmentsulshbe disjoint, to explicitly control the

replication of data at allocation. Vertical fragnegion may violate this condition.

2.1.3 Types of Fragmentation

Data fragmentation is decomposed mainly into: -idomtal fragmentation and vertical
fragmentation. [26]Proposed mixed fragmentationxedi fragmentation can be obtained by
combining these two types of fragmentation. Intyghes of fragmentation, a fragmersdn be
obtained by some operation executed on globalioektand the result produced is the
fragment. The rules stated in section 2.1.2 musolb@ved when doing fragmentation.

11
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2.2 Horizontal Fragmentation

Horizontal fragmentation, HF, partition the tuptEfsa global relation into subsets which are
useful for the distributed database system. Thexdveo types of horizontal fragmentation:
primary and derived. Primary horizontal fragmemtatiof a relation is performed using
predicates that are defined on that relation. Reritaorizontal fragmentation, on the other
hand, is the partitioning of a relation that resudtom predicates being defined on another
relation[27]. Primary horizontal fragmentation che achieved using minterm-predicate-

based approach or affinity-based approach.

Example for primary horizontal fragmentation

Let a global relation be:-

ACCOUNTS (TypealBnce, Branch-loc)

Here the Accounts relation contains informationhsas type of account, balance and the
branch-loc where the account is opened. Howevtreifentire branch-loc is either Chicago
city (“Chg”) or Florida city (“FI”) then the horizaatal fragmentation can be defined in the
following way:

Accountsl = AC@anch-loc= “chgg ACCOUNTS

Accounts2 = ACGranch-loc = “rr ACCOUNTS

The above fragmentation satisfies the completeo@sdition because “Chg” and “FI” are the
only possible values of Branch-loc attribute. Tleeanstruction condition is also verified,
because it is always possible to reconstruct th&€€@AUONTS relation through the union
operation:

ACCCOUNTS = AccosihtU Accounts2

Where, U is union operator.

12
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Now, if another predicate say, Balance also neetetoconsidered while fragmentation.
However, Balance is either >3000 or <=3000.Thelofahg minterm predicates {m1... m4}
that can be defined

m1: Brardodg = “Chg” * SAL <= 30000
m2: Braddg = “Chg” ~ SAL > 30000
m3: Bradda = “FI” * SAL <= 30000
m4: Brardodg = “FI” ~ SAL > 30000

Then, the above minterm predicates are considecedragment the global relation
ACCOUNTS.

2.3 Vertical Fragmentation

The vertical fragmentation, VF, can be obtainedh®y subdivision of attributes of a global
attributes. VF is useful when the subgroups haeestme common geographical properties.

It is more complex than the horizontal fragmentatibwo approaches that exist for vertical
fragmentations are:-

a) Grouping: - Assigning each attribute to one fragtreerd joining some of fragments
at each step until some condition is met. In 19f8®uping was first suggested by
Hammer and Niamir for centralized databases ared @t Sacca and Wiederhold in
1985 extended it to distributed database.

b) Splitting: - It decides beneficial partitioning leas on the access behaviour of
attributes by the applications. It came into existein 1975 for centralized database
and has been extended to distributed database@PNavathe et al.

13
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2.4 Allocation of fragments:-

The data allocation problem is an important redearea and has been explored extensively.
Earlier it was characterized as the ‘file allocatiproblem’. But this strategy has some

problems as discussed below:-

1. Fragments cannot be modelled as individual filesthe fragments have the same

structure or behaviour.

2. The fragments can be more than global relationsaaadytical models fail to solve
the problems with too many variables.

3. Indistributed database it is quite difficult to ded the application behaviour.

Treating allocation as file allocation will not lable to give the proper solution. It is hard to
solve problem 3 stated above, if data allocatiortréated as file allocation. Rather data
allocation should be thought of as optimized apion work. Much work has already been
done considering data allocation as optimized @mblFor allocation problem some greedy

approach, non linear solutions, evolutionary alkioni approaches etc. are used.

2.5 Replication:

While allocation it is important to decide whetheme wants to replicate fragments on
different sites or not. Replication is efficientdareliable in case of queries have more read
frequencies on the other hand for more update egieeplication can be unreliable and
troublesome. Replication can be fully or partialndn replicated database is also known as
partitioned database. In full replication, the cdetgp database is present at each site. In

partial replication some of the fragments are maydpeated at certain sites.

14
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Replication further introduces complexity in thetdbuted database design because:-

a) For partial fragmentation it is difficult to decidegree of fragmentation.

b) Applications may have several sites to read fragnendue to replication fragments

are present at multiple sites.

c) Update queries causes a real problem.

d) Concurrency control and directory managementffgdit for partial replication.

The general solution to the replication problenoisietermine the sites where it is beneficial

to store a copy of fragments. The benefit of aliora must be higher than the cost of

movement.

15
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In this chapter the concept of clustering is disedsin brief in section 3.1.Basics of
evolutionary algorithm for data allocation is givan section 3.2. Further, various
evolutionary algorithms like genetic algorithm i8.4.1), simulated evolution algorithm in
(3.2.2), mean field annealing in (3.2.3) and rand®arch algorithm in (3.2.4) is discussed.

3.1 Clustering: - Grouping of sites

Clustering is grouping of sites according to certairiteria to increase the system
performance .Clustering also decreases the stonagrbeads. Sites are grouped according to
some criteria or threshold value. Many experimeetsied that grouping of sites reduces the
communication cost. Moreover, if number of siteem®rmous then it will be difficult to set
up peer-to-peer connections. Sites are groupdebietdistance cost of communication is less
than the threshold value. The threshold value getes the number of sites allowed to be
together for maximum difference of communicatiostcd he threshold value is determined

by the network of distributed database.

3.2 Evolutionary algorithms for data allocation

The data allocation problem is NP- Complete[3] aaduires fast heuristics to generate
optimal solutions. The capability of evolutionanga@ithms to solve NP-complete problems
makes logical to use it for data allocation. Dallacation problem has direct analogy to
various other problems listed below, for which enw@nary algorithms provided optimal
solutions.

a) Plant location problem in operations research.

b) Knapsack problems

c) Network flow problems

d) Travelling Salesman problem

Various evolutionary algorithms are proposed wthels considerable potential to solve data
allocation problem is discussed one by one below:-
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3.2EVOLUTIONARY ALGORITHMS FOR DATA ALLOCATION PRERNA PAHWA

3.2.1 Genetic algorithm for data allocation

Genetic algorithm (GA) based search methods angiret by the mechanisms of natural
genetics leading to the survival of the fittestiudbals [3]. GA operates on initial population
which is binary encoded representation of set hitems. Then the fithness of each solution is
evaluated and solutions with higher fitness are ipug mating pool. The selection is
determined using some mechanisms like rank setectioulette wheel or tournament
selection. Selected solutions are then subjectedrfussover and mutation to deliver next
generation. [3]Suggests, Crossover operator ex@sangprtions between strings and
mutation, causes sporadic and random alternatioth@fbits of strings. The process is
repeated to generate better solutions.

3.2.2 The Simulated Evolution algorithm for data allocation

It is similar to the genetic algorithm (GA) des@&tbabove with a slight difference that it uses
mutation as primary search mechanism and relissdescrossover. Thus, the crossover rate
is less in simulated evolution algorithm and muatatrate is high. For genetic algorithm it's

vice-a versa. Also, in simulated evolution algamtthe chromosome representation is based

on problem data.

3.2.3 The mean field annealing algorithm for data allocation

Mean field annealing (MFA) technique combines tbiective computation property of the
famous Hopfield Neural Network (HNN) with simulateshnealing[3]. Originally, it was

proposed for solving travelling salesman problefe MFA algorithm is derived from an
analogy to the Ising spin model which is used toreste the state of a system of particles or

18



3.3 SUMMARY PRERNA PAHWA

spins in thermal equilibrium[3]. As analogous to Ma matrix is constructed having m rows
and n columns, where rows are data fragments aluinos represent sites. The value 1 in
matrix indicates fragment is allocated to site. Vhtue is either O or 1. The energy function
corresponds to the data transfer cost function. miean field is computed using energy
function and site matrix. And, site matrix is upstat The final allocation is determined with

largest spin value. In a best solution each dagnfient is allocated to one site.

3.2.4 Random neighborhood Search algorithm for data allocation

It is an effective optimization technique with las@mplexity[3]. In this initial solution is
randomly generated with moderate quality. Then #igorithm starts searching the
neighborhood for another solution. Then a comparisadrawn between initial solution and
neighborhood solution. The better solution is taenepted and then again its neighborhood
is searched. The search carries on until the lodstian is found or number of steps reached

upper limit. This technique relies heavily on tlomstruction of the solution neighborhood[3].

3.3 Summary

In this chapter, various evolutionary algorithmspmsed for data allocation are surveyed. A
discussion on clustering of sites is also mades. fibund that the clustering of sites enhances
system performance. Also, the four evolutionaryatgms are discussed which can be used

for data allocation.
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4.1 PHASES PRERNA PAHWA

This chapter introduces the research methodologg while developing this project. Section
4.1 explains the phases used in developing thegrdyloving on phase by phase, section 4.2
discusses the first phase i.e. clustering of skiesizontal fragmentation used in developing
the project is discussed in section 4.3. The negti@n 4.4 provides the various allocation
solutions details on the basis of cost (4.4.1)r megghborhood (4.4.2) or preference based
solution (4.4.3) for allocation. In section 4.5pew evolutionary based algorithm is designed

to give near to optimal solution for allocation.

4.1 Phases

The research aims to perform horizontal fragmemtatiHF) and allocation of fragment to
sites or clusters and propose an efficient tectenfqufragmentation and allocation.

Various phases for system development are shovawbel

RELATION > ARUM > CARUM > ARUST
Allocation . Allocation | Horizontal | FCA
- Solutions fragmentation

Figure 4.1: System development phases

The notations used in System development

ARUM | Attribute Retrieval and Update Matrix

CARUM | Cluster Attribute Retrieval and Update Matrix
ARUST | Attribute Retrieval and Update Summation &abl

FCA Fragment Candidate Attribute
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4.2 CLUSTERING SITES PRERNA PAHWA

The System primarily consists of four phases:

) Clustering Sites,

i) Horizontal Fragmentation,
1)) Allocation Solutions
iv) Allocation.

The second phase is relaxed in terms of sitekister constraints while in third and fourth
phase the constraints will be maintained.

4.2 Clustering Sites

This is the first phase of the system and is vesgertial as grouping sites (clustering)
according to certain criteria to enhance systenfopeance. Grouping sites into clusters
helps in reducing the communication costs betwd®nsites during the process of data
allocation[17]. Sites are clustered according teirthcommunication cost, which finds

whether or not a set of sites is assigned to aicectuster. The method used for clustering is
considered as a fast way to determine the dataaditm to a set of sites rather than site by
site[17].Moreover, if number of sites is large thiens difficult to maintain peer-to-peer

connection.

The sites are clustered on the basis of commuaitatst which can be found from distance
cost matrix of sites. Those sites are grouped egevhose communication cost is less than
or equal to CCR, where “CCR” is the number of comioation units which are allowed for
the maximum difference of communication cost betwary two sites to be grouped in the
same cluster [29].The number is determined by tBB® network administrators[29]. For

clustering, a clustering parameter, cp §, given below is used.

cp (SS) = { 1; ccc (SS) <=CCRA i #]
0; ¢& S)>CCR V i#] (1)
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4.3HORIZONTAL FRAGMENTATION PRERNA PAHWA

Where, ccc (SS) is communication cost between each pair of Stes«d $
S is Site number i, where i: 1<=i<=number of sites

S is Site number j, where j: 1<=j<=number of sites & .

4.3 Horizontal Fragmentation

The input relation is horizontally fragmented partitioning of tuples of a relation, as in[1].

The steps for horizontal fragmentation are as fedte

Step 1:- Obtain cluster attribute retrieval and update maf{CARUM) from attribute
retrieval and update matrix (ARUM).

Step 2:- Fragment candidate generation on basis of Avemdggieval Updation and

Summation table (ARUST). The attribute having hgihealue is considered as candidate

attribute for fragmentation. For calculating ARUSfMe formula given below is used.
ARUST = Y37 31" Yk (RFp * freq + Ufp * freq) (2)
Where, p is set of predicates, 1<=p<=3,

a represents no. of attributes, 1<=k<=a,

I represents query index, i= {1...m},

j represents site index, j={1...n},

| represents cluster index, I= {1...c} wheresdatal number of clusters.

Formula (2) is derived from formula (5) and form@® in[1].

Step 3:-Perform fragmentation on relation on basis of Fragt candidate generated.
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4.4 Allocation Solutions

After obtaining the fragments another step is allimn of fragments. Allocation of fragments
has analogy to the knapsack problem or network floablem. Allocation of fragments in
distributed database requires much effort. Itthaggreater impact on the quality of the final

solution and hence the operational efficiency efslistem[4].

Initially the allocation solution using differentrategies based on cost model proposed by[4],
near neighborhood allocation (NNA) [16] and prefe® based on dataset[1] is found and
then using these solutions and applying the ewaratiy algorithm, final allocation is done.

The allocation phase aims at minimizing cost factord maximizes performance (in terms of
throughput, response time etc...) considering thster/site constraints. The allocation phase

also considers the cluster /site constraints.

4.4.1 First Strategy of allocation

Using this strategy the fragments are allocatetherbasis of cost factors which includes cost
of communication and cost of processing (readl @rdate queries cost).In this strategy ,
the cluster which have maximum cost of allocatifor a fragment is determined and the

fragment is allocated to that cluster.

Cost of allocating fragment to cluster includes gndactors. Majorly, cost is incurred at
times of read and update by a query for the fragraealuster times the number of frequency
of read and update issued by a query for the fragetecluster. This can be local or remote
retrieval and update .Therefore, the cost of atlooancludes both local and remote retrieval
and update. As analogy to cost functions in [4]t aafsallocation is calculated, which is

obtained as matrix (CAM). Formula is shown below:-

Cost of Allocation Matrix (CAM) = Cluster Communication Cost Matrix (CCCM)
* Retrieval Update Sum Matrix (RUSM) (3)
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While simulation, CCCM should be evaluated in ghas.e. clustering of sites.

RUSM=Y¢ >% > (RFqi, fi, si, ci * Freqfi, si, ci ) + (UFqi, fi, si, ci * Freqfi, si, ci) 4)
where,

fi represents fragment index, 1<=fi<=m,

si represents site index, 1<=si<=n,

ci represents cluster index, 1<=ci<=c,

gi represents query index,

m represents total number of fragments,

n represents total number of sites,

c is total number of clusters.

4.4.2 Second Strategy of allocation

Using this strategy the fragments are allocatetherbasis of its preference at particular site
(or cluster). This strategy is considered becausedynamic allocation the preference of
fragment at the sites (or clusters) plays an ingmrtole. To avoid frequent oscillations

fragment is allocated to sites (or clusters) onishas$ its preference. The preference is
determined by retrieval update sum table (RUSM,iti.is found that the fragment is

preferred more on which cluster. The concept haaratogy to attribute locality precedence
(ALP) discussed in[4].

4.4.3 Third Strategy of allocation

In this strategy the fragments are allocated toniarest neighbor of demanding site and in
the path which has maximum access for the fragnidns strategy is also known as NNA

algorithm[16].1t is different from optimal algorith as destination of fragment is the neighbor
site. This approach will reduce delay of movemamd ¢hus improving the response time.

This algorithm is suitable for DDS in the netwowidsich have low bandwidth[16].
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4.5 Allocation

With so many strategies described above to allotteefragments, the process will merge
them in order to find either the best of them adfa new strategy for allocation better than
the three strategies described above using fragreeolutionary allocation algorithm
(FEAA) for fragment allocatiorFEAA is developed in the thesis with the idea torid best
solution for allocation. Evolutionary algorithms easily solve NP-complgieoblems.
Evolutionary algorithms are being already useddves “the travelling salesman problem”,
“knapsack problem”, which are NP-complete problemd data allocation has direct analogy
to these problems. The data allocation problem,dvew is NP-complete, and thus requires
fast heuristics to generate efficient solutions[2Blirthermore, the optimal allocation of
database objects highly depends on the query egacsirategy employed by a distributed
database system, and the given query executicegyrasually assumes an allocation of the
fragments[29]. The Fragment evolutionary allocatialyorithm (FEAA) for fragment
allocation uses some operators such as “mutatind™arossover” which allows survival of
the better solution. The operators “mutation” astbSsover” are used by genetic algorithm

and evolutionary algorithms.

Proposed Algorithm Methodology

The Fragment evolutionary allocation algorithm (FAAor fragment allocation will work
on binary encoded representation of allocationtgnia obtained from using the above three
strategies. For instance, if fragment is allocateduster C2 then it will be represented as 10.
These encoded solutions will be considered as ptipnl Population is equivalent to the
genetic material of individuals in nature[29]. FEAill manipulate the population of
potential solution using the fitness function, “€sover” and “mutation” operator to find
optimized solution for data allocation. The fitnessiction considered here will be cost

function. From the population the individuals witbst fithess are candidates for survival for
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next generation and low fitness individual will keown as elite children, which are not
passed further. The crossover operator, also kmoweicombination, will allow successful
sharing of information between two successful irdlials and mutation has role of restoring
lost genetic material. The crossover rate is kegh land mutation rate is kept small. The
strategy used for crossover is uniform. The procediskeep on repeating until the best

solution is obtained and number of generationss than maximum generation.

4.5.1Fragment Evolutionary Allocation Algorithm (FEAA):-

Create a random initial population from the allomatsolutions obtained. Encode each
individual of population using binary strings.

1. Sequence of new populations is then created. &t step, the individuals in the current
generation are used to create the next populdiongenerating the new population, the

algorithm performs the following steps:
a. Evaluate fitness value (cost function) for eaatividual in current population.

b. Members, called parents, are chosen on the bisisiofitness.

o

Lower fithness members are chosen as elite andatngassed to the next population.

o

Using uniform crossover and bit flap mutation cteld are produced from the parents.

o

Replaces the current population with the childeefotm the next generation.

3. The algorithm stops when number of generationgs tean maximum generation.

4. Final fragment allocation will be selected by salegindividual with fittest value
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5.1SPECIFICATIONS PRERNA PAHWA

In this chapter the results found by simulating thetaset given in[1l] are presented.
Clustering, fragmentation and allocation with pregd algorithms and FEAA is done phase
by phase. The output of one phase becomes inputher phase. Also, the performance is

evaluated.

5.1 Specifications

Software:NetBeans IDE 7.2.1, MS Window Vista Version 20075 Mccess 2007
Hardware: Intel(R) Core(TM)2 Duo CPU T6500 @ 2.10 GHz, 4®B of RAM.

5.2 Simulation Results for Horizontal fragmentation and

Allocation

Candidate table for horizontal fragmentation anocakion:-

Name | Birth-date Job-Id | Salary | Location | Dept-Ild
hich 4721980 15 L] o 20040 Hiyvadh 2
Jone 26 19E MLAM 1401 Jeddah 3
Mancy L2717 1978 hAAN 1750 Mlakah 2
[} 22 EY MLAMN 21040 Hiyvadh 1
Jone 22 WD MAN L 504 Eiyadh i
hntth A2IT9EY AN 1 1540 Abha 4
Adam 427198 ML 1 200 Abha 2
Eoevin 271271974 hAAN 1200 Jeddah 1

Lamel 22T MLAMN 1 34 Makah 1

Table 5.1: Employee Relation [1]
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Total Sites taken is four. Sites Constraintshiswn below:

Site | Capacity (C) | Frapment Limit{FL)
81 100 3
51 wl ]
S Bl 3
S b 3

Table5.2: Network Sites with Constraints [1]

Distance Cost Matrix of sites as shown below:

Sites a1 b ¥ a3 =4
= | i 5 W W
52 5 1l 14 -+
53 W 14 i 11
=4 W 4 1 Ll

Table 5.3: Distance Cost Matrix of sites [1]

PRERNA PAHWA

5.2.1 Clustering Sites

By definition of CCR in 4.2.1, CCR=4 is used acdogtly, and applying formula (1) on
distance cost matrix of sites in table 5.3 clusteof sites is done:-

Site / S1 S2 S3 S4
Cluster
C1 1 0 0
C2 0 1 1
C3 0 0 1 0

Table 5.4: Clustering Sites
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Table 5.4 shows generated clusters and respedtggeis the clusters. From the above table
three clusters C1,C2 and C3 are generated andSitéelongs to C1,S2 and S4 belongs to
C2 and S3 belongs to S4.

Next, the average communication cost within andvbeh the clusters is calculated and a
cluster communication cost matrix (CCCM) is consted using the formula below given by
[29].

Average cc = sum of cc between
Number of communication between cs (5)

Where, CcC = communication costs
cs = clusters sites

Using (5), on table 5.3 and table 5.4 the clustenmunication cost matrix (CCCM) is given
in table below:

Cluster # C1 Cc2 C3
C1 0 7 9
C2 7 8 12.5
C3 9 12.5 0

Table 5.5: Cluster Communication Cost Matrix (CCCM)

Performance Evaluation with Clustering

It is based on number of communications and comeation cost. The performance

evaluation is done on similar lines as in[29].
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0] Grouping sites into clusters reduces the numbaoafmunications costs [29].In
the simulation, 4 sites are used and thereforal mmmber of communication will
be (4 * 4 =16) After clustering the communication reduced from 16to 9 (3 *
3) as three clusters are there and each clusteceiimunicate with other two

clusters and their sites will communicate together.

(i) Communication cost is also reduced due to clugerior example:-before
clustering the communication cost between siteglo$terl (C1l) and cluster2
(C2) would have been cost of communicatioabl@ 5.3) between
(S1,52)+(S1,54)+(S2,S1)+(S2,S4) which is equaB{62+5+9).After clustering
the cost of communication between C1 and C2 wil{(®&,C2)+(C2,C1) which is
equal to 14(7+7)Therefore, the communication cost is reduced from & to
14 The improved performance is computed by formulaweds given by [29].

Improved percentage = reduced cost of communication

Total cost of communication

Therefore, due to clustering the performance ofsistem is enhanced by 50 %.
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5.2.2 Horizontal Fragmentation

The horizontal fragmentation will divide the inprdlation according to cluster attribute
retrieval and update matrix (CARUM) which is obtdinfrom attribute retrieval and update
matrix (ARUM) [1] and shown below.

= 0 Fre Mod Birth-date Salary Location
q
RFM P P P P P P P P P
F 1 2 3 1 2 3 1 2 3
= 0 3 RF 0 L] 1 1 2 0 0 |
1 |
UF 2 L] 1 L] 0 2 2 0
0 5 RF a 1 L] 2 3 1 | 2 0
r
LUF L] 1 1 2 2 0 | 2 0
s 0 2 RF 3 1 L] 2 3 1 | 2 0
2 2
UF 1] 1 2 2 1] | 0
0 4 RF 0 2 1 2 5 0 | 3 |
3
UF 1 L] L 2 0 2 0 |
= 0Q 6 RF 1 1] L] 2 0 0 |
3 |
UF 2 0 1 1 0 r r 0
Q) 3 RF 2 L[] 2 1 1 | | 0
4
UF 2 1 1 2 0 | 3 0
= 0 o RF 0 2 L] 1 1 | | 0
4 4
UF L] 2 1 1 2 0 | 3 0
Q 3 RF 1 L[] 1 2 1] 1 2 1
=
LUF 1 L] 2 3 1 0 0 1] 3

Table 5.6: Attribute Retrieval and Update matrix (ARUM) [1]

The notations used in Table 5.6

S Site

Q Query
Freq| Access Frequency of query at site
RF Retrieval Frequency

UF Update Frequency

P predicate index , p={1,..,3}
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In ARUM table, attributes birth-date (p1: birth-dat82, p2: birth-date < 82, p3: birth-date =
82), salary (pl: salary > 1500, p2: salary < 1508, salary =1500) and location (pl:

location="S1", p2: location="S2", p3: location="32lre considered as proposed in[1]. In the
first step, CARUM matrix is constructed from theogb ARUM matrix and same predicates

are used.

a) Cluster Attribute Retrieval and Update Matrix(CARUM)

CARUM is created using ARUM given abte 5.6 and clustering sites table 5.4.

Cluster | Site | Query | Frequency| Mod Birth-date Salary Location
RF/UF

P1| P2| P3| P1P2|P3|P1|P2|P3

Cl S1 Q1 3 RF 1 /0] 0]1]1]2]0]0]1

UF 2|1 0}]111]0|]012]2]0

Q2 5 RF 3|/ 1023|111 ]2]|0

UF 0| 1 1(2(2(0|1|2|0

C2 S2| Q2 2 RF 3|1|]0|2|3|1|1]|2]|0

UF 0|1 1]12|2(0]1]|2]|0

Q3 4 RF 0| 2 1]/2|5(0]1|3]|1

UF 1 /0] 0]2]1]0]2]0]1

S4 Q4 9 RF 2|10 2|0|2|1|1]|1]|0

UF 0| 2 1 (1(2(0|1|3|0

Q5 3 RF 1/ 0| 1|2/0|1|2|2]|1

UF 1,02 ]3]1]0]0]0]3

C3 S3 Q1 6 RF 1/]0,0(212/1]2|0|0]1

UF 2|/ 0|1|1|j]0|0]|2]|2]|0O0

Q4 8 RF 2|0 2011110

UF 0| 2 1 (1(2(0|1|3|0

Table 5.7: Cluster Attribute Retrieval and Update Matrix (CARUM)
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The notations used in Table 5.7

C Cluster,[ index from{1,..,3}]

S Site,[index from {1,...,4}]

Q Query
Freq| Access Frequency of query at s|te
RF Retrieval Frequency

UF Update Frequency

P predicate index , p={1,..,3}

In CARUM table attributes are same as in ARUM tdhkEwith same conditions for

pl, p2, p3 and same values.

b) Fragment Candidate Attribute (FCA)

For finding fragment candidate attribute, firstazdhte Attribute Retrieval and Update
Summation Table (ARUST).
Using formula (2) ARUST table is formulated as giveelow:-

Cluster/Attribute Birth-date Salary Location
C1 42 65 45
C2 106 126 122
C3 80 70 78

Table 5.8: Attribute Retrieval and Update Table (ARUST)
Summation of all values of table 5.8 column-wiséase to find the candidate attributes for

fragmentation.
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Cluster/Attribute Birth-date Salary Location
C1 42 65 45
Cc2 106 126 122
C3 80 70 78
Z 228 Z 261 Z 245

Table 5.9: Attribute Retrieval and Update Table (ARUST) with summation of values

From the above table 5.9, it is found that Fragnt@andidate Attribute (FCA) is

“Salary”, as it has the highest value.

c) Fragment generation

Now, candidate for fragmentation is “Salary” anerth will be three fragments as
follows:-

Fragment 1(F1) contains all those rows having $alEs500

Fragment 2(F2) rows having Salary < 1500

Fragment 3(F3) rows having Salary =1500

d) Fragmentation

Based on above FCA and the conditions, the indatioa given in the table 5.1 is

fragmented.
Name Birth-date Job-Id Salary Location Dept-ID
Mich 4/2/1980 MGR 2000 Riyadh 2
Nancy 12/1/1978 MAN 1750 Makah 2
Den 22/9/1989 MAN 2100 Riyadh 1

Table 5.10: Fragment 1(F1) having Salary >1500
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Name Birth-date Job-Id Salary Location Dept-1D
Jone 2/6/1984 MAN 1400 Jeddah 3
Math 2/2/1982 MAN 1150 Abha 4
Adam 4/2/1980 MGR 1300 Abha 2
Kevin 12/12/1979 MAN 1200 Jeddah 1
Table 5.11: Fragment 2(F2) having Salary <1500
Name Birth-date Job-Id Salary Location Dept-ID
Jone 22/9/1990 MAN 1500 Riyadh 3
Zamel 22/9/1977 MAN 1500 Makah 1

Table 5.12: Fragment 3(F3) having Salary =1500

So, the horizontal fragmentation on input relafi@ble 5.1) is done successfully and
three fragments, table 5.10, 5.11 and 5.12 resmdgtiare generated.

5.2.3 Allocation Solutions

As stated in 4.2.3, the constraints on sites ast éixamined. From table 5.2 constraints on
network sites could be found. Since, clusteringtfen sites is already done, shown in table

5.4. From these two tables constraints on clusterfound.

Clusters Sites within clusters Fragment Limit(FL)
C1 Sl 5
C2 S2,54 1,3
C3 S3 3

Table 5.13: Clusters with Constraints
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5.2.3.1 First Strategy of allocation

So using formula (4) and table 5.7 (CARUM) RUSMixained for fragments F1, F2
and F3.RUSM is shown below:-

Cluster/Fragments F1 F2 F3
C1 26 28 11
C2 48 72 15
C3 20 30 20
T

Table 5.14: RUSM (Retrieval Update Sum Matrix)

Using formula (3) ,the Cost of Allocation Matrix A& ) is obtained as follows:-

Cluster/Fragments F1 F2 F3
C1 516 774 285
C2 816 1147 447
C3 834 1152 286.5

Table 5.15: Cost Allocation Matrix (CAM)

From the table 5.14, it is observed that cost @cation for F1, F2 and F3 are high for
cluster C3, C3 and C2 respectively. So considecmgstraints on clusters (table 5.13) and
above values for cost of allocation, the procekxales the fragments, F1, F2 and F3 to C3

and C2 respectively. Same is listed in allocatadid below:-

Cluster/Fragments F1 F2 F3
C1 - - -
C2 - - Allocated
C3 Allocated Allocated -

Table 5.16: Allocation Table 1
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From the above allocation table it could be fouhdttno fragment is allocated to cluster
C1.Since F3 is allocated to C2 it could either becated to S2 or S4. For that the process
have to check if Average Retrieval Cost for thigginent is greater or less than Average
Update cost on particular site as suggested itUgijg CARUM matrix, in table 5.7 it is
found that Average Retrieval Cost > Average Updatst for fragment F3 for both S2 and
S4 .Therefore, F3 can be allocated to any of siteglicated to both the sites. However, the
replication is avoided in this research due teeftect on system performance. So, fragment

F3 can be allocated to either Site S2 or S4. Buotlthses are presented in the next section.

Performance Evaluation of Allocation using First Strategy of

Allocation

Performance is evaluated on similar lines as in @8 compared with[1]. Number of
allocation is compared using first strategy of @dlioon with allocation in [1] as shown

below:-

Casel- In first strategy of allocation, if F3 is allaea to C2 and S2

#sites #allocation without #allocation with Improvement (%)
clustering in [1] clustering using first

strategy of allocation

S1 2 0 +100%

S2 1 1 No change

S3 2 2 No change

S4 3 0 +100%
Total allocation=8 Total allocation = 3

Table 5.17: Comparison Table 1
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Case2- In first strategy of allocation, if F3 is allaeal to C2 and S4

#sites #allocation without |  #allocation with Improvement (%)
clustering in [1] clustering using
first strategy

S1 2 0 +100%

S2 1 0 +100%

S3 2 2 No change

S4 3 1 +66.66%
Total allocation=8 Total allocation=3

Table 5.18: Comparison Table 2

Therefore using formula proposed in [29], the sysperformance can be measured:-

improved percentage = reduced number of allocation (6)

initial nuerbof allocation

(8-3)/& 0.625 =62.5%

So, the system performance is improved by 62.5%
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Fragment allocation to clusters
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Chart 5.1: Fragment allocation to clusters using first strateg of allocation

Chart5.1 is developed for cost based allocatiolearly, itdisplays that using clusteri the
fragment allocation is less or ed to approach when sites are not cluste
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Chart 5.2: Fragment allocation to clusters using first strateg of allocation whenfragment F3 allocated
to S2 of C2
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Since, Fragment F3 iallocated to cluster C2 and it can be allocateaty of sites S2 or £
as found by its retrieval and Update frequencChart 5.2depicts this allocatic of F3 to S2
and shows for site S2 allocation will be same withvithout cluster:

Fragment allocation to sites

number of fragments

1

0 O l/

s1 S2 s3 sS4
Sites

=¢=\vithout cluster =ll=with cluster

Chart 5.3: Fragment allocation to clusters using first strateg of allocation whenfragment F3 allocated to
S4 of C2

Chart 5.3 displaysi-3 allocatiin for cluster C2, whef*3 is allocated to site S4 of clus
2.And, its clearly seen ther usingclusters the fragment allocation is less or € than the

without cluster allocationThus, system performar is enhanced using clusteri

5.2.3.2 Second Strategy of allocation

In this strategy, the preferer table for fragments is constructed usiagle 5.14(RUSNM

Cluster/Fragments F1 F2 F3
C1 P2 P3 P3
C2 P1 P1 P2
C3 P3 P2 P1

Table 5.19: Preference Table
Where, P1, P2, P3 are preference number 1, 2pactgely
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Based on preference table (5.19) above and op#tgatithm [16] an allocation table for

second strategy of allocation is created as shaiowb

Cluster/Fragments F1 F2 F3
C1l - - -
C2 Allocated Allocated -
C3 - - Allocated

Table 5.20: Allocation Table 2

Performance Evaluation of Allocation using Second Strategy

Performance is evaluated as in [29] and comparéd [d]. Using CARUM matrix in table
5.7 it is found that Average Retrieval Cost < AygdJpdate Cost for S4 for both fragment
F1&F2.Therefore, both fragments will be allocatedsd.Number of allocation is compared

using second strategy with allocation in [1] asvemdelow:-

#sites #allocation without |  #allocation with Improvement (%)
clustering in [1] clustering using
second strategy

S1 2 0 +100%

S2 1 0 +100%

S3 2 1 +50%

S4 3 2 +33.33%
Total allocation=8 Total allocation = 3

Using (6), system performance in this strategynigroved by 62.5% ,which is same as found

Table 5.21: Comparison Table 3

using first strategy of allocation.

43




5.2SIMULATION RESULTS FOR HORIZONTAL FRAGMENTATION AND AILOCATION PRERNA PAHWA

Fragment allocation to sites

number of fragments

Sites

=@==\ithout cluster =ll=with cluster

Chart 5.4: Fragment alocation to clusters using secor strategy of allocationwhen fragment F1 &F2
allocated to S4 of C2

Chart 5.4 depicts the casenen fragments F1 & F2 to be allocated to sites 0634, of
cluster C2. It alsadepicts using the rategy based on preference; tication is less i
case of clustering.

5.2.3.3 Third Strategy of allocation

The frequent access for the fragment is determimyetthepreferencedable (5.19) and neare
neighbor is determined b§luster Communication ost Matrix CCCM) (table 5.5). The
process will constructllocaticn table referring these two tableFor instance, itfFlis to be
allocated to C2 (&m table 5.19) , snearest neighbor to C2 (table 5i%)earche and if it
is C1 then fragment Fis allocated to C1 and aftnumber of allocation exceeds so
threshotl value fragment will be moved to next nearest medg until it reaches at destinati

site.
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So the fragment is basically moved along path fswurce to the site having high access
frequency for it. So, in the case above, firstfragment F1 will be allocated to C1 and then
moved to C2 (actual destination) if required. Tllecation table for the third strategy is

shown below:-

Cluster/Fragments F1 F2 F3
Cl Allocated Allocated Allocated
C2 - - -
C3 - - -

Table 5.22: Allocation Table 3

As seen in table (5.21) all the fragments are atiet to C1 and not to any other cluster

which is not the good way of allocation.

Performance Evaluation of Allocation using Third Strategy

Performance is evaluated as described in [29] antpared with [1]. Number of allocation is

compared using third strategy with allocation ihd$ shown below:-

#sites #allocation without| #allocation with Improvement (%)
clustering in [1] clustering using
third strategy

S1 2 3 -50%
S2 1 0 +100%
S3 2 0 +100%
S4 3 0 +100%

Total allocation=8 Total allocation =3

Table 5.23: Comparison Table 4
Using (6), system performance is found to be impdoby 62.5% for third strategy of

allocation.
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Fragment allocation to sites
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Chart 5.5: Fragment allocation to clusters using thirdstrategy of allocatior

Chart 5.5shows that using third strategy and cluste, all the fragments are allocated

only one site, S1 which is not a good prac

5.2.4 Allocation

Allocation using Fragment Evolutionary Allocation Algorithm

(FEAA):-

Iteration 1

a) Initial Population

The first step is to create a random initial popafafrom the allocation solutions obtain
and encodehem in binary strings. Te three set of initial population obtaine( from three

strategies abovencoded in binary strin
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For e.g.:- if in first strategy the F1,F2 and F3allocated to clusters C3,C3 and C2

respectively ,so the cluster representation woelBC3C2. And, if fragment is allocated to

C3 then its binary encoding would be 11. Therefdhe, initial population would be as

follows:-

Solution # Cluster Representation Binary Encoding
Sl C3C3C2 111110
S2 C2C2C3 101011
S3 Cicic1 010101

Table 5.24: Initial population Table

Where, S1, S2 and S3 are Solution numbers obt&iosdthree strategies explained above.

b) Fitness Value

In the next step the process has to evaluate ties§ value for each individual in the current
population. The fitness value is found from costatibcation of fragment to clusters, as
suggested in [29].The fitness function is represg¢rds f() and evaluated for particular
solution by adding cost of allocating each fragntentluster (using table 5.15). Fitness table

showing f() for each solution is described below:-

Solution # Binary Encoding Fitness function f()
Sl 111110 f(S1)=2433

S2 101011 f(S2)=2244.5
S3 010101 f(S3)=1575
). 6252.5

Table 5.25: Fitness Table
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c) Selection of Parents

Selection mechanism roulette wheel is used forctele of parents. The objective is to
“select the best and discard the rest” [14]. Thep&r could be any combination of S1, S2 and
S3i.e. 3 X 3=9 but the rule will keep only thosembinations of solutions which have higher
fitness value (table 5.25) as in compliance witfeotive. So,t he process obtained parents
from the combination of S1 and S2 i.e. 2 X 2 = 4n@idates for parents are (S1, S2), (S2,
S1), (S1, S1) and (S2, S2) .Out of all the candslatnly (S1, S2) are valid candidate. Since
(S2, S1) is same as (S1, S2) and the children tamngenerated from single parents, so
discard (S1, S1) and (S2, S2).So, the parentswill

S1=111110 f(S1)=2433

S2=101011 f(S2) =2244.5
Y4677.5

d) Crossover

Uniform crossover method is used. In uniform cressdhe selection point is in the middle.
Since, each parent with binary string length 6rdfeee the selection point would be 3 for
each string. Crossover is donefaltows:-

S1=111110

S2=101011

The selection point is 3 i.e. keep the bits sanferbat and invert the bits beyond this point
to obtain children C1 and C2.
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Cl41011 f(Cl)=2267.5
C2#H 1110 f(C2)=2415
Y4682.5

It could be seen in one generation only the fodgiulation fitness is improved from 4677.5
to 4682.5, thus improved ~ 0.1%

But from the above, C1 found from S1 has redutsfithess, so the mutation is applied over

it to restore lost information.

e) Mutation

Mutation will help in restoring lost information. Bation rate is kept very small. Since
fitness value of C1 derived from S1 is reducedraftessover. Therefore, C1 is subject to
mutation. Bit flap method is used for mutation. Pmne bit can be flapped at a time.

Mutation operator will just flip the bit i.e. O fdrand vice-a —versa.

Cl1=111011 f(C1)=2267.5

Several candidate bits are available for mutafidme process will consider some cases and if
fitness value is improved then the new candidatr autation can be considered otherwise
rejected. The candidate having highest fithessheltonsidered.
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The mutation table is shown below:-

Case # Bit number to New child Fitness value Consideration

be flapped generated after

Mutation (C1)

1 1 011011 1949.5 Rejected
2 2 101011 2249 Rejected
3 4 111111 2272 Considered
4 5 111001 2266 Rejected
5 6 111010 2428 Considered

Table 5.26: Mutation Table 1

From the mutation table 5.26, it is found, cas@@ @ase 5 can be considered but clearly case
5 has high fitness value and is fitter. Therefoese 5 will be considered and case 3 will be

rejected.

C11=11010 f(Cl)=2428
C2191110 f(C2)=2415
Y4843

After mutation the total population fitness isther improved from 4677.5 to 4843, thus

improved ~ 4%.

At this iteration highest fitness value child is C1
Again these children would be considered parentsiéwv generation and the steps c to e of
algorithm will be repeated till the number of geatemn < maximum generationor no new

generation can be produced further.
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Iteration 2

a) Parents

The parents for this generation would be childreneoation 1 i.e. C1’ and C2.

S141010 f(S1)=2428
S281110 f(S2)=2415
74843

b) Crossover

Again, uniform crossover method is used. The selegboint is 3 i.e. keep the bits same
before it and invert the bits beyond this poinbbtain children C1 and C2. Crossover is done

asfollows:-

S1=111010

S2=101110

Cn41110 f(Cl1l)=2433

C20 1010 f(C2)=2410
Y4843

No improvement in fitness value found after cregsoBut the fitness value of C2 decreased
so C2 will be mutated.
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c) Mutation

Since fitness value of C2 derived from S2 is reduatiter crossover. Therefore, C2 is subject
to mutation. Bit flap method is used for mutati@nly one bit can be flapped at a time.

Mutation operator will just flip the bit i.e. O fdrand vice-a —versa.

Ca61010 f(C2)=2410

Several candidate bits are available for mutafidme process will consider some cases and if
fitness value is improved then the new candidater afutation can be considered otherwise
rejected. The candidate having highest fitness hall considered. The mutation table is

shown below:-

Case # Bit number to New child Fitness value Consideration
be flapped generated after
Mutation (C1)
1 2 111010 2428 Considered
2 4 101110 2415 Considered
3 6 101011 2249 Considered

Table 5.27: Mutation Table 2

From the mutation table 5.25, it could be found tieese 1 has high fitness value and is fitter.

Therefore, case 1 will be considered and rest cases

Clf11110
C2’1A;11010

f(C1) = 2433
f (C2) =2428
34862

After mutation the total population fitness is iraped from 4843 to 4862, thus improved ~
0.4%.
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At this iteration highest fitness value child is C1

Again these children would be considered paremtaday generation and the steps c to e of

algorithm will be repeated.

Iteration 3

a) Parents

The parents for this generation would be childreneoation 2 i.e. C1 and C2'.

SI£11110 f(S1)=2433
S21=11010  (S2)=2428
Y4862

b) Crossover

Again, the process will use uniform crossover meéthithe selection point is 3 i.e. keep the
bits same before it and invert the bits beyond posmt to obtain children C1 and C2.

Crossover is done dsllows:-

S1=111110

S2=111010

CI41010 f(Cl)=2428
C2A41110 f(C2)=2433
Y4862

53



5.2 SIMULATION RESULTS FOR HORIZONTAL FRAGMENTATION AN ALLOCATION PRERNA PAHWA

No improvement in fitness value found after cregsoAnd, the process finds that C1 and
C2 are just reverse of parents. So no new generatias formed and the process will stop

here.

The process would retrieve the best solutions @rifiiness child) from Iteration 1 and

[teration 2, as shown below:-

Iteration # Highest fitness value children
1 Cl'=111010 f(C1)=2428
2 Cl=111110 f(C1)=2433

Table 5.28: Best Solution Table

The best solution is one with higher fitness valaem the table above, the process would
analyze that the solution having fitness value 2#3Best of both. But this is one of the
parents and obtained from first strategy. Considgéll the three strategies while obtaining
the solution for allocating fragments to clustéhgn the process will not choose the solution
obtained from any single strategy. The process ldhéind the average best solution.
Therefore, the process will consider the solutiawiig fithess value 2428.

So, the solution found using FEAA for fragment adlton is:-

Solution of allocation=C1'=111010=C3 C22

Fragment/Cluster F1 F2 F3
C1 - - -
Cc2 - Allocated Allocated
C3 Allocated - -

Table 5.29: Final Allocation Table

54



5.23 DISCUSSION PRERNA PAHWA

Performance Evaluation of Allocation using FEAA

The fragment evolutionary allocation algorithm gextes a solution C3C2C2 for allocation

having fitness value 2428.

#Strategy #Solution Binary Fitness | Improvement

cluster Encoding Value Using FEAA

representation compared to

#Strategy

1 C3C3cC2 111110 2433 ~-0.2%

2 c2C2C3 101011 2249.5 ~+7.3%

3 cicica 010101 1575 ~ +54%
Table 5.30: Comparison Table of various strateggeof allocation with FEAA

From the above table 5.30, it can be seen thalla€ation is done using FEAA strategy

solution then the system performance is 7.3% & B&¥#er than second strategy solution and
third strategy solution respectively. However, parfance is only 0.2% less when compared
to first strategy. But first strategy is purely tbased while FEAA tries to find average best
solution. Therefore, with negligence of 0.2%, FEA#ategy solution is considered near to

the optimal solution for allocation.

5.3 Discussion

This chapter presents the result obtained by stmglahe problem for dataset [1]. It is
observed all the phases are developed. The propesellitionary algorithm, FEAA,

produces near to optimal solution.
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CONCLUSION AND FUTURE SCOPE
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6.1 CONCLUSION

In this research project the proposed work is a®alyin two domains of distributed database
management system i.e. fragmentation and allocatibhe problem of horizontal
fragmentation and allocation of distributed datalsas studied collectively on dataset[1].
The research project combines clustering of sitath worizontal fragmentation and
allocation. Clustering of sites is done on the radtilogy described in[17]. Clustering further
minimizes the communication cost and reduces tingptexity of peer-to-peer connection of
sites. In this work clustering of sites is donetial phase. Cluster Communication Cost
matrix (CCCM) is generated and used in the proj@st.required in the problem, all the
phases are considered sequentially. The horizdragimentation methodology used has
analogy to [1]. For horizontal fragmentation a tdusattribute retrieval and update matrix
(CARUM) is generated from retrieval and update Giexacies. The process takes solution
from various allocation strategies, based on caxleh) preference and nearest neighborhood
allocation (NNA). These solutions served as iniflpulation for fragment evolutionary
allocation algorithm (FEAA) developed. The resulesreloped a new strategy of allocation.
The proposed work has contribution in formulatitg thew strategy using evolutionary
algorithm for allocationIn the proposed work much attention has been peavid allocate
the fragments to clusters. A proper allocationrafjments plays a major role in saving cost
of query executionThe whole process of clustering, fragmentationmiaating allocation
strategies and final allocation is taken togetlwera dataset proposed in[1]. The process is
simulated using java. With the assumption to fimdrage best solution or near to the optimal

solution, the developed model appears to be promisi

6.2 FUTURE SCOPE

The research can be extended to use vertical fraigitnen for obtaining solution. The cost of
space can be considered when using cost modellémating fragments. The research can
also incorporate replication. While doing selectiorevolutionary algorithm proposed, other
strategies like tournament, rank selection can bbsdested. For crossover other strategies

like single point crossover or two point crossowan also be used. The research can be more
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extensively tested for different crossover and mnatarate. Further large datasets can be

used. This research can further be extended toektearea of query processing.
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ANNEXURE A: CODING

Here is a glimpse of coding done to implement tr@eat .The code is being developed in
java and database connectivity is done to fulfi# heed of project. Software NetBeans IDE

7.2.1 is used to develop the code in java.

packageclusteredfragmentation;

import java.io.BufferedReader;
Importjava.io.DatalnputStream;
Import java.io.File;

import java.io.FilelnputStream;
import java.io.|IOException;

Import java.io.InputStreamReader;
Import java.sgl.Connection;

import java.sql.DriverManager;
import java.sqgl.ResultSet;

Import java.sgl.Statement;

Import java.util. Scanner;

public clasClusteredfragmentation {

public static intclusters(int site)
{
Scanner consolem=w Scanner(System.in);
int k,p,count=0,clusterindex=0,ccr=0,scount=0;
int[][Jcost= new in{site+1][site+1];
int[][Jcluster=new in{site+1][site+1];
int[][Jccm = new in{site+1][];
float[][Jccc=new floaf10][10];
/[Finding distance cost of sites

62



ANNEXURE A: CODING PRERNA PAHWA

for(int i=1;i<=site;i++)
for(int j=1;j<=site;j++)
{
Systemut.printin("Enter the distance cost of site"+i+j);

cost[i][j]=console.nextInt();

/[Creating distance cost matrix
Systenmout.printin();
Systemut.printin("Distance cost matrix of sites:");
Systemout.print("sites");
for(int i=1;i<=site;i++)
{
Systenout.print("\tsite"+i+"\t");

Systemout.printin();

for(int i=1;i<=site;i++)

{ Systemoutprint("site"+i+"\t");
for(int j=1;j<=site;j++)
{

Systemut.print(cost[i][j]+"\t\t");
}
Systenaut.printin();
}

/[clustering sites

Systemout.printin("Enter the number of communication unitg/)allowed to communicate
ccr=console.nextint();

for(int i=1;i<=site;i++)
{

count+=1;
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for(int j=1;j<=site;j++)

if (cost[i][j] <= ccr)
{

cluster[i][j]=1;
clusterindex=j;

}

else
{ cluster([i][j]=0;}

}

k=clusterindex;
p=i+1;

if(k >=p && p <= site)
{

count-=1;

//System.out.printin(count);
/I creating cluster sites matrix

Systenmut.printin();

Systemout printin("Clustering sites:");
Systemout.print("clusters/sites");
for(int i=1;i<=site;i++)
{Systemout.print("\tsite"+i+"\t");

}

Systenmout.printin();
for(int i=1;i<=count;i++)
{ Systemoutprint("cluster"+i+"\t");

for(int I=1;l<=site;|++)

{

Systewut.print(cluster[i][1]+"\t\t");

} Systemut.printin();}
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/[calculating cluster communication
for(int s=1;s<=count;s++)

{
for(int i=1;i<=count;i++)
{
for(int j=1;j<=site;j++)
{
i{s ==1)
{
ifcluster([i][j]== 1)
{
it (i==))
ccc[s][i]=0;
Il Systemut.print("cluster"+s+i+""+cccl[s][i]);
}
else
{
ccc[s][i]+=(cost[i][j]+cost[j][i])/1;
Il Systemut.print("cluster"+s+i+""+ccc[s][i]);
}
}
else
{
if (cluster[i][j]==1 || (cluster[s][j]==1 && s!=}))
{
scount+=2;
if (cluster[s][j]==1 && s!=j)
ccc[s][i]+=(cost[i][j]+cost[il]);
else
{
ccc[s][i]+=(cost[s][j]+cdg[s]);
1
if(s!=i)
{

ccc[s][i]=ccc]s][i]/scount;

/ISystemoutprint("cluster"+s+i+"\t\t"+ccc[s][i]+"\t\t");
scount=0; Systemut.printin();}
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/I cluster communication cost matrix
Systermut.printin();

Systemout.printin("Cluster communication matrix:");
Systemout.print("clusters#");
for(int s=1;s<=count;s++)
{Systemout.print("\tcluster"+s+"\t");
}
Systenmout printin();
for(int s=1;s<=count;s++)
{ Systemout.print("cluster"+s+"\t");
for(int i=1;i<=count;i++)

{
Systemut.print(ccc[s][i]+"\t\t\t");
}
Systenaut.printin();
}
returncount;
}
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ANNEXURE B: SCREENSHOTS

In this ANNEXURE B,some screenshots arresented to show workiraf the projec.

SCREENSHOT 1:

@ dusteredfragmentation - NetBeans IDE 7.2.1 =@ | X |
File Edit View MNavigate Source Refactor Run Debug Profile Team Tools Window Help

dr}“_‘l E [E La) <default config= - DIEF Bgrj hd Q]} -
StartPage @Clusmredﬁagmentaﬁon.java w‘@JavaAppIicaﬁcn?.java &“@Dishibuﬁeddatabase.java ﬁ‘@]eva.ﬂpplicaﬁonﬁ.java 82‘ (A )

Source Hismry‘wvw'lﬁ%ﬂ? _|UD|EE
O )

[«
(o]

Output - clusteredfragmentation (run) 2 ‘

L;::

Enter the number of sites

4
Phasel : CLUSTERING

85

Enter the distance cost of sitell
a
Enter the distance cost of sitelZ
5
Enter the distance cost of sitel3
]
Enter the distance cost of siteld
El
Enter the distance cost of siteZl

(7 Mavigator Th | of] services [ Files [5) Projects Th
=]

5

Enter the distance cost of siteiz

0 E
Enter the distance cost of siteiZ3
14

Enter the distance cost of siteid
4

Enter the distance cost of site3l
El

Enter the distance cost of aite3Z
4

Enter the distance cost of 3ite33
a

Enter the distance cost of site34d
11

Enter the distance cost of sitedl
]

Enter the distance cost of sitedZ
4

i
LY horzontal fragment... ® clusteredfragmentat...

This screenshot displays, ticode finds the number of sites from users and distarfc
respective sites.

67



ANNEXURE B: SCREENSHOTS PRERNA PAHWA

SCREENSHOT 2:

W dusteredfragmentation - NetBeans IDE 7.2.1

File Edit View Mavigate Source Refactor Run Debug Profile Team Tools Window Help
[l e s S i A O

StartPage @ Clusteredfragmentation.java = @ JavaApplication?.java as| @ Distributeddatabase.java ss‘ @ JavaApplication6.java 8‘ @ B @
Source Hishryl@v&-lﬁ%g il‘l?%DD &E wE =
0O B
QOutput - clusteredfragmentation (run} 22 ‘

2B -

Enter the distance cost of sited3
11
Enter the distance cost of sited4d

%%o

Distance cost matrix of sites:

arch (Ctrl+1)

L4

(@) Navigator %| ] services (I Files [ Projects Gh

sites sitel sitel sited sited
sitel [a] 5 ] a
sitel 5 a 14 4
sited 5 4 o 11
sited 5 4 11 a
Enter the number of communication units

4

Clustering sites:

clusters/sites sitel siteZ site3 sited B
clusterl 1 a a a
cluster? a 1 a 1
clusters a 1 1 a

m

Cluster communication matrix:

clusters§ clusterl cluster? cluster3
clusterl 0.0 7-0 7.0
clusterZ 7.0 8.0 &.6668665
cluster3 7.0 5.5 0.0

CRRUM MATRIX GENERATION: FINDING FCA
Enter the number of predicates

T —————
‘E’] horzontal fragment... W clusteredfragmentat...

The screenshot displayirige distance cost mat and clusters generatefliso, it shows the

generation otluster communication mat..
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SCREENSHOT 3:

® dusteredfragmentation - NetBeans IDE 7.2.1 - |8 X |

File Edit View Mavigate Source Refactor Run Debug Profile Team Tools

fr}-‘_—l E [’E [_'_J_‘ <default config> v: c[ffr Dé} |> M QD T

StartPage = |g3 Clusteredfragmentation. java s'z‘ |g3 Javahpplication?.java m‘ |g$ Distributeddatabase.java m‘ @ JavaApplications.java = ‘ ’I‘ E @
Source Hismry|urvwv|ﬁ%.5‘ 4 L By __'|u DI%
O B
Output - clusteredfragmentation (run) = |
u) p3l -

. pal
H) Salary

Window Help

plzs

> pZ3z

m& B333
Location

pldd

pZ4

B33

READ FREQUENCY MATRIX

(7 Navigator T | o] services [IFiles [T} Projects Th

a1 32 33 Salaryl SzlaryZ Salary3 Locationl
clusterl 1 2 3 z Zz az 2z 1z
clusterZ 11 10 3 2z Zz 23 1 4
clusterd 24 4 3 25 45 54 1 1
UPDATE FREQUENCY MRTRIX

a1 32 33 Salaryl SzlaryZ Salary3 Locationl
clusterl 2 z 2 3 3 3 4 4
clusterZ 1 1 1 2z Z 2 3 3 =
clusterd 1 1 1 3z 3z a3 44 4
ARUST MATRIX

a Salary Location
clusterl 24 130 38
clusterd 27 73 15
cluster3 L1:] 4zZ4 108
< m b

e horzontal fragment... I ® clusteredfragmentat... <N *ﬂ'ﬂ“"" 00:09

This screenshot displays the read frequency maitpdate fequency matrix and ARUS

matrix evaluated.
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SCREENSHOT 4:

® dusteredfragmentation - NetBeans IDE 7.2.1 =&

File Edit View Navigate Source Refactor Run Debug Profile Team Tools V ow Help
= Ch G
f = =] |> (IR -
1}_‘1 [% = <default config=> - ﬁ” I“S('j P
= | start Page |} Clusteredfragmentation.java m‘@]aval‘-\pplicaﬁonljava m“@Dishihl teddatat java m|@JavaAppIicaﬁon6.java Rall=)
B ) = » _
§ [[souree ] History | [0 - 01 -] QR SPE)E | S % | O|& =
o 2 |
H G =58
Output - clusteredfragmentation (run)
@
% u) HHUOST SUM FETHIX -
|_-E| W El Salary Locaticon
2 113 ez7 213
§ Find read update sum matrix forSalary
& @
& B
=] RUSH MATRIX
= Salaryl Salaryl Szlary3
_ clusterl 10 30 70
2 clusterz - 24 25
2 clusters 38 154 174
2
U The fragment candidate attribute is: Salary
PhaseZ : FRAGMENTATICN
Hame Birth-date Job-ID Szlary Location Dept-ID
Mich 1320-02-04 00:00:00 MGR 2000 Riyadh 2
Jone 1524-0&-0Z 00:00:00 M2N 1400 Jeddah 3
Hancy 1378-01-12 00:00:00 M2N 1750 Makah b3
Den 1525-09-22 00:00:00 M2N 2100 Riyadh 1
Jone 1330-09-22 00:00:00 M2N 1500 Riyadh 3
Hath 1582-02-0Z 00:00:00 M2N 1150 Zbha 4
Zdam 1320-02-04 00:00:00 MGR 1300 Zbha b3
Eevin 1375-12-12 00:00:00 M2N 1z00 Jeddah 1
Zamel 1377-09-22 00:00:00 M2N 1500 Makah 1
Fragment 1 when szlary>1500 £
Hame Birth-date Job-ID Szlary Location Dept-ID
Mich 1320-02-04 00:00:00 MGR 2000 Riyadh 2
Hancy 1378-01-12 00:00:00 M2N 1750 Makah b3
Den 1585-05-22 00:00:00 MAN 2100 Riyadh 1 N
« m 3

C) honzontal fragment... I ® clusteredfragmentat... < B e o011

This screenshot displays the RUSM matrix evaluatethe code and then it finds fragmu
candidate attribute.
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S

CREENSHOT 5:

dusteredfragmentation - NetBe:

File Edit View Mavigate Source Refactor Run Debug Profile Team )

Window Help

fi}‘_—] E !E \_'_lj : | <default config> - D&N cé?j‘ |> |?_1_,D N C]} M

(Z)Navigator Oy | o] Services (Sl Files [T Projects Th

StartPage = @Clusmredﬁagmentaﬁon.java ﬁ‘@JavaApplicah’on?.java wH@Dishih‘ idatat java w‘@JavaAppIicaﬁonG.java $| E]@
Sowee | rstory | [ [ - - | QB S0P & % S0 O] & = l
[C5=)
Output - clusteredfragmentation (run) 22 ‘
u> Mich 1580-02-04 00:00:00 MER palali] Riyadh 2 -
u> Jone 1334-0€-02 00:00:00 MEN 1400 Jeddah 3
HNancy 1578-01-12 00:00:00 MREN 1750 Makah 2
Den 1389-05-22 00:00:00 MEN Z100 Riyadh 1
%& Jone 1550-035-22 00:00:00 MREN 1500 Riyadh 3
Math 1322-0Z-0Z 00:00:00 MRN 1150 Zbhsa 4
2Adam 1580-02-04 00:00:00 MER 1300 Ebha 2
Eevin 1579-12-12 00:00:00 MREN 1z00 Jeddah 1
Zamel 1577-05-22 00:00:00 MEN 1500 Makah 1
Fragment 1 when salary»1500
Hame Birth-date Job-ID Szlary Location Dept-ID
Mich 1580-02-04 00:00:00 MER palali] Riyadh 2
HNancy 1578-01-12 00:00:00 MEN 1750 Makah 2
Den 1589-035-22 00:00:00 MREN 2100 Riyadh 1
Fragment Z when salary<1500
Hame Birth-date Job-ID Szlary Location Dept-ID
Jone 1324-0€-02 00:00:00 MRN 1400 Jeddah 2
Math 1582-02-02 00:00:00 MEN 1150 Ebha 4
Adam 1380-0Z-04 00-00-00 MER 1300 Zbha 3
Eevin 1579-12-12 00:00:00 MEN 1z00 Jeddah 1
Fragment 3 when salary=1500
Hame Birth-date Job-ID Szlary Location Dept-ID
Jone 1550-035-22 00:00:00 MREN 1500 Riyadh 3 =
Zamel 1577-05-22 00:00:00 MEN 1500 Makah 1 T
BUILD SUC SFUL (tctal time: 11 minutes 17 seccnds)

T
44 honzontal fragment... W clusteredfragmentat...

This screenshot displays the various fragment géeeifor fragment candidate attribi
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