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ABSTRACT

Current practices for developing secure informaggstems are still closer to art than to an
engineering discipline. Security is still treatesl @ add-on and is therefore not integrated
into software development practices and tools. Egpeed security artisans are still the key

to achieving acceptable levels of security.

Security of software systemmeans protection afforded to an automated infaonatystem

in order to attain the applicable objectives of spreing the integrity, availability and
confidentiality of information system resourcescludes hardware, software, firmware,
information/data, and telecommunications). Manyhuods have been proposed for framing
the security requirements, but the main targetow o find the solutions fulfilling these

security requirements, to produce complete seciioemation system.

So, we propose a Model framework for finding a ctatgsolutions of security requirements,
which are identified during the security requiremeficitation stage, using back tracking
analysis. After gathering security requirements, d@ back tracking analysis of the
approaches used to gather security requiremenidemdify the solutions necessary to fulfill
the gathered security requirements. On basis ok leacking analysis, we will find
conceptual solutions and security services ancespanding mechanisms which encompass

the complete security of software system.

Keywords: Information System, Integrity, Availability, Cddeéntiality, Security
Requirement Elicitation, Backtracking, ConceptualuBions, Security Services, Security

Mechanisms
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Chapter 1 Introduction

What makes it so easy for attackers to target soéws the virtually guaranteed presence of
vulnerabilities, which can be exploited to violaiee or more of the software’s security
properties. According to CERT, most successfulciiaesult from targeting and exploiting
known, non-patched software vulnerabilities anceduse software configurations, many of
which are introduced during design and codlbe security of software is threatened at
various points throughout its life cycle, both byadvertent and intentional choices and
actions taken by “insiders"—individuals closely ikdted with the organization that is
producing, deploying, operating, or maintaining theftware, and thus trusted by that
organization—and by “outsiders” who have no affibta with the organization.. External
faults that threaten the software’s dependableatiper are seen as a security issue when the
faults result from malicious intent or the faultsgardless of their cause, make the software
vulnerable to threats to its security. AccordingBouce Schneier irBeyond Fear [37],
“Security is about preventing adverse consequefrces the intentional and unwarranted
actions of others.”In the last decade Security bhasn a great concern for software
engineering community in the development of sysseich as e-commerce, military system,
online business, component engineering etc. Insesystem is subjected to infection by
virus, malicious crackers and various other threaisyber terrorism. Besides having safety,
reliability and other quality features these systemay not be acceptable as one can not
depend on them. Thus security-enhanced processdegractices—and the skilled people to
manage them and perform them—are required to Isofidvare that can be trusted to operate

more securely than software being used today.



1.1 Why Security?

Computer security [1] is defined as technologicatl ananagerial procedures applied to
computer systems to ensure the availability, intggand confidentiality of information
managed by the computer system.
Security of software systemmeans protection afforded to an automated infaonatystem
in order to attain the applicable objectives of sereing the integrity, availability and
confidentiality of information system resourcescludes hardware, software, firmware,
information/data, and telecommunications).
There are following concerns related to security —

» Software security is an integral part of sound nganaent of the organization.

» Software Security should be efficient.

» Software security requires a comprehensive andriated approach.
Computer systems are vulnerable [2] to many thitbatiscan inflict various types of damage
resulting in significant losses. This damage cangeafrom errors harming database integrity
to fires destroying entire computer centers. Lossesrange, for example, from the actions
of supposedly trusted employees defrauding a sydtem outside hackers, or from careless
data entry clerks. Precision in estimating compusiecurity-related losses is not possible
because many losses are never discovered, and atfeel'swept under the carpet” to avoid
unfavorable publicity. The affects of various theeaaries considerably: some affect the
confidentiality or integrity of data while otherext the availability of a system.
Overlooking Software security is not an option sirsociety relies heavily upon them.
Software is found in automobiles, airplanes, chainifactories, power stations, and
numerous other systems that are business and missitical. We trust our lives, our
property, and even our environment to the succeksgferation of these technology-based

systems. With the growth of technology the useofifinsare systems is also increasing. Now



days we use software systems for shopping, payiltsy transferring money and in various
other domains of online systems which deals withriicial matter which are so critical that if
they get attacked by intruders, malicious cracletes they can make a potential impact on

the organizations as well as the persons who amg tisese systems.

However, software-intensive systems are neithefepe nor invulnerable [2, 3]. They
commonly fail due to software defects, hardwareakdewns, accidental misuse, and
deliberate abuse. They are also the target of ima$cattacks by hackers, criminals,
industrial spies, terrorists, and even agents midgm governments and their militaries. Yet,
failure is becoming less and less of an option eslepend on these systems more and more.

Thus, security engineering is becoming essenti@pament of systems engineering.

Most of the software that is being developed tomaprporates security mechanism during
design or implementation [1]. This results in areoeonstrained, inefficient and high cost

system.

Many researchers [1 ,4 , 5] have proposed thagdtisty mechanisms are incorporated in
requirement phase itself then it can lead to theeld@ment of cost effective, reliable and
efficient systems. Therefore we need to have a defihed process for managing security

requirements similar to the requirement engineepiogess.

1.2 Security Engineering

A security engineering process is a complex agtivitolving many special work products
such as security requirement elicitation, prioatian, security design, and implementation
and testing. These work products are essentialproaess that aims to create trustworthy

information security products [6].



Security engineering entails using practices, Bses, tools, and techniques to address
security issues in every phase of the software ldpueent life cycle (SDLC). Software that
is developed with security in mind is typically rearesistant to both intentional attack and
unintentional failures. One view of secure softwareoftware that is engineered "so that it
continues to function correctly under maliciousaelt and is able to recognize, resist,
tolerate, and recover from events that intentigntidteaten its dependability. Broader views
that can overlap with software security (for examoftware safety, reliability, and fault
tolerance) include the notion of proper functioningthe face of unintentional failures or
accidents and inadvertent misuse and abuse, asasefieducing software defects and

weaknesses to the greatest extent possible regamfi¢heir cause.

The advantage of using security engineering proées® build better and defect-free
systems. Software-intensive systems that are aartett using more securely developed

software are better able to do the following:

» Continue operating correctly in the presence oftratiacks by either resisting the
exploitation of weaknesses in the system by attaoiketolerating the failures that
result from such exploits

» Limit the damage resulting from any failures caubgdttack-triggered faults that
the system was unable to resist or tolerate ara/ez@as quickly as possible from

those failures

The objective is to increase the security and degleility of the system, produced by these
practices, both during its development and durtagoperation. Thus, from the above facts
we can say that security engineering is becomingerdg@l component of systems

engineering.



So, to design, build, and deploy secure systems,must integrate security into your
application development life cycle and adapt yaurent software engineering practices and
methodologies to include specific security-relatadtivities. Security-related activities
include [7] identifying security requirements, prioritizingcseity requirements , applying
security design, Implementing security mechanismsegurity testing, and conducting
security deployment reviews. The different actestiof Security Engineering Process (SEP)

can be categorized into following phases —

* Requirement Engineering— Discover security requirement along with funetb

and non functional requirements such as Privacyhéntication, Integrity, Non-
Repudiation requirements, elicit and prioritizerthe

» Design — With true security requirements specified mogprapriate design
decisions can be taken. The different activitidetain security design includes
identifying cryptography services & security desaptributes , structuring them
with threat and asset and finally taking designisien that specifies which
security protocol is best suited for the identiffeelcurity Requirement.

* Implementation — This includes implementing specific algorithmsatthare

suggested in the design phase of the Security Eagimg Process.

» Testing - It involves evaluating the system security and mheit@ing the adequacy
of security mechanisms, assurances and other piepetio enforce system
security policies .The primary reason for testihg security of an operational
system , is to uncover design , implementation @perational flaws that could
allow the violation of system security And to finghidentified potential
vulnerabilities and subsequently repair them beftaiévering the final system to

the user. The identified design decisions are watdd against the security



requirements and the extent to which they satisfypaaticular security

requirement.

1.3 Motivation

In the process of development of any computer bagsttm (CBS) the first and the most
important step is gathering requirements. Requirgreagineering [8, 9 ] is a difficult task
and any fault in this task lead to the developna&nthe CBS that will either not work
properly or may fail under some circumstances also cost of adding or changing the
requirement during the later stages of SDLC is Jegh. Thus, the process of requirement
engineering should be done properly so that a gpoality and reliable system can be

developed.

Once the security requirements are elicited andrifiged, if proper solutions fulfilling
security requirements are not identified, thenait ¢ead to an underdeveloped system with
unnecessary design constraints which makes theicapph vulnerable & exposed to
attackers during its operation. Attacks may takeaathge of publicly known but un patched
vulnerabilities, leading to memory corruption, exgen of arbitrary exploit scripts, remote
code execution, and buffer overflows. Software Havan be exploited to install spyware,
adware, and other malware on users' systems tmaticalormant until it is triggered to

execute [10]

The Design Phase of Security Engineering processibreceived sufficient standardization
and work in the recent past. Some recent work ithatmlogy for security policy definition

using the Zachman information systems architeckii¢ has been proposed .In fact, it is
widely recognized that most of the threats in meatld security infrastructure stems from
how we perform cryptographic operations on seca¢d,dalthough only a subset of security

threats relating to privacy, authentication, iniggand non-repudiation services would be



mitigated through the use of cryptography protocéls a consequence, the design details,
which normally take on a marginal role and seenyipgst affect performance, are of crucial
importance, as they could open door to many realdaaitacks in a number of nontrivial and
often unforeseen ways. Hence we must have a wilatkmethod or technique to find the
all possible relevant solutions that fulfills thatiee security requirement identified during

requirement gathering phase.

In the proposed framework we have used a backitr@@pproach which can be applied to
any security requirement eliciting process. We dickb track analysis from gathered
requirement up to assets identified and environngenstraints , and at each stage we do
elimination of identified solutions, hence at last are left with exact and accurate solutions

which when implemented covers all security requeets.

In the proposed framework, we are having two typlesolutions: conceptual solutions and
security services solution. Conceptual solutions &ke case shell over all security

requirements and security services delivers sgoavier information.

Therefore we aim to develop a well defined Framéwbat will have well articulated steps
for Security Design EngineeringMoreover this process should be coherent with the
conventional Software Engineering process so tlitieg security requirements & security

design become an integral part of system engingariia security engineering.

1.4 Proposed Work

In this thesis work, we propose a Framework fodifig solutions of gathered security
requirements highlighting the design phase, thatlies modeling of Security requirements

& threats, which are identified during the securgguirement elicitation stage.

Our proposed basically consist of four layers:



Gather Information Related to Use Case At this layer we will collect all the
information for particular use case along with thgsociated assets and threats,
identified during requirement elicitation phase. WWay also gather information about
common criteria related to use case, to refinesolution sets.

Identification of Environmental Constraints and Sysem Attributes: At this layer
we will identify all the environmental constraintslated to use case along with the
system attributed which are required to implemémt particular use case. These
constraints and attributes will act as a filteréfining our solution sets and thereby
more precise solution sets do we will get.

Refinement of Conceptual Solutions for Security Ragjrement Fulfillment : These
are some sets of solutions proposed by us, repnegetme concepts which when
implemented, will satisfy the corresponding segurgquirement. In this, we have
done the mapping of concepts to the security requents. These concepts covered
all the 12 security requirements proposed by Firdgf}. We have defined the
limited amount of conceptual solutions, but theagyraxist many more concepts.
Deriving Security Services and Mechanism: Based on the environmental
constraints and system attributes, we will derharnost appropriate security services

available and the mechanisms to implement them.

Hence at the end of all four steps we will have plate set of solutions, fulfilling the

gathered security requirements. The advantageing tisis approach for security engineering

helps in the identification of true security regurents & design guidelines. With true

security requirements have been identified, sysieally analyzed and specified the

architecture team can choose most appropriate isecsechanisms to implement them and

thus making the system under development to be efGogent, reliable and secure.



1.5 Thesis Statement and Outline

The aim of this dissertation is to provide the feavork that will design solutions covering all
identified security requirements. The approachsiédifor development of software systems
results in the systems that are less vulnerabht,aftective and secure. The rest of the thesis

is organized as follows.

Chapter 2: gives the overview of literature sureeysecurity requirements emphasizing on

elicitation techniques, requirement engineering etc

Chapter 3: explains the terminology conceptual tsmis and security services and

mechanisms

Chapter 4: explains in detail the proposed metladdsg with the terminologies introduced

by us, thereby focusing on various layers embeddpdoposed framework.

Chapter 5: explains the case study by taking asasly of ‘Online Purchasing System’.

Chapter 6: presents the conclusion and future scope

References.



Chapter 2 Security Requirement Engineering

It comes as no surprise that requirements engimgeésicritical to the success of any major
development project. Some studies have shown élg@inements engineering defects cost 10
to 200 times as much to correct once fielded thamey were detected during requirements
development [12, 13]. Other studies have shown ménabrking requirements, design, and
code defects on most software development proasts 40 to 50 percent of total project
effort , and the percentage of defects originatingng requirements engineering is estimated
at more than 50 percent. The total percentageapégrbudget due to requirements defects is
25 to 40 percent.

“Security Requirements is defined as a higvel requirement that gives detalil
specification of the system behavior that is unptadde such as all users’ application can
only access data for which they are propealythorized . They differ from safety
requirements which are domain specific and mortakl@ for control systems application.
They are also kwon as shall not requirements kauhat risks or threats”.

Following are the points to be noted regarding sgcrequirements:

e Security requirement are different from fuoofl requirements which are
derived from goals of system wheae security requirements are objective
resulting from threats on functionalityamnfidential data.

e Security requirements are related to non tfanal requirements such as
correctness, interoperability, feadiiletc. For example non functional
requirement such as correctnessmpglemented covers to some extent the
Integrity security requirement.

» Security requirements are also different fronhaectural constraint because

these constraints unnecessarily prewehitacture team from using efficient

10



mechanism to satisfy needed securityirements.

2.1 Assets and Threats

Assets are the reason threats exist; an adverggoglds to gain access to an asset. The
security team needs to identify which assetsl nieebe protected from an unauthorized
user. Assets can be either physical or abstrackemployee safety, company’s reputation

etc. Assets can interact with other assets @edause of this, they can act as a pass-

through point for an adversary.

2.1.1 Assets Identification and Prioritization

Assets are also identified along with thassociated risks. We followed the procedure
explained in [15] to identify and prioritizesets. As a first step, a brainstorming session is
conducted and all the valuable assets are listedit 8tep is to examine various existing
documents for other important assets. Once tladl assets are listed, the assets are
categorized and prioritized with respect t@usiy. To perform this, an asset is taken
and viewed from different perspectives i.estomer, administrator and attacker. From
each perspective, each asset gets assignedunaber indicating the importance of
confidentiality, integrity or availability for thissset. All the priorities of each asset are

added and the asset with lowest sum isea@rks highest priority asset.

2.1.2 Threats Identification

The second step, determining threats, is ioéytahe most challenging aspect of threat
modeling. After the previous steps have beempleted, it is time to think about the
specific threats to the system. Threats roagne from either inside or outside the

system—from authorized users or from unauteoriusers who masquerade as valid

11



users or find ways to bypass security mechani$im®gats can also come from human
errors. The goal of this step is to idgntihreats to the system using the infornmatio
gathered so far. A threat is the adversary’s gmalhat an adversary might try to do to a
system [27]. Sometimes a threat is also desciisdtie capability of an adversary to attack a
systemThe best method for threat enumeration is to $tegugh each of the system’s assets,
reviewing a list of attack goals for each asseseds and threats are closely correlated. A
threat cannot exist without a target asset. Thragstypically prevented by applying some
sort of protection to assets. The process of cting) threats to an asset involves creation of

adversary hypotheses.

2.1.3 Classification of all threats

The output of threat identification process is r@#h profile for a system, describing all
the potential attacks, each of which needs to ligated or accepted. In general, threats
can be classified into six classes based on tffectd27]:

« Spoofing refers to usage of someone elsagsdentials to gain access to
otherwise inaccessible assets. All the attacks hichvsomeone uses someone else
identity in the system come under this category.

« Tampering refers to concept of altering data to mi@an attack. All the attacks in
which someone changes some information without [®sion fall into this category.

* Repudiation occurs when a user denies performingaiion, but the target of the
action has no way to prove otherwise. All the &$am which someone denies a
transaction that was performed are mapped intoctitisgory. For example, someone
denying a purchase order after receiving the mewtisa and denying the payment is

classified as repudiation.

12



» Information disclosure refers to disclosure information to a user who does
not have permission to see it. All the attack which someone gets to see
information she has no right to access can beec@i@s information disclosure.

» Denial of service- Reducing the ability of valideus to access resources. All the
attacks in which someone breaks the system anceptreétyfrom working normally
and supplying the service it should fall into teEstegory. The fact that the system
does not work can serve for the interest of thack#r (or the one who sent
him).There a numerous ways to implement such aclatt

« Elevation of privilege occurs when an unpeged user gains privileged status.
All the attacks in which someone enhances theialsifies by raising their privileges
fall into this category. Example is when the at&acknanages to get administrative
rights.

When identifying a threat, it is helpful to think\aarious attacks in terms of the above
classificationOn the other hand, security threats are breachesrdidentiality,integrity, or
availability. Thus, threats could also be clasdifigy these properties. This classification is
useful in security requirements when decidmg a mitigation mechanism of a specific
threat. For example, unauthorized modification ataden route to component B from
component A poses a tampering threat which violdtesntegrity property. To mitigate this
threat, it might make sense to apply integrity natiem such as Secure Hashing Algorithm-

1 (SHA-1) on the data being transferred.

2.2 Types of Security Requirements

Different types of security requirements as proddseFiresmith [1] are as follows -
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2.2.1 Identification Requirement
Identification requirement specifies the extetwt which a CBS shall identify its
external environment. Examples —
« The main application shall identify all itslient applications, human users
before allowing them to use its capabilities.

« All persons should be identified before allowingnto enter.

2.2.2 Authentication Requirement
It is the security requirement that specifies tBBS should verify the identity of its externals.
The typical objective of this security requiremento ensure that externals are actually who
or what they claim to be. Examples —
» Application shall verify the identity of all of itssers before allowing them to do any
interaction (message, transaction) with the system.
* Before permitting the personnel to interact wittiadeenter there identities should be
verified.
2.2.3 Authorization Requirement
This security requirement specifies that only anticated externals can access specific
application capabilities or information only if thbave been explicitly authorized to do so by
the administrator of the application. Examples —
* The application shall allow the customerdiotain access to his/her account
information rather than of other customer.
» Application shall not allow intruders access theddrcard information of customers.

¢ Application shall not allow users to flood the gyt
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2.2.4 Immunity Requirement
An immunity requirement is any security regquient that specifies an application
shall protect itself from infection by unautized undesirable programs (e.g., computer
viruses, worms, and Trojans). Examples —
» Application shall protect itself from infectioby scanning data for viruses,
worms, Trojan, and other harmful programs
» Application shall delete or disinfect the file falito be infected.

» Application shall notify the user if it detects armful program.

2.2.5 Integrity Requirement
This security requirement specifies ensured its data does not get corrupted via
unauthorized creation, deletion, modification. Exées -
 The application shall prevent the unauthorizeorruption of emails that it
sends to customers.
* The application shall prevent the unauthorizedruption of data collected from
customers and other external users.
* The application shall prevent the unauthorizedruption of all communications

passing through networks.

2.2.6 Intrusion detection Requirements
This security requirement specifies that if an aygpion has been attacked by intruders then
that can be detected and recorded so that the etiratar can handle them. Examples —
e The application shall detect and record all attimah@ccesses that fail identification,
authentication, or authorization requirements.

* The application shall notify the security officdradl failed attempted accesses.
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2.2.7 Non repudiation requirements
This security requirement specifies that atypahould not deny after interacting (e.g.
message, transaction) with all or part of the axt8on. Examples

* The application shall make and store records ofdahewing information about each

order received from a customer and each invoiceteemcustomer:

* The contents of the order or invoice.

* The date and time that the order or invoice was sen

* The date and time that the order or invoice wasived.

e The identity of the customer.

2.2.8 Privacy Requirements
This security requirement specifies that #pplication should keep its data and
communications private from unauthorized individuahd programs. Examples —
* Anonymity Privacy: - The application shall not g@ny personal information about
the users.
« Communication Privacy: - The application shall albdw unauthorized individuals or
programs access to any communications.
« Data Storage Privacy: - The application shatl aiow unauthorized individuals

or programs access to any stored data.

2.2.9 Security Auditing Requirements

A security auditing requirement specifies that ppli@ation shall enable security personnel
to audit the status and use of its security mechnasi Examples —

The application shall collect, organize, sumimea and regularly report the status of

its security mechanisms including:
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+ |dentification, Authentication, and Authorization.
e Immunity
* Privacy

* Intrusion Detection

2.2.10 Survivability Requirements
The security requirement specifies that that giiegtion should work possibly in degraded
mode even if some destruction has been there iaghkcation.
Examples —
* The application shall not have a single point dtfa.

* The application shall continue to function evea data center is destroyed.

2.2.11 System Maintenance requirements
This requirement specifies that how the modifiaagican be done so that security fixes that
have been detected can be resolved. Examples —
« The application shall not violate its security reqments as a result of the upgrading
of a data, hardware, or software component.
« The application shall not violate its seguriequirements as a result of the

replacement of a data, hardware, or software coemgon

2.2.12 Physical protection requirements
A physical protection requirement is any secur@guirement that specifies the extent to
which an application or center shall protect itdedfn physical assault. The typical objectives

of physical protection requirements are to enshat &n application or center are protected
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against the physical damage, destruction, theftreptacement of hardware, software, or
personnel components due to vandalism, sabotagesrorism. Examples
* The data center shall protect its hardware comgsriesm physical damage,
destruction, theft, or surreptitious replacement.

* The data center shall protect its personnel froatigenjury, and kidnapping.

2.3 Security Requirement Elicitation Methods

Computer system security attacks are one¢hef most urgent problems facing IT
professionals today. There are various technigoreaddressing security requirements during
the early phases of Software Development Life CYS8IBLC). These includes attack trees
[28], abuse case [29], misuse case [30, 31], dgcuse case [32] etc. They specify
requirements using templates but these propo$akscoirrity requirements elicitation are not
embedded in conventional requirements engingeimnocess. Also they do not address
security requirements managements. We here presast of art techniques for addressing
security requirements that are used during they gdrases. The following list identifies
several methods that could be consideredefmiting security requirements. Some have
been developed specifically with security in mirdg(, misuse cases), whereas others have
been used for traditional requirements engineeend could potentially be extended to

security requirements.

2.3.1 Attack Trees

Attacks trees [28] are a way to represent ttezlas using the most widely used data
structure Trees. In this method the attackrapresented with the attacker goal as the
root node and the different ways of achievithtat goal as leaf nodes. Satisfying a

tree node represents either satisfying alvdea(AND) or satisfying a single leaf (OR).
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The value of attack tree analysis is derived frowva attributes associated with each of the

nodes.

2.3.2 Abuse Cases

Abuse case [29] is a specification of completeratBon between a system and one

or more actors, where the interaction canseabarm. A complete abuse case defines an
interaction between an actor and the system tlsattsein harm to a resource associated with
one of the actors, one of the stakeholders, osyistem itself. A further distinction we make
is that an abuse case should describe the abyseiidge used to complete the abuse case.
Clearly, any abuse can be accomplished hgirgp total control of the target machine
through modification of system software or firmwatduse cases can be described using the
same strategy as for use cases. We distinguistivthby keeping them separate and labeling
the diagrams. Abuse cases can be described igrgaime strategy as for use cases: use case
diagrams and use case descriptions. We do notnysspeecial symbols for abuse cases in
diagrams, that is, an abuse case diagram is draiintiee same symbols as a use case

diagram.

2.3.3 Misuse Cases

This approach is an extension of use-case diagramse case generally describes behavior

that the system entity owner wants the systempettorm while Misuse cases [30, 31]

apply the concept or behavior that the syseowner does not want to occur. Use
case diagrams are driven by goals of the systerasaiare driven by threats to the system.
Misuse cases for a system are shown on a singieagiathe only difference is that they use

inverted graphics to represent misuse case diagrams
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2.3.4 Security Use Cases

This approach by Firesmith [32] says that misusesare highly effective ways of analyzing
security threats but are inappropriate fog #Hnalysis and specification of security
requirements, Because the success criteria fosasmcase is a successful attack against an
application while the security use cases ifpaequirements that the application shall

successfully protect itself from its relevant séguhreats.

2.3.5 Common Criteria (CC) with use cases

This approach [33] specifies how standardshsas common criteria can be correlated

with use case diagrams. The purpose of corrglaise case and common criteria is to

handle security in IT products during the softmangineering process itself. For the Purpose

of correlating common criteria with use case diagrdhe approach makes it mandatory to

complete the actor profiles for each actovolved in the use case diagram. Actor

profile has seven fields consisting of nanpe, location, use case association and

weather or not the use case involves exchangimgterand secret information. After the use

case creator completes the actor profilessethector profiles are used to maps

vulnerable threats to the actor from a predefiretdéthreat categories.

This approach specifies how standards such as cononiteria can be correlated with use

case diagrams. The purpose of correlating usearabe€ommon criteria is to handle security

in IT products during the software engineering psxitself.

It has following steps:

» For the Purpose of correlating common criterithwise case diagrams the approach

makes it mandatory to complete the actor profitesefach actor involved in the use
case diagram.

* Actor profile has seven fields consisting of:
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* Its name
* Functionality
* Type of Actor that may be
= Human
= Corporative
= Autonomous
* Location
Local
Remote
» Use Case Association
* Read
= Write
= Read_write
= Ask
= Answer

= Ask_answer

» Weather or not the use case involves exchangingtp information
» Weather or not the use case involves secretrirdtion exchange.

» After the use case creator completes the actoilgspthese actor profiles are
used to maps vulnerable threats to the actor fropredefined set of threat
categories. As it has maintained threat reposigomywe can get threats by
completing the threat profile as shown in Table286w these threats are used to

find out the security requirements.
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2.3.6 Viewpoint Oriented Security Requirement Elidiation (VOSREP)

Here we would be describing the View point orientegtthod of eliciting security
requirements given by Dr. Daya Gupta [4]. The VO8R¥ocess defined is well embedded
in VORD process making security engineering a adifiapproach with requirement
engineering. Hence we can deal with security remuénts as we deal with other functional
and non —functional requirements. In the VOSRERcess we give the techniques to
elicit, analyze and manage security requiremieibe process VOSREP is based on
following observation:

* Implementation of Security mechanisms effectivaltigate threats which can be
considered as special kind of risk. Hence tteay be assessed and analyzed using
techniques from Risk assessment and risk analy4]s [

* In this VOSREP process Security requiremests driven from functionalities
and data which are accessed by user of the systeom way be internal or external
to the system.

» Non functional requirements to some extent avoalisgy threats or cover security
requirements.

e Security requirements are related to each othere¥o authorization requirements

require existence of both identification and autloation requirements.

2.4 Security Requirement Prioritization

Once you have identified a set of security requésts, you will usually want to prioritize
them. Due to time and budget constraints, it camlifficult to implement all requirements
that have been elicited for a system. Also, segcugatjuirements are often implemented in
stages, and prioritization can help to determineclwiones should be implemented first.

Many organizations pick the lowest cost requiremeéatimplement first, without regard to
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importance. Others pick the requirements that asest to implement, for example by
purchasing a COTS solution. These ad hoc approaukesot likely to achieve the security
goals of the organization or the project. A numtieprioritization methods have been found
to be useful in traditional requirements enginegand could potentially be used for security

requirements. Few of them are discussed below:

2.4.1 Binary Search Tree (BST)
Binary Search Tree is an algorithm that is typicaléed in a search for information and can
easily be scaled to be used in prioritizing mamyunreements [16]. The basic approach for

requirements is as follows, quoting from [16]:

1. Put all requirements in one pile.

2. Take one requirement and put it as root node.

3. Take another requirement and compare it to thermode.

4. If the requirement is less important than the nootde, compare it to the left child
node. If the requirement is more important thanrtiet node, compare it to the right
child node. If the node does not have any apprtpGaild nodes, insert the new
requirement as the new child node to the rightedt, depending on whether the
requirement is more or less important.

5. Repeat steps 3-4 until all requirements have beepared and inserted into the BST.

6. For presentation purposes, traverse through thieeeBST in order and put the
requirements in a list, with the least importarguieement at the end of the list and

the most important requirement at the start ofitie
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2.4.2 Numeral Assignment Technique

The Numeral Assignment Technique provides a scale ech requirement. Brackett
proposed dividing the requirements into three gsoupandatory, desirable, and unessential
[17]. Participants assign each requirement a nunoben scale of 1 to 5 to indicate its

importance [18]. The numbers carry the followingamiag:

1. does not matter (the customer does not need it)

2. not important (the customer would accept its absenc
3. rather important (the customer would appreciate it)

4. very important (the customer does not want to lbowit it)

5. mandatory (the customer cannot do without it)

The final ranking is the average of all particigmnénkings for each requirement.

2.4.3 Planning Game

The planning game is a feature of extreme prograngifii9] and is used with customers to
prioritize features based on stories. This is @&tian of the Numeral Assignment Technique,
where the customer distributes the requirementsthmee groups, “those without which the
system will not function,” “those that are less esd&al but provide significant business

value,” and “those that would be nice to have.”

2.4.4 100-Point Method

The 100-Point Method [20] is basically a voting ete of the type that is used in
brainstorming exercises. Each stakeholder is gii@d points that he or she can use for
voting in favor of the most important requiremenitee 100 points can be distributed in any
way that the stakeholder desires. For exampleheafet are four requirements that the
stakeholder views as equal priority, he or she main25 points on each. If there is one
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requirement that the stakeholder views as havirggasehing importance, he or she can put
100 points on that requirement. However, this tgpecheme only works for an initial vote.
If a second vote is taken, people are likely toistetbute their votes to get their favorites

moved up in the priority scheme.

2.4.5 Theory-W
Theory-W was initially developed at the UniversitfySouthern California in 1989 [21]. It is
also known as "Win-Win." An important point is thdt supports negotiation to solve

disagreements about requirements, so that eacthsialer has a "win." It has two principles:

1. Plan the flight and fly the plan.

2. ldentify and manage your risks.

The first principle seeks to build well-structungldns that meet predefined standards for easy
development, classification, and query. “Fly tharglensures that the progress follows the
original plan. The second principle, “Identify amdanage your risks,” involves risk

assessment and risk handling. It is used to girrdtakeholders’ “win-win” conditions from
infringement. In win-win negotiations, each usepwdd rank the requirements privately
before negotiations start. In the individual ramkprocess, the user considers whether there

are requirements that he or she is willing to gipeon, so that individual winning and losing

conditions are fully understood. Theory-W has fstaps:

1. Separate the people from the problem.
2. Focus on interests, not positions.
3. Invest options for mutual gain.

4. Insist on using objective criteria.
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2.4.6 Requirements Triage

Requirements Triage [22] is a multistep process ithdudes establishing relative priorities
for requirements, estimating resources necessasgtisfy each requirement, and selecting a
subset of requirements to optimize probability bé tproduct’'s success in the intended
market. This is clearly aimed at developers of vgafe products in the commercial
marketplace. Davis's more recent book [23] expaondsthe synergy between software
development and marketing; we recommend that yad reif you are considering this
approach. It is a unique approach that is worthemewng, although it clearly goes beyond

traditional requirements prioritization, consideyinusiness factors as well.

2.4.7 Wiegers' Method

This method relates directly to the value of eaduirement to a customer [24]. The priority
is calculated by dividing the value of a requirenby the sum of the costs and technical
risks associated with its implementation [24]. TWedue of a requirement is viewed as
depending on both the value provided by the clienthe customer and the penalty that
occurs if the requirement is missing. This mears tlevelopers should evaluate the cost of
the requirement and its implementation risks, adl we the penalty incurred if the

requirement is missing. Attributes are evaluate@ soale of 1 to 9.

2.4.8 Requirements Prioritization Framework
The requirements prioritization framework and issa@ciated tool [25, 26] includes both

elicitation and prioritization activities. This frework is intended to address the following:

» elicitation of stakeholders' business goals forgimect

+ rating the stakeholders using stakeholder profitel@ts
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« allowing the stakeholders to rate the importancthefrequirements and the business
goals using a fuzzy graphic rating scale

+ rating the requirements based on objective measure

« finding the dependencies between the requirememtlstering requirements so as
to prioritize them more effectively

« using risk analysis techniques to detect cliqguesrgrthe stakeholders, deviations
among the stakeholders for the subjective ratiagsl, the association between the

stakeholders’ inputs and the final ratings.

2.5 Conclusion

In this section, we have discussed the variousnigales regarding assets identification,
threats identification and prioritization, then discussed security requirement elicitation and
prioritization techniques. These all forms the fdation of our framework, and provides lot
of knowledge to understand the security importaace issues related to development of

information system.
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Chapter 3 Conceptual Solutions & Security Service

Systems are often developed without security indmirDften we ignore security because
either security policies are not available or i€res easier to postpone the security issues.
Ignoring the security issues is dangerous becdusanibe difficult to retrofit security in an
application. While an application’s design coulditially be more complicated by
incorporating security from the start, the desigh be cleaner than the result of integrating
security late in the development cycle. This omissof security concerns is primarily
because the application programmer is focusing marérying to learn the domain rather
than worrying about how to protect the system. dbeeloper is building prototypes and
learning what is needed to satisfy the needs oliffees. In these cases, security is usually
the last thing he or she needs or wants to woroptabWhen the time arrives to deploy these
systems, it quickly becomes apparent that addiogrig is much harder than just adding a
password protected login screen.

Firesmith [1] stated twelve different kinds of setyu requirements, which when
implemented in correct manner, provide a completaie system. It is generally observed
that we generally focuses on available securityices like integrity, confidentiality,
availability, authenticity, non repudiation. Butwie analyze deeply these security services
then we will observe that these services are ndficent to fulfill all the security
requirements stated by Firesmith [1].

Hence we introduce the new terminology called Cphead Solutions, which indicate the
concepts, which when applied to the informationteays will fulfill all the security
requirements stated by Firesmith [1].Thus alonghwite security services , if we apply

conceptual solutions in the system , we can gueeathte complete security.
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3.1 Conceptual Solutions

‘Conceptual Solutions’ is the term introduced by which refers to set of concepts which when
implemented, ensures the security of the infornmagigstem. The idea to introduce this term came
from Joseph [35] work. Initially we have found soowlection , mentioned below, which covers all
the 12 requirements stated by Firesmith [1] whiehh&ve mapped to security requirements stated by

Firesmith [1] thus covering security in all persipess . These are:

* Access Controls

» Access Points

e Behavioral Report
¢ Checkpoints

* ldentifiers

* Log reports

e Privileges

* Roles

* Restore Points

e Third Party Support
e Trapdoors

* Views

Access Control :

Access controlis a concept which enables an authority to conamdess to areas and
resources in a given physical facility or compuiased information system. Access control
is, in reality, an everyday phenomenon. A lock otaadoor is essentially a form of access

control. A PIN on an ATM system at a bank is anotheans of access control. The
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possession of access control is of prime importaviven persons seek to secure important,

confidential, or sensitive information and equipmen

Access Points:

This concept provides a security module and a wdgd into the system. With access point
concepts , control flow is simpler since everythingst go through a access points of
responsibility in order for access to be allowBde typical solution is to create a login screen
for collecting basic information about the userchsas username, password, and possibly

some configuration settings.

Behavioral Reports:

This concept identifies common communication pattegtween objects or user with system
and realize these patterns. Also we can keep trfhblkhavior of user with system so that we
may keep auditing user interaction with system eand verify authenticity of user. By doing

so, these concepts increase flexibility in carryaog communication.

Check Points:
These are the set of concepts that encapsulated sdes, policies etc. which verifies the
criteria’s to prove authenticity of user or systérhese sets of policies or rules may also be

used to verify the criteria’s to prove identitytbé system.

Identifiers:

This concept refers to the set of assets whiclold by user or interacting objects that acts as

identity of that object or user.
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Log Reports :

This concept refers to maintaining a file thatslisctions that have occurred. For example,
Web servers maintain log files listing every redqueade to the server. With log file analysis

tools, it's possible to get a good idea of whegtais are coming from, how often they

return, and how they navigate through a site.

Privileges:
This concept refers to set of advantage, immuwityright held as a prerogative of status or

rank, and exercised to the exclusion or detrimé&otiwers. Thus it ensures authorizations.

Roles:
This concept refers to the actions and activitissigmed to or required or expected of a

person or group. Thus on basis of roles we magagsivileges to different users.

Restore Points:

A restore point is a saved "snapshot” of a comfsutiata at a specific time. By creating a
restore point, you can save the state of the dpgralystem and your own data so that if
future changes cause a problem, you can restorgyitem and your data to the way it was
before the changes were made. When a restore ipagstablished, your computer creates a

backup copy of all data at that particular time.

Third Party Support:
This concept refers tohird party is often used to refer to a person or entity whoadt one
of two involved in some relationship, but may pd®/isome sort of functionality or support

indirectly to perform an activity between directlgmmunicating parties.
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Trapdoors:

This concept refers to an entrance or exit poimarininformation processing system which
circumvents the normal security measures. It isegaly a hidden program or an electronic
component which makes the protection system ingfiedf certain not documented orders

are placed to him. Moreover, the trap door is oftetivated by an event or a normal action.

A trap door can also be a hole of security in desyswhich was deliberately set up by the
creators or the people in charge of maintenance.pFimcipal interest of these trap doors is
not always harmful: certain operating systems,elommple, have accounts users with high
privileges intended to facilitate the work of th@intenance men. But in this case, they must

be documented.
Views:

This concept refers to the permission that letser see the metadata of the securable on
which the permission is granted. With the help lis tconcept , we can manage the

information and data privacy, thus delivering ségur

3.2 Security Services and Mechanisms

Information security means protecting information and information syste from
unauthorized access, use, disclosure, disruptiadlifioation, perusal, inspection, recording
or destruction The rapid growth and widespread use of electromita processing and
electronic business conducted through the Interaleing with numerous occurrences of
international terrorism, fueled the need for bettethods of protecting the computers and the

information they store, process and transmit.
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Security is an attribute of system thatvprdgs the system from revealing, changing
and denying of resource services and system irdtom in an illegal way. Generally three
aspects of security are: confidentiality, integi@yd availability of service of resources and
information. To achieve these aspects and ldpvea secure system, security services

and mechanisms should be considered. Below we tmrgioned some security services

that ensure security to information.
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Confidentiality

Confidentiality is the term used to prevent theclhisure of information to
unauthorized individuals or systems. For examplerealit card transaction on the
Internet requires the credit card number to bestratted from the buyer to the
merchant and from the merchant to a transactiocgsging network. The system
attempts to enforce confidentiality by encryptinget card number during
transmission, by limiting the places where it migippear (in databases, log files,
backups, printed receipts, and so on), and byicasty access to the places where it is
stored. If an unauthorized party obtains the carthlver in any way, a breach of
confidentiality has occurred. Confidentiality iscessary (but not sufficient) for

maintaining the privacy of the people whose perkmri@mation a system holds.

Integrity

In information security, integrity means that datmnot be modified undetectably.
Integrity is violated when a message is activelydified in transit. Information
security systems typically provide message intggrin addition to data

confidentiality.

Availability

For any information system to serve its purpose,ittiormation must be available
when it is needed. This means that the computistesys used to store and process
the information, the security controls used to @cbtit, and the communication
channels used to access it must be functioningectyr High availability systems

aim to remain available at all times, preventingviee disruptions due to power
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outages, hardware failures, and system upgradesiriag availability also involves

preventing denial-of-service attacks.

« Authenticity

In computing, e-Business and information secutitis inecessary to ensure that the
data, transactions, communications or documengstfehic or physical) are genuine.
It is also important for authenticity to validateat both parties involved are who they

claim they are.

* Non-repudiation
In law, non-repudiation implies one's intentiorfudill their obligations to a contract.
It also implies that one party of a transaction nmandeny having received a
transaction nor can the other party deny having aemmansaction. Electronic uses
technology such as digital signatures and encrggicestablish authenticity and non-

repudiation.

3.3 Conclusion

In this chapter we describe various terminologhest facts as foundation for understanding
the proposed framework. We also introduces the rggcservices which are related to
information security , which are not sufficient fudfill all security requirements stated by
Firesmith [1].Hence we introduced the term Concajp8olutions , covering various security

concepts.

35



Chapter 4 Back Tracking Framework

In the previous chapters, we have analyzed the oappes used to elicit security
requirements along with the terms and conceptss lobtmethods are available to elicit
security requirements, but less focus has been ipagkesigning solutions fulfilling these
security requirementsThe Design Phase of the SDLC represents a critica¢ for
identifying and preventing security flaws beforeytbhecome part of the software. . During
this phase in the software development efforthiggcts, designers, and security analysts
have an opportunity to ensure that requirements interpreted appropriately through a
security lens and that appropriate security Hedge is leveraged to give the software

structure and form in a way that minimizes seagursk.

4.1 Problem Statement

Firesmith [1], stated 12 different kinds of secuniequirements, which when implemented
with proper solutions ensures completely securévené. Lots of effort has been done to
ensure security in system, but these efforts mainlytain information security only, which
covers some requirements stated by Firesmith. Rements like Survivability requirement,
Physical Protection requirement, Security Auditimgquirements, Intruder Detection
requirements, System Maintenance requirement, InmtgnuRequirement are often not
considered as we consider solutions keeping egis@turity services in mind. Hence these
requirements are postponed for later stage of dpwsnt and after designing the complete
information system , we find that it is hard orfidifilt to embed the solutions of these left out

requirements and may cross budget and timelimapfemented.
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4.2 Back Tracking Framework
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Deriving Security Services And Mechani

Identification of Service Selection Of Mechanisms F

\\ Corresponding Servic/

Fiqure 2: Securitylmplementatio
Back Trackini
Framework i

Security Testin
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The framework consists of four different layersidaat each layer we are performing
activities as follows. We will display the actids happening at each layer with the help of
tool designed for this purpose.
1. Gather Information Related to Use Case:
At this layer, we are collecting different inforrmat gathered during requirement elicitation
phase. This layer basically consists of two steps:

« Identification of assets and their priorities.

+ |dentification of threats related to assets.

t® Security Requirement Modelling: By Krishna Chandra Soni

| Welcome | UseCase Information” | Environmental Constrairts & System Attributes | Conceptual Solutions | Securty Services & Mechanisms |
Enter Use Case Information Gathered
| Use Caze. | T | | i— Authentication -
: : L scutity {[¥] Authorization ! Prace This
Fole I e Bequirsm - |[¥] 1dentificati
? | Service Order equirsments - | ||v'| Identification Button To
R —— il Tty ot Refresh
b || To generate e-bill | - - = Foit
| Actor Type . 7 Denial Of Services 4|
SR || Avtonemous » | Threats: 1] Etevation Of Previlages
y =T :'_ EE h&d w - . . —
Location B B | Tdentif mmfmlanlnn Dhzclozure
| 1 St Repudiation M|
o H —rr i  —— i -
Szsociation | Writs v—l. |D A eonnt Details ~ Press This
Privats Exchangs = 1l Asests {[¥] Authentication Details |- Bation Lo
e B Yes v : ! L - Add
| | | Identified \[¥] Authorization Detail: — T
Secret Exchange Hves < | |[¥] BackUp System
' i \[¥] Databaze b
Use Case Information Entered {To Delete Information Select Fow First Then Press Delate Button)
| Use Case Details | Security Requirements Details | Threat Details | Asset Details |
i | UseCase | Requirsments _'_];
Update Stock | Intruder Detection ‘ Press This
B 5 |z, [ Buiton To
Update Stock | Privacy =y
- oy T - i Delete
L§ Update Stock | Survivability Tafarmation
| Mizke A New Order | Authentication il
Requirements Detals  Row 30 Column 1  Select the Row then press delete button to delete information

FigureGather Information Related to Use Case

At this stage , our aim is to collect all requirertseand retails related to particular use case.

In the tool designed, we are collect following regqments:
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Common Criteria’s:

* Actor Name: E.g. Specialist Doctor , Paramedics

» Use Case : E.g. Add Patients, Access Patient Repor

* Type: Direct, Indirect etc.

* Location : Local Or Remote

e Private Exchange : Yes or No

» Secret Exchange : Yes or No

» Association — read, write, ask, answer, retriet@es send, display, update etc.
Apart from this we are collecting the security negments identified during requirement
gathering phase, which includes 12 different kiotieequirements:

« Authentication Requirement

» Authorization Requirement

» |dentification Requirement

e Immunity Requirement

* Integrity Requirement

e Intruder Detection Requirement

¢ Non Repudiation Requirement

* Physical Protection Requirement

* Privacy Requirement

» Security Auditing Requirement

« Survivability Requirement

» System Maintenance Requirement
After requirements, we have gathered threats. R#étla@ gathering threats in detail we have
just gathered the classes to which they belong [27¢eneral, threats can be classified into
six classes based on their effect [27]:
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» Spoofing

e Tampering

* Repudiation

* Information disclosure

» Denial of service

* Elevation of privilege
Then we will identify the assets involved in thaewcase like login information, web server
etc.We can also do prioritization and can gathethér details for more refinement. Larger
the details better will be the refinement of sa@ns and hence more compact and effective

solutions we will have at last, fulfilling all sedty requirements gathered.

2. ldentification Of Environmental Constraints And System Attributes:
For a particular use case , before implementatibis required that we should keep in mind
all the environmental constraints where the use vali be implemented and the system
attributes over which we will implement use caseifarly , the security of the use case also
depends on the environmental constraints and systignibuted. Hence while designing
security, one should keep in mind all the gathextstraints and attributes.
Environmental constraints may include attributks:li

» Coverage Area, whether LAN, WAN or Internet.

* Communication Channel like public channel or pevelhannel

» Interface type via which user will interact witheusase like hardware or software.

* Information state like storing, transmission orgassing.

» User Type whether human or autonomous.
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EBl Security Requirement Modelling: By Krishna Chandra Soni

Select The Use Case |Update Stock v
Press This
7 ; Button To
Sclect Envirommmental Constraints Sclect System Attributes Fefrezh
= = . Form
Coverage Area [!.memet % ! Cache Size (ME) !__1 z |
. Communication Channal .. Private VI MNos Of CPU !_1 v!
e ; e e | B - — .
Iute:ﬁoeTjrpe .|Smm“a.re w || || Operating System li“-ind;_,“.-s o g;;zg‘?:
| ‘Information State |Prcs:ess1'.ng | RAM Size (MEB) 000 v| Add
e i : | ! Information
et i |_-‘kurtmomt>us ¥ Processing Speed(GHz) 1I 2 |

Environmental Constraints And Svstem Attributes Entered (To Dalate Information Sslect Row Than Prass Delate Butten)

;-Em'imﬂmmtal Constraints Details | System Attributes Details |

UszeCasz CacheSize
g | fake A New Or.. |3
Servies Orders 4
| Online Payment [4
a2 ol

NosOfCFU

(3]

(3]

OperatingSystami | RANSizs &
[ windows [ 500 = Press Thizs
= s = Butten To
windows _ li}l}ﬂ _ Delets
| windows [ 1000 Information
= et Ay ; x
| ¥

SystemAttributes Details  Row 1 Columm 1 Select the Row then press delete button to delete information

Figure 4: Identificatiof Environmental Constraints and System Attributes

System attributes may contain the properties otesysover which use case will be

implemented like RAM, cache memory, number of cpuisocessing speed etc.

3. Refinement of Conceptual Solutions for SecuritiRequirements Fulfillment

While proposing the framework, we have mapped tifeerdnt conceptual solutions

mentioned in chapter 3 on the basis of literaturd @ternet survey’s, with the security

requirements, stated by Firesmiths [1].

Security Requirements

o@ceptual Solutions

Authentication Requirement

* Behavioral Report
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Identifiers
Third Party Support
Check Points

Authorization Requirement

o O O o

Access Points
Privileges
Roles

Views

Identification Requirement

Access Points
Identifiers

Third Party Support

Immunity Requirement

O O O O o o

Access Controls
Behavioral Report
Identifiers

Log Reports
Privileges

Restore Points

Integrity Requirement

Access Controls

Restore Points

Intruder Detection Requirement

Behavior Report
Identifiers

Privileges

Non Repudiation Requirement

Log Reports
Sessionization

Third Party Support

Physical Protection Requirement

Access Controls
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o Trap Doors

Privacy Requirement » Access Controls
* Roles

* Sessionization

* Views
Security Auditing Requirement o Log Reports

o Privileges

0 Roles
Survivability Requirement » Behavioral Report

* Restore Points

e Trap Doors

System Maintenance Requirement o Privileges

o0 Roles

Table 1: Mapping of SecufRequirements with Conceptual Solutions
The mapping done above is high level analysis latiomship between security requirements
and conceptual solutions. This can be further eefiby considering the other details related
to use case. For example, we have found that acylart use case like ‘login account’
requires identification requirement, for which wavk conceptual solutions that include
access controls, identifiers, and third party. Buwve look at details then we will find that
assets associated with it is user login informatibence we can refine our conceptual
solutions to identifiers and access controls. Smash we will go in detail of any use case,

we will get more refined conceptual solutions fiiffg all associated security requirements.

43




Security Reguirement Modelling: By Krishna Chandra Soni

| Weloome || UseCase Infomation” | Environmental Constraints & Systen Aftibutes | Conceptual Solutions | Sequrty Servioes & Mechanism |

Select The Use Case | Login Account | [ Press Button To Cortinue ] [ Refresh ]

On the basis of Security Requirements satered by user_the most appropriate
Conceptual solutions for corresponding Security Requirement fullfilment are
identified below. Select theSecurity Requirement to view the identified

Security Requirements Entered Conceptual Solutions Identified
[ Requiremerits Sohtions
.Ident'rﬂcation . Identifiers
* . . Third Party Support
Check Points

Conceptual Soluzions  Details R 1 Calumn i

Figure 5: Conceptual solutiatentified corresponding to security requirements
4. Deriving Security Services and Mechanisms:
On the basis of the threats identified during teeusity requirement gathering phase, we
have mapped the threats to information with relesacurity services. In this layer, we are
performing two different tasks:
» Identification of relevant security services cop@sding to threats identified.
« Then we are finding the appropriate mechanism tplement that service, on the
basis of environmental constraints and systenbates. The more detail will provide
us with the most suitable security mechanism.

We have mapped the threats with the relevant sgasivices.
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Threats Qeity Services
Denial Of Services Avalilability Security Services
Elevation Of Privileges Authorization Security Sees
Information Disclosure Confidentiality Security Services
Repudiation Non Repudiation Security Services
Spoofing Authentication Security Services
Tempering Integrity Security Services

TableN2apping of Threats with Security Services

Threats considered are grouped into classes basteio effect [27]:

* Spoofing

* Tampering

* Repudiation

* Information disclosure

* Denial of service

« Elevation of privilege
After identifying the relevant security serviceswnits time to map the security mechanisms
that well implements the identified security seedc For this we have to consider all the
environmental constraints and system attributes lzagbd on that we have framed rules
which will provide us with more precise securityahanisms.. In the tool designed by us, we
have framed 576 different kinds of rules by considgethe threats, coverage area, user type

and interface type as a criteria of selection.
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tE Security Requirement Modelling: By Krishna Chandra Soni

| -"."u'ei.cnme-f' Ll-s'éclase.il;l’r.'ﬁrrna{ic;i'u: ii-iinw.r.onme;dé-l.éane;t.mi.r'rts: &System .;'-"-d'.[l.'iIJLl‘ltES f'-(fonceétuéiusgll-_rfilons | Securty Services & Mechanisms
Select the Use Case |C*"‘35"fE profile hal [Press Button Te Cortinue l [ Refrash
On the basis of Threats entered by nser following Security Services
were identified Click on the threats entered to view the appropriate
Threats CoverageArea Interfface Type UserType i
3 Denial Of Services Intemet | Software Human =
| Elevation Of Previlages | Intemet | Software Human I
| Information Disclosure : Intemet | Software Human
i | == = b
Services Mechanisms
[ 3 Pvailability Securty Services | Blackholing Cleaning Pipes, Firewalls Rule Based...
*
Security Services And Mechanisms Row 1 Column 1

Figure 6: ldentification of security sees and corresponding mechanisms based on rules

Following are security mechanisms for correspongicurity services:

Security Services Security Mechanisms

Authentication Security Services Password mechanism

» Biometric Devices (e.g.: fingerprint reader etc)
» Paraphrases mechanism

* Smartcards

* Tokens

* Symmetric key infrastructure

* Public Key Infrastructures

Authorization Security Services 0 Reviews Of Logs
o0 Update Patches
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0 Use Paraphrases (e.g.: Strong Passwords)

0 Policy based Routers & Firewalls

Avalilability Security Services

» Data Redundancy

* Fault Tolerant Mechanisms

* Firewalls

e Intruder Prevention System

» Cleaning Pipes

* Firewalls,

* Rule Based Router & Switches
» Black holing

» Sinking

Confidentiality Security Services

DES
AES
Triple DES
RSA
IDEA

O O O O O

Integrity Security Services

Hashing

» Data Redundancy

 Hamming Codes

* Checksums

» Hashing Algorithms(MD5, SHA1)
* CRC Checksums

Non Repudiation Security Services

Transaction Logs

Digital Signatures(Elgamal)
Digital Signatures Standards
Trusted Third Parties

o O o o

Table 3: Security imagisms corresponding to security services
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We can further refine the identified security medbms based on environmental constraints
and system attributes. E.g. for authentication igigcservices we may have following rule:
IF
{
(USERTYPE =“HUMAN") AND (INTERFACE =“H ARDWARE”") AND

(COMMUNICATION CHANNEL TYPE = “PUBLIC")

THEN

SECURITY MECHANISMS = {"BIOMETRIC DEVICES” OR “ SMART CARDS”

OR

“TOKENS”

(USERTYPE = “AUTONOMOUS”) AND (INTERFACE = “SOFTWARE")

AND (COMMUNICATION CHANNEL TYPE = “PUBLIC")

THEN

SECURITY MECHANISMS = {"PUBLIC KEY INFRASTRUCTURE " OR

“PASSWORDS”
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Thus the more details of environment constraints system attributes do we will add, the
more refined will be our solutions. Hence at thel ef this layer we will get all security
mechanisms covering all set of threats. And inetheé of whole procedure we will get sets of

conceptual solutions and security mechanisms coygeli sets of security requirements.

4.3 Why named it “Back tracking”?

We described the whole framework, but what is tigaiBcance of word “Back Tracking”
associated with proposed framework? If we analieeproposed framework in depth we will
find that we are doing the whole analysis and figdihe solutions for identified security
requirements in the direction which is reverse led any methods used to elicit security
requirements. The refinements of solutions are daneach step that is required to elicit
security requirements. Let’s look in depth.

To elicit security requirements, use analyze use dast, then we identify assets, then we
identify threats then finally we identify securitgquirements. It's a general strategy that is
used in security requirement elicitation methodwiNmalyze our proposed framework. What
we are doing is that we are moving from large gemapped solutions to corresponding
security requirements and threats towards refiredo$ solutions. We are ruling out or
eliminating our solutions based on the criterialee lasset identified, threat identified,
environmental constraints. And if we notice then wél observe that these things
(environmental constraints, system attributes,edt assets, threats) are identified in
sequence (in general) before identifying any seégcueiquirements. Now what we did is that ,
we first map all possible solutions to correspogdéecurity requirements, then we refined
our solutions by mapping threats to information security services and finding security

mechanisms, then we are further
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<

Criteria
associate
with
Use Cas

<

Identification
of Asset:

<

Identification
of Threat:

» Refinement of Conceptu
Solutions on Basis of Criteri;

» Refinement of Securit
Mechanism's on Basis
Criteria's

» Refinement of Conceptu
Solutions on Basis of Asse
Identified

» Refinement of Securit

Mechanisms on Basis of Ass:
Identified

<

Security
Requirement

<

+ Refinement of Securit
Mechanisms on Basis (
Threats

—row OZ" 2" T1m2=a

» Conceptual Solutions All Possik
Solutions

e Security Mechanisms All Possit
Solutions

Figure 7.Back tracking oGeneralSecurity Requirement Gathering Approdor Refining Solution’s

refining our solutions on basis of criteria, then basis of assets , then on basis

environmental constraints and system attributess e can see that we are traversin

backward direction to refine our solution sets cong all security service in all

perspectives. Hence we named it as Backtrackingpapp
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4.4 Conclusion

The proposed framework covers all the 12 differkimds of security requirements as
proposed by Firesmith [1]. Also provides more psecand minimum sets of solutions
covering each aspect, based on details providestelily ensuring the complete secure

software.
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Chapter 5 Case Study: Online Purchasing System

In this chapter we will do a case study of “Onliderchasing System”, in which an order is
made on behalf of customer. An order consists ofilber of items in the stock. The system
should keep track of stock level of each item. Onder is either pending or serviced. An
invoice is made at the time of servicing the oraléer online payment. The sale clerk is one

authorized to view details, to maintain inventongldo serve orders.

Make A New Order |
Edit Order
s, wincludes

W
L"\
.
Service Order 15
“
: .
e ainclude,
J! -1\
I' 5
i \

X

Customer

5

Update Stock

e

X

Sales Clerk i %

N %

Generate An Invoice {
4 Cnline Payment

Figure 8: Usas€ diagram for online purchasing system
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1. Use Case: Make A New Order and Edit Orders

Step 1: Gathering Use Case Information

'L’]E—r' Security Requirement Modelling:

g: By Krishna Chandra Soni

Enter Use Case Information Gathered
I|M;,],u3 A Naw Order | LA Idmt'iﬁ.mtion Al I
= Immm_ub" G Prass This
|C1Jsh:|cmar | - Eequirements [ Integrity ! Button Te
FF Intruder Detection el Bafrach
JTG malee Order | - : -| Fons
F = : : [] Information Dizclosure o
|H1.tmzm ¥ Threats. 1\[[] Repudiation
|Rmmte ,v-| Ldeniihe M| Spoofing il
| |:| Tempeting oo
i = —=
Fead Wrily i
.| _Write \_f| - ] Feedback Information | i
I.’\I = s3pts ||:| Help Documentation s
= v|| Tdenfified I Personal Details | .
- = LR, j B
!|Nﬂ e | Webzerver b
Use Case Information Entered (To Delete Information Select Row First Then Press Delete Button)
Use Case Details | Security Requirements Dletaite | | Threat Details | [ Asset Details |
| UseCasze Rote | Fonctionalify ActorType | Location
#* , : | : Preszs This
Bufton To
Delete
Information
s ]
UseCaselnfo Detals  Row 1 Column 1 Select the Row then press delete button to delete information

Figure 9: Gathering Use Case Information along Wittmmon Criteria for make a new order

Assets Threats SeguRequirements

Database Elevation Of Privileges Authentication

Query - Identification
Spoofing "

Web server Immunity

Personal Details Intruder Detection

Help Documentation Survivability

Table 4: Assets, Threats, securéguRrement Details for Male a New Order
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Step 2: Gathering Of Environmental Constraints andSystem Attributes:

) Security Reqguirement Modelling: By Krishna Chandra Soni [:] 3 :
. = T S— _ .
| Welcome | UseCase Information” | Environmental Constraints & System Attibutes | Conceptual Solutions | Securty Services & Mecharisms |

ect The Use Case [ Make A New Order vl
i Press This
y : Button To
Select Environmental Constraints Select System Attributes Rafrash
= - Y s - Form
ﬁumm !|1TJIHIL3L v| MMW} i3 = |
Commaai Gt [ T
mw |Soﬁ“a.te I Mﬁm .:-.“rjﬂdo“rg ._ ._I Press This
A — S ! — L Butten To
Information State I|Transn‘tisst0ﬂ. BAM Size (ME) sl Add
S ; . = Information

Environmental Constraints And System Attributes Entered (To Delst= Information Setect Row Then Preze Delete Button)

Environmental Constraints Details | System Attributes Details |

UseCaze CoverageAres Channel InterfaceType InformationSt
% | i ' i Press This
Button To

Delata
Information

EnviomentslConstraints  Detals  Row 1 Columm 1 Select the Row then press delete button to delete information
Figure 10: Environmental Constraints and SystemilAttes for Make a New Order

Environmental Constraints System Attributes
Coverage Area | Internet Cache (MB) 3 MB
Channel Public Nos. Of CPU 2
Interface Software Operating System Windows
Info. State Transmission RAM Size 500 MB
User Type Human Processing Speed 3 GHz

Table 5: Environmental Constraints and &yséttributes Details for Male a New Order
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Step 3: Conceptual Solutions

(8 Security Requirement kodelling: By Krishna Chandra Soni

;"ia;la;Fgl-nnrne_ii- llzaCase Irrf-nrrna‘iinn:_: Frwirenmartal Canstreita & _;:_i};gfern Jr—— : Conceptual Solutions  Sae |ri1'y-_.c-;p: R 1 |

Select The USEC&SE I_l'x-'iake A New Order e | [ Press Sutton To Cortinue l [ Refresh

On the bass of Security Requrements entered by user.the most appropriate.
Conceptud sohtions for corresponding Security Requirement fullfilvent are
identfi below: Select theSecuriy Reguirement o view the idenified

Conceptual Solution : '

Security R=quirements Entered Conzeptual Solutions Icentified
Requirements f Solutions
[ j |dentificatin ldentifiers
|IT|I11LIr'|I‘t‘)" B - Third Party Support
Irrtruder-D-stection Check Puaints
survivabiliy . Ly
#* w

Conceptual Solutions:  Details  Row 1 Golumn 1

Figure 11: Conceptual Solutions for CorrespogdGecurity Requirements of Make a New Order

Security Requirements Conceptual Solutions

Authentication » Behavioral Reports
* |dentifiers

» Third party Support
» Check Points

Identification o0 Access Points
o Identifiers
0 Third Party Support

Immunity * Access Controls

* Behavioral Reports
» Restore Points
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» Identifiers
* Log Reports
* Privileges

Intruder Detection o Behavioral Reports
o Identifiers
o Privileges

Survivability « Behavioral Reports
* Restore Points
* Trap Doors

Table 6: Conceptual Solutions for CorrespondingugcRequirements Details For Male New Order

Step 4: Deriving Security Services and Mechanisms:

& Security Reguirement Modelling: By Krishna Chandra Soni

;"ﬁe-llcome UseCase Information” | Envirormertal Constrairts & System Attributes | Conceptual Solutions | Security Services & Mechanisms

Sdﬁ:\d‘ﬂ}e Use C&SE’ éMEkE A New Crder R : [ Press Button To Continue ] [ Refrash

On the basis of Threats entered by user following Security Services
were identified. Click on tbﬁ threats en!@'ed to view the approprizte

Coveragefrea Interface Type. UserType
|
. Spoofing Intemet .Soﬁware . Human
* T
: Services Mechanisms
4 Authorization Security Services I Policy based Rolters & Firewalls Server Security
*

Security Services And Mecharisms Row 1 Column 1 :
Figure 12: Deriving Security Requiremegutsl Relevant Mechanisms for Make a New Order
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Threats Security Services Security MBanisms

Elevation Of Authorization * Policy based Routers
o * Policy Based Firewalls
Privileges » Server Security Software’s

» Update Patches
» Use Paraphrases (e.g.: Strang
Passwords)

Password Mechanisms
Paraphrase Mechanism
Public Key Infrastructures
Symmetric key infrastructure

Spoofing Authentication

O O 0O

Table 7: Deriving Security Requirements and Reletechanisms Details for Make a New Order

2. Use Case: Service Orders

Step 1: Gathering Use Case Information

o

E® Security Requirement Modelling: By Krishna Chandra Soni

| Welcome I UseCase Information” | Environmental Constraints & System Attributes | Conceptual Selutions | Security Services & Mechanisms |

Enter Use Case Information Gathered

= — i T . |.
Uss Case || Service Orders | {1 Privatry =
o —. '! mﬂ-}t - |I:I Security Auditing | Press This
e || sates Cleric || | Requirements | Survivability | | ButtenTo
—— = E| Svstem Niaintainance. [l Fefresh
mekty I_|To sarve Order | 1 | e——— -| F(Jﬂ:l
== P Tope = = | : Information Disclosurs & |||
Gt || Human v| | Thmats [] Repudiation
Location ETR . |_ Identified |[#] Spoofing =
(R oo = 0] Temperine [l
Fr e L e :
_|.—‘\n5ma__-fksk v-.| | ] Feedback Information ~l Press This
PialoEmiange | = = || Rasets [ Help Documentation B“:"é:f"
. : == it | Tdentified |[] Personat Details S
e B - = i ||:| : Information
/&SEE__ E‘- -E.Hm. o . MNo b | I I Webterver

Use Case Information Entered  (To Datete Information Sslect Row First Then Prass Delete Button)

Use Case Details | Security Requitements Details | Threat Details | Asset Details |

; ElzeCaze Fole Functionality ActorType Location
» él\-izke A New Or... | Customer ;Ta- make Order IHumzm ERemoLe Press This
i S e Eel M S A ) e i B B A gkl - Bastton To

Delete
Information

= |

UseCasslnfo  Details Row 1 Colurnn 1 Select the Row then press delete button to delete information

Figure 13: Gathering Use Case Information along with Common Criteria for Service Order
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Assets

Threats

SeguRequirements

Authentication Details Elevation Of Privileges Authentication
Authorization Details Information disclosure Auth(.)rlzapon
Database : Identification
Query Spoofing Immunity
Web server Tempering Intruder Detection
Privacy
Survivability
System Maintenance

Table 8: Gathering Assets, Threats, Requiremengslsiéor Service Order

Step 2: Gathering Of Environmental Constraints andSystem Attributes:

BBl Security Requirement Modelling: By Krishna Chandra Soni

| Welcome | UseCase Information” | Enviranmental Constraints & System Attributes | Conceptual Solutions | Securty Services & Mechanisms |

Select The Use Case Service Orders e |
Press This
: : Button To
Select Environmental Constraints Select System Attributes Refresh
— § Form
Coversge s == L [oxteszam [ 2
| Communication Channeal I|Privale “"’l | Mos OF CPLI '|: i
= ! g —————
Interface Type. E{m«aﬂ || | Operating System e B Press This
e e—— i = |— Button Ta
Luformiation State |Process1'ng s || | RAM Size (ME) 1000 = | Add
b b 2 | | Information
User Type Fiomman v|| | ProsessingSpestGHD 3|

Environmental Constraints And System Attributes Entered (To Delete Information Sslact Row Then Press Delste Button)

.Eﬁmmtaltoﬂstrai:-lgfhtaﬂ& | System Attributes Details :

| UseCase CoverageAtea Channel InterfaceType Information’

P |Dake A New Or.. |Internet | Public Softwars | Transmission Press This
- — i - = : Butten To
{ Make A New Or.. | Internet Public | Software | Tranzmission Dislete

* Information

ErwiromentalConstraints  Details  Row 1 Column 1 Select the Row then press delete button to delete information
Figure 14: Environmental Constraints and SystemilAttes for Service Order
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Environmental Constraints System Attributes

Coverage Area | Internet Cache (MB) 4 MB
Channel Private Nos. Of CPU 2

Interface Software Operating System Windows
Info. State Processing RAM Size 1000 MB
User Type Human Processing Speed 3 GHz

Table 9: Environmental Constraints and System utas details for Service Order

Step 3: Conceptual Solutions

8 Security Requirement Modelling By Krishna Chandra Soni

Welcome UseCase Information” | Enwronmental Constrairts &System Attributes | CUI"CEDtU3| Solutions | Secunt}r Services & Mechamsms

Select The Use Case iSewice Orders v: | Press Button To Cortinue ] [ Refrash

On the basis of Security Requirements entered by user the most appropriate
Conceptual solutions for corresponding Security Rﬂqmemm fullfilment are
identified below. Sd&ct‘lheSamIﬂy Requirement to view the identified

_ Solution -
Security Requirements Entered Conceptual Sohttions Identified
| Requirements e Solutions
| Authaorization [I= ldentifiers
ldentification . Third Party Support
Immunity b | Checl: Pairts
Intruder Detection
Privacy %

 Conceptual Solutions Details Row 1 Column 1

Figure 15: Conceptual Solutions for @sponding Security Requirements for Service Order
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Security Requirements

Conceptual Solutions

Authentication

Behavioral Reports
Identifiers

Third party Support
Check Points

Authorization

Access Points
Privileges
Roles

Views

Identification

Access Points
Identifiers
Third Party Support

Immunity

©O O O O O O

Access Controls
Behavioral Reports
Restore Points
Identifiers

Log Reports
Privileges

Intruder Detection

Behavioral Reports
Identifiers
Privileges

Privacy

o O O O

Access Controls
Roles
Sessionization
Views

Survivability

Behavioral Reports
Restore Points
Trap Doors
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System Maintenance o Privileges

0 Roles

Table 10: Conceptual Solutions for Correspondingu8iy Requirements for Service Order

Step 4: Deriving Security Services and Mechanisms:

EB| Security Requirement Modelling: By Krishna Chandra Soni

i _.h‘l_n'elcome' -U-séb:a_se--lﬁf-an'ﬁat-i.bn'- I -E-m-r-i.mnmenf:‘:il- Constlalntsé:SystemP«i‘tnbutes E:-J-ncep{l.-lai"ééli.r-ti.ansl Security Services & Mechanisms i
Select the Use Case | Servies Orders V| [ Press Button To Cortinue l [ Refresh
]
On the basis of Threats entered by user following Security Services
were identified Click on the threats entered to view the appropriate
security mechanisms.
Threats Coveragefrea Interface Type UserType Gy,
4 | Elevation Of Previiages
Information Disclosure Intemet ;Saﬂware | Human =5
| Spoofing | Intemet | Scftware Humar |
! = PP gLl
| Services Mechanisms
k Authorization-Secunty Services Policy based Routers & Firewalls, Server Security ...
5 I |
Security Services And Mechanisms  Details Row 1 Column 1

Figure 16: Deriving Security Reégments and Relevant Mechanisms for Service Order

Threats Security Services Security Mbaanisms
Elevation Of| Authorization * Policy based Routers
Privileges « Policy Based Firewalls

e Server Security Software’s

* Update Patches

e Use Paraphrases (e.g.: Strong
Passwords)
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Information Confidentiality o Triple DES

Disclosure 0 RSA
o IDEA
Spoofing Authentication * Password Mechanisms

» Paraphrase Mechanism
* Public Key Infrastructures
e Symmetric key infrastructure

Tempering Integrity o Hashing Algorithms(MD5, SHA1L)
Hamming Codes
0 CRC Checksums

(@]

Tablell: Deriving Security Requirements and Releiarhanisms Details for Service Order

3. Use Case: Online Payment

Step 1: Gathering Use Case Information

Security Reguirement Modelling: By Krishna Chandra 5Soni

{Welcome_! UseCase Information™ i Environmental Constraints & System Attibutes | Conceptual Solutions | Securty Services & Mechanisms |

Enter Use Case Information Gathered

Use Case W Ontine Paymoent | _ i’ Identification =
i Rols = - Sscurity {3 Immm_"'lw = Press This
ole || Customer | Requirements : Integrity Button To
e = | |[¥] Intruder Datection || Befrezh
Functionality Online Billing | o s = Form
| - = a I[[] Denial OF Sarvices ~
o || Human > | Threats \[] Etevation Of Previlases —
_:-l- - Tdentifisd ! Information Disclosure —
j Froniz > | [7] Repudiation v
Association I = = = —_— ] 5
: e s ) I B |Pewme
[Pt | 31 | Az [7] Authentication Details P
- i res ™ | Identifisd @] Autherization Details — e
| Secret Exchange = = | | |[#] BackUp System M
: 1 |[] Databasze o |

Use Case Information Entered {To Delete Information Select Foow First Then Presz Delete Button)

Use Case Details | Security Requirsments Details | Threat Details | Asset Details |

| UseCaze Raole Funectionality ActorType Location ‘_"!

I Ddake A MNew Cr.. Customer To make Order Human Remots ]

¢ Service Ohrders | Sales Clark | To sarve Order | Human Remaote =1

| Miakee A4 New Or.. | Customer | To maks Order Human | Remote : |

5 il | > |

UseCaselnfo  Details Raow 2 Colurn 1 Select the Row then press delete button to delete information
Figure 17: Gathering Use Case Information alon¢p Wibmmon Criteria for Online Payment
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Assets

Threats

SeguRequirements

Account Details Elevation Of Privileges Authentication

Authentication Details . _ — Authorization

Authorization Details Information Disclosure Identification

Backup system Repudiation Immunity

Database -

Query Spoofing Integrity

Web server Intruder Detection
Tempering .

Personal Details P”VE}CY _

Help Documentation Survivability

Table 12: Use Caderimation details for Online Payment

Step 2: Gathering Of Environmental Constraints andSystem Attributes:

EEl Security Requirement Modelling: By Krishna Chandra Soni

| ;l'-l.u'e_lcnme-if UseCase -Irlfcrrmatlo_n:| Environmental Constrairts & System Attributes IEDI‘ICE;{U;S-;]I:&}DHF: :i-éecu_ri’ry Services & I"J;Iechai';i.sms-ﬁ

Select The Use Case {Orline Payment W |
Press This
: : Button To
Select Environmental Constraints Select System Attributes Refresh
= - o . " Form
%W e :|lﬂtmel v.i | C&che&:z;é (MB) i=1 L% | I
Communication Channzl I|P:ivate i | Nos OFCPU ':: = |
Interface Type '-'_“,:_—'; T ' = :
= .|50.t\\a.re i | SepEmEing SYsiem Iiwindems v_| gfti;r?'ll}:
Information Stats _|Pr:s-:essing v.|: -RAM, AT SUEJBL"'.{B j | 1000 v Add
L = — = I =) Information

Environmental Constraints And Svstem Attributes Entered (To Delets Information Sstect Eow Then Brass Delete Button)

| Environmental Constraints Details | System Attributes Details

| UseCaze Cachelize MosOfCPU OperatingSystem | RAMSize &

J Make A New Or. |3 2 | windows 50H) Press This
[ B T = Butten To
btz S 6 12 s L Delete
. Onlinz Payment |4 [2 {windows 1000 W Information

= ! 2 ! ! ! | v

£ il | i

Sljstem.ﬁﬂri'bubes Detals  How 1 Column 1 Select the Row then press delete button to delete information

Figure 18: Environmental Constraints and SystermilAttes for Online Payment
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Environmental Constraints System Attributes

Coverage Area | Internet Cache (MB) 4 MB
Channel Private Nos. Of CPU 2

Interface Software Operating System Windows
Info. State Processing RAM Size 1000 MB
User Type Human Processing Speed 3 GHz

Table 13: Environmental Constraints and SystenilAttes details for online payment

Step 3: Conceptual Solutions

FEl Security Requirement Modelling: By Krishna Chandra Soni

| Welcome | UseCase Information” | Envirormental Constraints & System Attributes | Conceptual Solutions | Securty Services & Mechanisms |

Select TheUseCasc EOHIIH—EPEI\TH&FK VI [; Press Button Tao Continue ] [ Refrash

Conceptual solutions for cotresponding Security Requirement fullfilment are
identified below. Select theSecurity Requirement to view the identified

Conceptual Sohution :
Security Requirements Entered Conceptual Solutions Tdentified
Requiremerts i Solutions
4 | AL thertication I Behavioural Reports
| Authorization = Identifiers
| Ideritification = Third Party Support
_|n'||11l.lr1i‘t§|" Check Poirts
.Integri'r:.'
Intruder Detection |48

Conceptual Solutions  Details Flow 1 Colurnn 1 7
Figure 19: Conceptual Solutions for Cqaoasling Security Requirements for Online Payment
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Security Requirements

Conceptual Solutions

Authentication

Behavioral Reports
Identifiers

Third party Support
Check Points

Authorization

O O O O

Access Points
Privileges
Roles

Views

Identification

Access Points
Identifiers
Third Party Support

Immunity

O O O O O ©

Access Contro
Behavioral Reports
Restore Points
Identifiers

Log Reports
Privileges

Integrity

Access Controls
Restore Points

Intruder Detection

Behavioral Reports
Identifiers
Privileges

Non Repudiation

Log Reports
Sessionization
Third Party Support

Privacy

O O O O

Access Controls
Roles
Sessionization
Views

Survivability

Behavioral Reports
Restore Poin
Trap Doors

Table 14: Conceptual Solutions for @sponding Security Requirements for Online Payment
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Step 4: Deriving Security Services and Mechanisms:

B Security Requirement Modelling: By Krishna Chandra Soni

' Welcome | UseCase Irrfnrrnatlon* Ervironmental Constraints & System Attributes Conceptual Solutions | Securty Services & Mechanisms |

Select the Use Case EO"'"”E Payment V‘| [ Press Button To Continue ] [ Refresh

On the basis of Threats entered by userfollowing Security Services
were identified Click on the threats entered to view the appropriate

| Threats CoverageArea Interface Tyvpe UserType Q
14 Elevation Of Previlages | Intemet | Software I Human

Irformation Digclosure | Intemist | Software | Human =,

Repudiation | Intemiet | Softwars Hurnan |

T 1 r |

| Services Mechanisms
3 Authonzation Secunty Services Folicy based Routers & Firewalls, Server Security ...
*

1|

Security Services And Mechanisms. Detasls  Row 1 Column 1

Figure 20: Deriving Security Requiremeautsl Relevant Mechanisms for Online Payment

Threats Security Services Security MBanisms

Elevation Of Privileges| Authorization .

Policy based Routers
Policy Based Firewalls
Server Security Software’s
Update Patches

Use Paraphrases (e.qg.:

Passwords)

Stra

Information Disclosure| Confidentiality .

Triple DES
RSA
IDEA
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Repudiation Non Repudiation * Trusted Third Parties
* Transaction Logs

» Digital Signatures Standards
Spoofing Authentication o Password Mechanisms

o0 Paraphrase Mechanism

0 Public Key Infrastructures

0 Symmetric key infrastructure
Tempering Integrity » Hashing Algorithms(MD5, SHA1)

* Hamming Codes
* CRC Checksums

Table 15: Deriving Security Requirements and Realetdechanisms details for Online Payment

4. Use Case: Update Stock

Step 1: Gathering Use Case Information

EB Security Reguirement Modelling: By Krishna Chandra Soni

f-@coﬂw UseCase Information™ | Environmental Constraints & Systern;d‘lribut;s ::.Conceptual Solutions | Security Services & I\;'Iec:hanisms_i_

Enter Use Case Itﬁbrmahon Gathered

e E . . T
Tze Case |Lpdate Stock | ; 4] Privacy 25l
— . I Security I|:| Security Auditing ‘ Press This
Radke | service Order | Requirements || [ |[Eamaniiag Distion Ta
= — ' ||:| Sveiem Mzintainance Befrezh
LR LA [To Update Orders | e Sk
Actor Typ i | S ! s afs
S |-"*ut°ﬂ°m°“5 il Tareats |[] Elevation Of Previlapes -
| Location =|R i v |_: Identified |[¥] Information Disclosure
e | i =] |[[] Repudiation ¥
_ -|“ e 2] | ||[] Account Details -~ Press This
Private Exchange | l‘f = Assets ! Authentication Details B Buiodr:iTo
i ' | = Y| || Identified 7] Authorization Details — T i
Secret Exchange s =] |[] BackUp Svstem
: B | \[¥] Databass |

Use Case Information Entered  (To Delate Information Selsct Row First Then Prass Delste Button)
| T7se Case Details | Security Requirements Datails | Threat Details | Ascet Details |

! | UseCass Requitsments |
| Omline Payment | Mon Repudiation | Press This
[ | Omline Passment | Privacy { e Button To
; -= : = Delete
| Onhine Payment | Survivability Tnformation
| Miake A New Order | Authentication i

Reguirementzs  Details Row 71 Column 1 Select tha Row then press delete button to delete information
Figure 21: Gathering Use Case Information gheith Common Criteria for Update Stock
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Assets

Threats

SeguRequirements

Account Details

Authentication Details

Authorization Details

Backup system

Database

Web server

Table 16: Gathering Use Case Information for Up&itek

Denial Of Services Authentication
- - Authorization

Information Disclosure —
Identification

Spoofing Immunity

Tempering Integrity _
Intruder Detection
Privacy
Survivability

Step 2: Gathering Of Environmental Constraints andSystem Attributes:

EE Security Requirement Modelling: By Krishna Chandra Soni

Sclect Environmental Constramts

i Update Stack

|!11[em3[

| Interface Type. (50

Software

.'Eummuu'mi:"'u'nﬁihm" et .. Private

v [ Gache Size (MEB)
e |' ' Nos O£CPU
'-v_i = .'f'.'. T y .' 2

e |Proces5i.tlg
User Type |.—‘Lurmomc>ug

| Envitormental Constraints Deta.ils.! .5}’5@3 Attributes Details |

Sclect System Attnbutes

s
Press This
Button To
Fefresh
. . Form
!-—1 e !
!-1 g |
D ———
'i\';-‘in e & Press This
|- D Button To
[ 7 Add
i1
iu Information
i3 L |

Environmental Constraints And Svstem Aftributes Entered (To Dalete Information Sslect Row Then Press Delata Button)

UseCase CacheSize MoeOQICPU OperatingSystam | BANMSize &
| Make ANewOr. |3 2 windows {500 - Press This
E_Svm-‘me Orders | 4 2 | windows _ li}Dﬂ Deleis
| Online Payment |4 2 | windows [ 1000 Information
i'lu EA-_ K T.k;__. e Tl > E"\ i el S L oo -CI'\.I'I !
£ | >
SystemAttributes Details  Row 1 Columm 1 Select the Row then press delete button to delete information

Figure 22: Environmental Constraints and SystemilAttes for Update Stock
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Environmental Constraints

System Attributes

Coverage Area | Internet Cache (MB) 4 MB
Channel Private Nos. Of CPU 4

Interface Software Operating System Windows
Info. State Processing RAM Size 1000 MB
User Type Autonomous Processing Speed 3 GHz

Table 17Environmental Constraints and System Attributesitiefor Update Stock

Step 3: Conceptual Solutions

| Welcome || UseCase Infamation”

Qe

g: B andra

Enwronmental Constraints & 5ystem Attributes | Conceptual Soltions | Secunw Services & I"J'Iechanlsms

Select The Use Case

On the basis of Security Requirements enfered by user.the most appropriate
Concej_:)luazl solutions for corresponding Security Requirement fullfilment are
identified below. Select theSecurity Requirement to view the identified

Llpdate Stock

[ Press Button To Continue ]: [

Refresh

Comegﬂlmﬂ Solation -
Security Requirements Entered Conceptual Solutions Identified
Requirements e Solutions
4 - Authertication Behaviooral Reports

: Authorization Identifiers

:|C|E‘.'I"I‘tl‘flca‘tltll'l Third Party Support

.Immumty = Check: Paints

-Integr'rt)'

. Intruder Detection V-'_

]

Conceptual Solutions  Details Row 1 Column- 1

Figure 23: Conceptual Solutions for Cepending Security Requirements for Update Stock
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Security Requirements

Conceptual Solutions

Authentication

Behavioral Reports
Identifiers

Third party Support
Check Points

Authorization

O O O o

Access Points
Privileges
Roles

Views

Identification

Access Points
Identifiers
Third Party Support

Immunity

O O O O o o

Access Controls
Behavioral Reports
Restore Points
Identifiers

Log Reports
Privileges

Integrity

Access Controls
Restore Points

Intruder Detection

Behavioral Reports
Identifiers
Privileges

Privacy

O O O O

Access Controls
Roles
Sessionization
Views

Survivability

Behavioral Repor
Restore Points
Trap Doors

Table 18Conceptual Solutions for Corresponding SecurityuRegnents details for Update Stock
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Step 4: Deriving Security Services And Mechanisms:

Security Requirement Modelling: By Krishna Chandra Soni

Select the Use Case El_lpdate Stock i ! [ Press Button Ta Continue ] ’ Refresh

On the basis of Threats entered by user following Security Services
were identified Click on the threats entered to view the appropriate

i Threats Coveragefrea Irterface Type LlserType #
k | Denial O Services | Intemet éSoﬂware | Autonomous

Information Disclogure | Intemet | Software ;Monnmaus |

| Spocfing Irtemet | Softwars | Autonomous

= T T i I

| Services Mechanisms
3 Awailability Securty Services Blackholing,Cleaning Pipes Firewalls Rule Based...
*

Security Services And Mechanisms Row 1 Column 1 i
Figure 24: Deriving Security Requoments and Relevant Mechanisms for Update Stock

Threats Security Services Security MbBanisms

Denial Of Services Availability » Black holing
* Cleaning Pipes
* Firewalls
* Rule Based Router & Switches
» Sinking

Information Confidentiality o Triple DES

Disclosure 0o RSA
o IDEA

Spoofing Authentication » Password Mechanisms
» Paraphrase Mechanism
» Public Key Infrastructures
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* Symmetric key infrastructure

Tempering Integrity 0 Hashing Algorithms(MD5, SHA1)
Hamming Codes
0 CRC Checksums

(@]

Table 19: Deriving Security Requirements Radevant Mechanisms Details for Update Stock

5. Use Case: Generate an Invoice

Step 1: Gathering Use Case Information

B8 Security Requirement Modelling: By Krishna Chandra Soni

| Welcome | UseCase Information™ | Environmental Constraints & System Attributes | Conceptual Solutions | Security Services & Mechanisms |

Enter U se Case Informahon Gathered

| UseCase :lﬁmemrn S Frains | | _ :. Authentication =
e £ Security I. Authorization — Pioaniitig
ole LS’E‘}EQIW Requirements- I Identification Bution T
i = (1] Inumunity 2l Refresh
iRty |T1:s generate e-bill | = ~in —| Form
ErrT e i = . [¥] Denial Of Services J_\
s || Autenemous fa | Threats: iI[C] Etevation Of Previlages = |
| Location i = | Identified Information Disclosure
: | Remote i | Repudiation v
Kesoe f— N = L i) i
PSSO Il‘.‘i-nte 4 | | “:| Acoonnt Details ~ Press This
b I [ | Assets \[¥] Authentication Details | B“i‘:;”
[ | = i | Tdentified ] Authorization Details — B e
Secret Exchange. [ ves il | | {[¥] BackUp System
: ' :| ! | I Databaze ]|

Use Case Information Entered {To Delete Information Select Row First Then Press Dielete Button)

| Use Case Details | Security Requirements Details | Threat Details | Asset Details|
I

: TlezelCase Requﬂammts "_‘{

| Update Stock Intn.bd.er Detection ‘ Press This

e = [ Button To
Update Stock |ana.c‘; e

A pda Delete

» Update St{x:k Smwabﬂ.tty Information
| Maks A New Order | Authentication o
- = L]

REqufrernen‘ts Details. Fow .30 Colurmn 1 Select the Row then press. delete button tor delete information .
Figure 25: Gathering Use Case Information alongp @ibmmon Criteria for Generate an Inv0|ce

72



Assets

Threats

SeguRequirements

Authentication Details

Authorization Details

Denial Of Services

Backup system

Database

Information Disclosure

Web server

Table 20: Gathering Use Case Information for Geeegia Invoice

Spoofing

Tempering

Authentication

Authorization

Identification

Immunity

Integrity

Intruder Detection

Privacy

Survivability

Step 2: Gathering Of Environmental Constraints andSystem Attributes:

| 2 Security Reguirement Modelling: By Krishna Chandra Soni

i .H;'ITE'iCOI'I'IE- i:_LiseEase_l-r;f_c;rrnation:-

Select The Use Case:

Select Environmental Constraints

I
| Internet

| iPm-‘ale

Tnterface Tvpe

! Software

 Information State

| Transmission

User Type

i.—'&u[oﬂaﬂmug

iGenemte an Invoice e |
Press This
Button To
Select System Atiributes Bafrash
: Form
V| [Csmszem =
| |
v|| | NesOfCPU B ]
i| .
vi Gpezmﬂym | windows v| g:f;:f;:
u e —
| (s E o o Add
o=t
2 |8 ‘U}[H}—v| Information
v | | Processing Speed(GHz) R

i- Environmental Constraints Deta.ils-| System Aftributes Details

Environmental Constraints And Svstem Attributes Entered (Ts Daletz Information Sslzet Fow Then Press Dalets Button)

ze NosOfCPU OperatingSystem | BANMSze
' I windows {1000

| windows [ 100

Press This
Button To
Dielzte
Information

Faim

SystemAttributes. Details  Row

Column: 1 Select the Row then press delete button to delete information

Figure 26: Environmental Constraints and SystermitAttes for Generate an Invoice
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Environmental Constraints System Attributes

Coverage Area | Internet Cache (MB) 4 MB
Channel Private Nos. Of CPU 4

Interface Software Operating System Windows
Info. State Transmission RAM Size 1000 MB
User Type Autonomous Processing Speed 3 GHz

Table 21Environmental Constraints and System Attributesaidefor Generate an Invoice

Step 3: Conceptual Solutions

B Security Reguirement Mndelhng By Krishna Chandra Soni

Welcume UseCase Information” Emrlronmental Constlalnts&S'_.'stem Mtrbutes | CDNCE'DTUE“ Salutions | Sec:un’ry Services & Mechanlsms

SeleciTﬁe Use Case irGenemte an Invoice b I Press Button To Continue ] I_ Refresh

On the basis of Security Requirements entered by user the most apprapﬂate
Conceptual sclutions for corresponding Security Reqlmenmﬂ%em are
identified below. Select theSecurity Requirement to view the identified

Conceptual Sohation -

Security Requirements Entered C{mceptua] Solutions Tdentified
Requiremnents L Solutions Fi
bttt |

:Pu.:thorization Behavioural Reports
| Idertification = Restore Points
» it
I Irtegrity l Log Reports
Irtruder Detection | 6% Previlages B

Conceptual Solutions.  Details Row 4 Column 1
Figure 27: Conceptual Solutions for Correspngdecurity Requirements for Generate an Inv0|ce
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Security Requirements

Conceptual Solutions

Authentication

Behavioral Reports
Identifiers

Third party Support
Check Points

Authorization

O O O o

Access Points
Privileges
Roles

Views

Identification

Access Points
Identifiers
Third Party Support

Immunity

O O O O o o

Access Controls
Behavioral Reports
Restore Points
Identifiers

Log Reports
Privileges

Integrity

Access Controls
Restore Points

Intruder Detection

Behavioral Reports
Identifiers
Privileges

Non Repudiation

Log Reports
Sessionization
Third Party Support

Privacy

O O O O

Access Controls
Roles
Sessionization
Views
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Survivability « Behavioral Reports
* Restore Points
* Trap Doors

Table 22:Conceptual Solutions for Corresponding Security Regnents details for Generate an
Invoice

Step 4: Deriving Security Services And Mechanisms:

£® Security Requirement Modelling: By Krishna Chandra Soni

Welcume ' i;i.se.(fase. Irrfnrrnatlon‘ EnV|ronm9f:¢a-I-Const|alr;ts&S;stem}‘d'tn-butes -Cnnceﬁtual éélﬁions |mf“1;:h;limﬁ_l

i Select the Use Case EGE’”E'ETE an Invoice B | [ Press Button To Continue ] [ Refresh

On the basis of Threats entered by user following Security Services
were identified Click on the threats entered to view the appropriate

| Threats CoverageArea Interface Tvpe UserType ':
b Denial Of Services | Intemet !ﬁl_rtﬂnomnus
I Information Disclosure :Intemet -Snﬁware ! Autoriomous =
Repudiation Intemet | Software | Autonomous [
i | | | e
| Services Mechanisms
b Availability Securty Services Blackholing,Cleaning Pipes Firewalls, Rule Based. ..
*

Security Services And Mechanisms: Details  Row 1 Column 1 ;
Figure 28: Deriving Security Requiremerrid &elevant Mechanisms for Generate an Invoice

Threats Security Services Security MBanisms

Denial Of Services Availability » Black holing

* Cleaning Pipes
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* Firewalls
* Rule Based Router & Switches
* Sinking
Information Confidentiality o Triple DES
Disclosure
0 RSA
o IDEA
Repudiation Non Repudiation * Trusted Third Parties
» Transaction Logs
» Digital Signatures Standards
Spoofing Authentication o Password Mechanisms
o Paraphrase Mechanism
0 Public Key Infrastructures
0 Symmetric key infrastructure
Tempering Integrity » Hashing Algorithms(MD5, SHA1)
* Hamming Codes
* CRC Checksums

Table 23:Deriving Security Requirements and Relevant Mecmasidetails for Generate an Invoice
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Chapter 6 Conclusion and Future Scope

After analyzing the need of security in informatisgstem , we have proposed a new
framework which not only covers the 12 requiremestested by Firesmith[1] , but also

provides the most compact solution set on bastheftules which are used to filter out the
solution sets.

Apart from the , the solution set generated by freenework targets the particular

requirement on basis of all satisfied conditionsence if we embed these solutions in
software we are sure it will work efficiently as virave also encountered environmental
constraints and system attributes.

For the future work, we can make this frameworkrggier by defining strong sets of rules on
basis of analysis and surveys. Hence providingstheng backbone to this framework by

enhancing the rule database of this approach.
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