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CHAPTER 3
PROPOSED FRAMEWORK
Chapter 2 identified a number of issues related to Web 2.0 and Recommendation systems. This chapter illustrates the novel techniques that constitute the proposed approach to address those issues presented in Chapter 2. Section 3.1 gives an overview of the research undertaken. Section 3.2 depicts the architectural view of the proposed system. Section 3.3 illustrates the proposed COMREC system, describes each component of the system and shows how each of the proposed technique contributes to the recommendation process. Finally, Section 3.4 gives the summary of the chapter. 
3.1    The Proposed System
The World Wide Web or simply the Web [1], is a huge, widely distributed, global source for information services, hyper-link information, access and usage information, Web site content and organization. Recent papers [41,42] reported on the growth of the Web, which by all measures is enormous and growing (in terms of both content and users) at a staggering rate. According to worldwidewebsize.com, the indexed Web contains at least 13.22 billion pages (Wednesday, 18 May, 2011). Given these numbers, it is evident that the complexity of finding relevant information on the Web has become increasingly intricate and crucial. In fact, “information overload” on the Web is a well recognized problem, where users find it increasingly difficult to locate the right information at the right time. As a response to this problem, much research has been done with the goal of providing users with more proactive and personalized information services.  These techniques either lie within the fields of information retrieval and information filtering. While information retrieval systems filter information by letting users specify explicitly what information is needed, information filtering systems strive to adapt the user’s long-term interests and filter information based on user profiles. Closely related to information filtering is the idea of having systems that act as personalized decision guides for users.  Recommender systems have proved to help achieving this goal by using the opinions of a community of users to help individuals in the community more effectively identify content of interest from a potentially overwhelming set of choices [43]. 
Two recommendation strategies that have come to dominate are content-based and collaborative filtering. Content-based filtering relies on rich content descriptions of the items that are being recommended [44], while collaborative filtering recommendations are motivated by the observation that we often look to our friends for recommendations [45]. Even though collaborative filtering often performs better than content-based filtering when lots of user ratings are available, it suffers from the cold-start problems where no historical ratings on items or users are available. A key challenge in recommender systems including content-based and collaborative filtering is how to provide recommendations at early stage when available data is extremely sparse. The problem is of course more severe when the system newly launches and most users and items are new. However, the problem never goes away completely, since new users and items are constantly coming in any healthy recommender system. We consider three types of cold-start setting in this research: i) recommending existing items for new users, ii) recommending new items for existing users, and iii) recommending new items for new users.
To counteract these characteristics and to achieve more relevant results requires effective methods that realize the generic recommendation task of “automate the familiar social process of friends endorsing products to others in their community”, besides conferring techniques that can be widely deployed on the web which help users explore their interests in many domains. However, despite all advances, the current generation of recommender systems still requires further improvements to make recommendation methods more effective and applicable to an even broader range of real-life applications.

In response to this identified need for improved users' experience by personalizing what they see and using Web 2.0 as a novel platform for users’ participation, we propose the “COMREC system” that realizes a COMmunity interest based RECommendation system. In the proposed system firstly we build an interest similarity group, an online community which is a virtual space where people who are interested in a specific topic gather and discuss in depth a variety of sub-topics related to the topic using blogs. Although community members can equally discuss with other members, there are members across the expertise spectrum from non-experts to experts.  Expert identification involves finding experts on a given topic. Thus, once the group is constructed, as our next step we identify an expert from each of the group. Expert identification in online communities is of importance for the following two reasons. First, online communities can be viewed as knowledge databases where knowledge is accumulated by interactions between the members. That is, we read articles in online communities to get information on specific topics. If we find articles written by experts, we tend to have more confidence in their content. On the other hand, in terms of communication dynamics, online communities are spaces where non-experts can communicate with experts. In the real world, communicating with experts is not only difficult but also expensive. However, we can relatively easily communicate with experts in online communities if we know who they are. 
Consequently, in the proposed COMREC system it’s the opinion of the identified expert within a virtual community built on shared interest that constitutes the recommendation. Eventually this paradigm helps to overcome the most prominent problem existent in collaborative filtering setting, the First-Rater or the cold- start problem, as in our proposed system it is only the expert whose recommendation is considered compared to systems which require a large set of customer preferences for predicting the new preferences accurately for effective Collaborative filtering-based recommendation. 
3.2    The System Architectural View

The proposed approach intends to accurately retrieve relevant Web documents from the recommendation (positive, negative, and neutral) in response to information need expressed by a user through an inputted query. Figure 3.1 shows the architectural overview of the COMREC system proposed in this research.
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Figure 3.1: The System Architecture
3.3    The COMREC System
After having examined the principals and objectives of Recommendation Systems we propose a novel recommendation system, the COMREC system that realizes a COMmunity interest based RECommendation system. The proposed paradigm allows users with similar interests to team up, setting a collaborative interest group (virtual community), subsequently, identifying an expert from each group and eventually based on the reviews in the expert’s respective blog, providing relevant recommendation to the users in the form of positive, negative or neutral opinion. This paradigm effectively surmounts the cold-start problem, and provides users with the suitable recommendation.
The main components of the COMREC system are:

· Interest Mining Module: This module puts forward an algorithm for Interest Group construction by uncovering shared interest relationships between people, based on their blog document entries. The key point of constructing this Collaborative Interest Group is the calculations of interest similarity relations and application of the K-means clustering technique to cluster researchers with similar interests into the same group.
· Expert Identification: Once the interest similarity group is constructed, then the next module deals with identifying an expert from each of the group. An expert is a person who possesses a high level of knowledge in a particular domain and is treated as the centre of the group. This expert is then used to provide recommendation to the user based on his input which he gives through the user interface. 
· Recommendation Module: The goal of this module is to perform sentiment analysis of the expert’s blog and then provide relevant recommendation to a particular user in the form of positive, negative or a neutral opinion, thus demonstrating a solution to cold-start (first-rater) problem.

The following sub-sections expound the details of the COMREC system:
3.3.1     Interest Mining Module

As organizations, both business and research-development continue to search better ways to exploit knowledge capital accumulated on the diversified Web; it fosters the need of collaboration among people with similar interest & expertise. In this module, we focus on the problem of discovering people who have particular interests or expertise. The usual approach is to build interest group lists from explicitly registered data. However, doing so assumes one knows what lists should be built, and who should be included in each list. We present an alternative approach, which can support a finer grained and dynamically adaptive notion of shared interests. Our approach deduces shared interest relationships between people based on interest similarity calculated by the means of entries written on their blog. Using this approach, a user could search for people by requesting a list of people whose interests are similar to several people known to have the interest in question. We propose an Interest Group construction algorithm based on interest similarity, which can cluster researchers with similar interests into the same group and facilitate collaborative work. 

The Collaborative Interest Group is defined as a group which consists of researchers in the similar area or with shared interests. So, when constructing a group, we try to arrange the researchers with prominent interest similarity into the same group. Thus, the proposed group construction algorithm consists of two steps; firstly, extracting the researchers’ Interest Vector from their blog documents, subsequently, calculating the interest similarity between two researchers.  With this data, we construct an Interest group in a certain way by clustering the researchers with similar interests into the same group and facilitate collaborative work.
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Figure 3.2: Collaborative Interest Group

The following sub-sections expound the details of the Collaborative Interest Group construction: 
3.3.1.1     Interest Vector

Each researcher writes blog entries according to his or her interest. Thus, it can be supposed that terms related to the researcher’s interests are present in many entries in his or her blog site. The interest vector of the researcher, Vi, is represented as a bag-of-words with frequently used words being assigned high weights. The interest vector is calculated by the equation described below: 
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where sik means the strength of interest in word wk; efi(wk) means the number of entries containing wk in researchers i’s site; uf(wk) means the number of researchers who use wk; and Nu 
means the number of researchers. This equation corresponds to the traditional tf-idf weighting approach. The entry frequency, efi (wk), corresponds to tf, and inverse user frequency, Nu/uf(wk), corresponds to idf. Thus, a word repeatedly used in a small number of blog sites has high weight value.

3.3.1.2     Interest Similarity Score

A similarity score represents how similar the interests of a pair of researchers are. If researcher i and j have similar interests, their interest vectors should be similar. Thus, we calculate the similarity score between them, Rij, using the cosine similarity of Vi and Vj as described below. 
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All elements of Vi and Vj are positive and thus the range of Rij is 0 to 1.
3.3.1.3     Collaborative Interest Group Construction

Construction of an interest group is done to cluster the researchers with similar interests into the same group and facilitate collaborative work. Collaborative Interest Group Construction is done by using the technique of K-means clustering algorithm [46] where K is a user-specified parameter and it refers to the total number of clusters required. 
Each point is then assigned to the closest centroid, and each collection of points assigned to a centroid is a cluster. The centroid of each cluster is then updated based on the points assigned to the cluster. We keep repeating this procedure again and again and update steps until no point changes clusters, or equivalently, until the centroids remain the same.

i. Finding total number of clusters, denoted by K  

The value of K is found out by first forming the researcher groups. Total number of researcher groups formed is equal to the total number of researchers and researchers belonging to a particular group can carry out the co-operative work among themselves. Each group will have its respective threshold value which will decide the membership of a particular researcher in that group. Ti denotes the threshold for group i and is found out by averaging all the similarity scores    corresponding to researcher i.

Membership criteria:      
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Now, once all the researcher groups have been formed, then the value of K is equivalent to the minimum number of groups required to cover all the data points.
ii. Assigning Points to the Closest Centroid  

To assign a point to the closest centroid, we need a proximity measure that quantifies the notion of ‘closest’ for the specific data under consideration. In k-means algorithm, there is a value associated with every data point (which is basically indicative of its distance & direction from the origin in some sense) whereas here we only have the similarity values between any two points and not their distance from some 'origin'. Rather, there is no notion of any global origin to begin with. We have resorted to this method to come up with the number of natural clusters because it seemed to be the best way out given that we only had the similarity values to work with. Hence in this case, we use the proximity measure as the distance between any two researchers, denoted by dij and is given as:                                                  
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where dij denotes the distance between researchers i and j Rij denotes the similarity score between researchers i and j.

iii. Centroids and Objective Functions 

Step 4 of the K-means algorithm is stated as “Re-compute the centroid of each cluster”, since the centroid can vary, depending on the proximity measure for the data and the goal of clustering. The goal of clustering is typically expressed by an objective function that depends on the proximities of the points to one another or to the cluster centroids; e.g., minimize the distance of each point to its closest centroid. The key point is this: once we have specified a proximity measure and an objective function, the centroid that we should choose can often be determined mathematically.
Top of Form

3.3.2     Accessing Expertise in Collaborative Interest Group
We seek guidance from people who are familiar with the choices we face, who have been helpful in the past, whose perspectives we value, or who are recognized experts. In general, an expert is someone who possesses a high level of knowledge in a particular domain. This implies that experts are reliable sources of relevant resources and information. Following expert users provides more benefits:
· Should know the best resources with respect to a given topic.

· Should be quick in discovering and identifying new resources

An open problem thus arises to how can level of expertise be assessed objectively? We propose the solution for this by calculating every researcher’s level of expertise [e] (that is the number of the researchers who have high interest similarity with a specific researcher). 

Suppose there are m researchers, the researcher i’s level of expertise will be calculated by the following formula: 
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Finally, we select the researcher with the highest level of expertise, and take him/her as the center of the group to be constructed. Thus, the expert is identified and further the expert’s blog is the key to recommendation, solving the cold start problem. The expert’s blog is inputted to the final component of the COMREC system, i.e, the Recommendation module.
3.3.3    Recommendation Module

Since the current web is largely unorganized and there is a rapid growth of information volumes, the recommendation system whose major purpose is to reduce irrelevant content and to provide users with more pertinent and tailored information becomes an important research area. A key issue in this area is how to discover user's interest effectively and provide recommendations.  Enabling this, the final recommendation module analyzes the expert reviews written in his/her respective blog and provides an efficient recommendation in the form of positive, negative or neutral opinion. The recommendation module is further divided into three sub-modules; namely, the Review Data Server module, the Sentiment Mining Engine and the user interface. The Review Data Server module collects the review web pages from the expert’s blog, cleans them up and then stores them up in the review repository. The Sentiment Mining Engine receives these cleaned web pages from the review repository and then provides recommendation by extracting opinion features and opinion words for depicting the opinion direction and orientation. Lastly, the User Interface takes a particular query object as input and presents the result to the user in the form of a positive, negative or neutral opinion.
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Figure 3.3: Recommender Systems as a solution to Information overload


The details of each of these sub-modules are given in the sections below.

3.3.3.1    Review Data Server

3.3.3.1    Review Data Server
This sub-module deals with collecting the review web pages and storing them in the review repository. Firstly the web crawler periodically crawls the expert’s respective blog and collects the review web pages. Thereafter, these review pages are cleaned up to remove the HTML tags and then are organized properly. Finally, these cleaned reviews are stored in the “Review Repository”.
3.3.3.2    Sentiment Mining Engine
This sub-module is the core of the recommendation module. It deals with providing the actual recommendation to the user in the form of positive, negative or neutral opinion. In other words, its goal is to identify whether a given piece of text expresses positive, negative or neutral opinion on a particular topic of interest. It analyzes the attitude or viewpoint of a particular expert depicted in his respective blog, and then classify his review into positive, negative or neutral opinion. This makes the task of a particular user very easy as he will not have to now manually read the entire review and analyze it himself. The Sentiment Mining Engine receives the review web pages from the review repository and then provides recommendation using the following three steps:-
i. Feature Extraction

This is most basic and crucial step for providing relevant recommendation. For giving suitable recommendation to the users, we need to first identify various features of the product. But there may be numerous features of a single product. We are only interested in identifying those features of the product that customers have expressed their opinion on.  Such features are known as Product Features or Opinion Features. We make use of both the data mining and NLP Techniques to perform the task of feature extraction. We extract the opinion features with the help of POS Tagging and Preprocessing techniques. These techniques are expounded below:
· POS Tagging (Part of Speech Tagging)

POS Tagging [Appendix A] is done to find out the features of the product that customers have commented on. As we know, product features are usually noun or noun phrases in the review sentences.  Therefore, POS tagging is very crucial and an essential step. We have used NL Processor linguistic Parser [47] to parse each review, to split texts into sentences and to produce POS Tag for each word (whether the word is a noun, verb, adjective etc.) NL Processor generates XML output and deals only with explicit features, which are the features that occur explicitly as nouns or noun phrases.  Implicit features occur less frequently than explicit features. For e.g. consider the sentence: - “The size of the car is very big.” Here, “size” is the feature which is explicitly mentioned in the sentence about which customer is talking about. Whereas, some features are implicit and are hard to find. For e.g. the sentence: - “While light, it will not easily fit in the pockets.” Here, the customer is talking about the size of the cell phone, but the word “size” is not explicitly mentioned in the sentence. To find such implicit features, semantic understanding is needed, which requires more complicated techniques. Therefore, in our work, we are dealing only with the features that occur explicitly as noun/noun phrases. Each sentence is then saved in the Review Data Base along with the POS Tag information of each word in the sentence.
· Pre-Processing

In this sub-step, a transaction file is created which consists of pre-processed noun/noun-phrases of the sentences in the review data base. Here pre-processing includes the deletion of stop words, stemming [Appendix B] and fuzzy matching. The transaction file includes only the noun and noun-phrases because the other components of a sentence are unlikely to be product features (as mentioned in the previous steps).

ii. Opinion Direction Identification

In this step, we find out the opinion direction using the opinion features extracted in the previous step. To find the opinion direction, we will first extract the opinion words in the review and then find out their orientation, i.e., to decide whether each opinion word reflects a positive sentiment, negative sentiment or a neutral sentiment. It includes the following sub- steps:
· Opinion Words Extraction
In this sub-step, we extract the opinion words from the review given by the expert in his /her respective blog. Opinion words are the words that people use to express their opinion (either positive, negative or neutral) on the product features extracted in the previous steps. In our work, we are considering the opinion words as the combination of the adjectives along with their adverbs. We have called them collectively as an Adjective-Group (AG).
a) Why Do We Include Adverbs To Consider The Opinion Word?
As we can understand, the opinion words are mostly composed of adjectives. But in our work, we include adverbs along with the adjective which together make an opinion word.  There are two different reasoning of considering the adverb:

· We can measure the sentiment of a particular document based on just the polarity of the adjective (positive, negative or neutral) i.e. whether a particular document has a positive orientation, a negative orientation or a neutral orientation, but for only few types of sentences. This is however, not possible for all the different types of sentences. For instance, there are some adverbs in linguistics (such as “not”) which are very essential to be taken into consideration as they would completely change the meaning of the adjective which may otherwise have conveyed a positive or a negative orientation.

Here, if we had not considered the adverb “not”, then both the sentences would have    given positive review. On the contrary, first sentence gives the positive review and the second sentence gives the negative review. Thus, our opinion word consists of adjective and adverb. 

· Secondly, the strength of the sentiment cannot be measured by merely considering adjectives alone as the opinion words. In other words, an adjective cannot alone convey the intensity of the sentiment with respect to the document in question. Therefore, we take into consideration the adverb strength which modify the adjective; in turn modifying the sentiment strength. Adverb strength helps in assessing whether a document gives a perfect positive opinion, strong positive opinion, a slight positive opinion or a less positive opinion. For instance, there are some adverbs (such as “very”) are usually used to modify adjectives to enhance the emotional strength of adjectives, especially in user reviews scenario. The sentiments for each feature with the same polarity might have different sentiment strength reflecting different emotional intensity of users.  


In this example, even though both the users give positive reviews to the same book, the sentiment intensity they convey is different. In the first sentence, the adverb “very” has further enhanced the adjective “good” , thereby modifying its sentiment strength compared to the second sentence. Therefore, the strength of adverbs is also taken into consideration to accurately measure the sentiment strength.
b) Algorithm For The Extraction Of The Opinion Words 
c) Opinion sentence 

If a sentence contains one or more product features and one or more opinion words, then the sentence is called an opinion sentence. Consider the following sentence to understand the above used terms: E.g. “This is a very good book.” Here; “Book” is the noun; therefore refers to the product feature. “Very good” is the Adjective-Group (adverb+ adjective); therefore refers to the opinion word; and this sentence is the opinion sentence as it contains the product feature as well as the opinion word.
· Opinion Words Orientation
In this sub-step, we find out the orientation of the opinion word. As our opinion word consists of adjective + adverb, therefore to find out the orientation of the opinion word, we first find out the polarity of the adjective in the opinion word and then identify the strength of its corresponding adverb in the opinion word which modifies the adjective. Finally, the product of the adjective polarity and the adverb strength gives us the strength (orientation) of the opinion word. The details for finding adjective polarity, calculating adverb strength and deducing the final opinion word strength are as follows:
a) Adjective Polarity
Here, we will identify the semantic orientation for each of the adjective. As we know, words that have a desirable state (e.g. good, great) have a positive orientation, while words that have an undesirable state (e.g. bad, nasty) have a negative orientation. In general, adjectives share the same orientations as their synonym and opposite orientations as their antonyms. Using this idea, we propose a simple and effective method by making use of the adjective synonym set & antonym set in WordNet [Appendix C] to predict the semantic orientation of adjectives. Thus, our method is to use a set of seed adjectives whose orientations we know, & then grow this set by searching in the WordNet. WordNet® [48] is a large lexical database of English. Nouns, verbs, adjectives and adverbs are grouped into sets of cognitive synonyms (synsets), each expressing a distinct concept. Synsets are interlinked by means of conceptual-semantic and lexical relations. The resulting network of meaningfully related words and concepts can be navigated with the browser.  
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Figure 3.4: The WordNet (http://wordnet.princeton.edu/) 
 

Algorithm :- 
The complete procedure for predicting adjective polarity is given below: Procedure “determine_ polarity” takes the target adjective whose orientation needs to be determined and the adjective seed list as the inputs.

Procedure determine_polarity searches Word Net and the adjective seed list for each target adjective to predict its orientation (line 3 to line 8). In line 3, it searches synonym set of the target adjective from the Word Net and checks if any synonym has known orientation from the seed list. If so, the target orientation is set to the same orientation as the synonym (line 4) and the target adjective along with the orientation is inserted into the seed list (line 5). Otherwise, the function continues to search antonym set of the target adjective from the Word Net and checks if any antonym has known orientation from the seed list (line 6). If so, the target orientation is set to the opposite of the antonym (line 7) and the target adjective with its orientation is inserted into the seed list (line 8).  If neither synonyms nor antonyms of the target word have known orientation, the function just continues the same process for the next adjective since the word’s orientation may be found in a later call of the procedure with an updated seed list.
Note: 

1) For those adjectives that Word Net cannot recognize, they are discarded as they may not be valid words.

2) For those that we cannot find orientations, they will also be removed from the opinion words list and the user will be notified for attention.

3)  If the user feels that the word is an opinion word and knows its sentiment, he/she can update the seed list. 

4) For the case that the synonyms/antonyms of an adjective have different known semantic orientations, we use the first found orientation as the orientation for the given adjective.

b) Adverb Strength  
We collect all the adverbs which are used to modify the adjectives from English lexicon. Based on the different emotional intensity expressed by the adverb, we mark the negative adverbs with a negative score and other positive adverbs with different score in different sentiment level. The score is ranging from -1 to +1 and a higher score expresses a stronger sentiment. For example, we consider that the adverb “extremely” has higher strength than “more” does, but lower than that of “most”. Consequently, “most” is marked with 0.9, “extremely” with +0.7, and “more” with +0.3. Negative adverbs, such as “not”, “never”, “hardly”, “seldom”, are marked with a negative score accordingly. 

c) Opinion Word Strength 
It is calculated by the product of adjective polarity i.e. P(adji) and the adverb strength i.e. S(advi) and is given by the following formula: 
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where, S(OWi) represents the sentiment of ith opinion word , P(adji) represents the polarity of ith adjective and S(advi) represents the strength of ith adverb. The value of P(adji) is either -1 or +1 and the value of S(advi) ranges from -1 to +1. Therefore, the strength of each opinion word i.e., S(OWi) will also lie in the range of -1 to +1.
Note:
Sometimes, there is no adverb in the opinion word, so the S(adv) is set as a default value 0.5 . When there is no adjective in the opinion word, then the P(adj) is set as +1.

iii.  Review Orientation
After extracting all the opinion words from the review and finding their respective strength, the overall strength of a Review R is calculated by averaging the strength of opinion words as shown below:
	
[image: image13.wmf]å

=

 

*

=

 

)

OW(R

1

i

i

)

S(OW

)

OW(R

1

  

   

S(R)


	3.8


where; |OW(R)| denotes the size of the set of opinion words extracted from the review and S(OWi) denotes the sentiment strength of ith opinion word. 
As the overall strength of the review is calculated by averaging the strength of the opinion words, therefore the strength of the review i.e. S(R) will also lie in the range of -1 to +1.

Where; S(R) = -1 indicates a strong negative opinion, S(R) = +1 indicates a strong positive opinion and S(R) = 0 indicates a neutral opinion.
3.3.3.3    User Interface Result Recommendation
The user inputs a particular query object e.g. ‘’ Sony W55 size camera’’ in the delivery box and then clicks the search button. The result relevant to the query is presented to the user in a page providing a recommendation (positive, negative, and neutral).
3.4. Chapter Summary

This chapter illustrates the proposed COMREC system. The system integrates Web 2.0 applications to improve efficiency and effectiveness of collaborative activities, define new ideas, and technical capabilities in the context of the shortcomings of existing recommendation system technology. COMREC facilitates collaboration among people with similar interest & expertise and solves the prominent cold-start problem by identifying expert and using his/her opinion for recommending existing items for new users; recommending new items for existing users, and recommending new items for new users. The next chapter describes the experimental results of along with the analysis for the tests performed to evaluate the novel techniques presented in this chapter.









RECOMMENDATION MODULE


Input: Expert’s Blog which contains review


Output: Recommendation based on opinion: +VE; -VE ; Neutral


Steps:


1. Review Data Server 


Web Crawler: crawls the expert’s respective blog and collects the review web pages.


Review Cleaning: Remove HTML tags


Stores in the “Review Repository”


2. Sentiment Mining Engine


Feature Extraction: POS Tagging ; Preprocessing


Opinion Direction Identification: 


Opinion Words Extraction


Opinion Words Orientation


Adjective Polarity


Adverb Strength


Opinion Word Strength


Review Orientation


3. User Interface Result Recommendation


























For example; 


One user says, “This is a good book” and;


Other says, “This is not a good book”  








For example; 


One user says, “This is a very good book” and ; 


Other says, “This is a good book”  








For each sentence in the review database


If (it contains a product feature, extract all the Adjective-Group i.e. adjectives and their adverbs as opinion words)


     For each feature in the sentence


The nearby adjective and adverb is recorded as its effective opinion (which modifies the noun / noun phrase which is a product feature)








1. Procedure determine_polarity (target_adjective wi , adjective_ seedlist)


2. begin


3. if (wi  has synonym s in adjective_ seedlist )


4. { wi’s orientation= s’s orientation;


5. add wi with orientation to adjective_ seedlist ; }


6. else if (wi has antonym a in adjective_ seedlist)


7. { wi’s orientation = opposite orientation of a’s


      orientation;


8. add wi with orientation to adjective_ seedlist; }


9. end








Basic K-means algorithm


1: Select K points as initial centroids.


2: repeat


3:      Form K clusters by assigning each point to its closest centroid.


4:      Re-compute the centroid of each cluster.


5: until centroids do not change.











INTEREST MINING MODULE


Input: Researchers’ Blog which contains their research papers


Output: Construction of Collaborative Interest Group


Steps:


Interest Vector 


We calculate the interest vector Vi for each researcher i as follows :-





                               for each researcher i  


                                         for each frequently-used word wk in his blog


    {find the values of entry-frequency ef(wk) & user-frequency uf(wk) calculate the 


     strength of interest in word wk (product of ef & log of inverse uf)}


                                         endfor 


                                    endfor


Interest Similarity Score


                             


We  Calculate the interest similarity score Rij between researchers i and j using the cosine similarity of Vi and Vj   


Collaborative Interest Group Construction 


We construct the collaborative interest group by using the technique of K-means clustering algorithm. It consists of two basic steps as follows:


We find the total number of clusters, denoted by K with the help of researcher groups so formed.


And then we assign points to the closest centroid by taking the proximity measure as the distance between two researchers.
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