ABATRACT

An optimization technique for turning process baseadthe Taguchi method with multiple
performance characteristics is proposed in thisish&@he three cutting parameters taken into
account are , cutting speed (N), feed rate (f) depth of cut (d), are being optimized by
considering multiple performance characteristicd also including surface roughness and
material removed. A robust design and quality opation tool, the Taguchi methodology is
applied to find the optimal cutting parameters tmtting BS970En32 steel. The steps
involved in Taguchi method are, determining thetmanfactors, selection of appropriate
orthogonal array, then implementing experiment, sty analysing and examining result
by execution through ANNOVA analysis and then caniing the experiment for planning of
future application. A considerable improvement e tsurface roughness and material
removed has been found in results on the basisagtidhi method. Further, the Taguchi
quality loss function has also been used for nmobjective optimization and finally the
results are compared with single-objective optititra



Chapter 1

Introduction

Manufacturing involves converting raw material irfinished good that got values in the
market. The improved qualities of product and tbenemics of the manufacturing operation
are very important consideration to produce prochating the functional and aesthetic
appeal. Although all the above processes are wseabtaining the desired work-piece shape,
size & finish. The selection of a particular prazegpends on several factors, which includes
the shape & size of a finished component; precisemjuired the volume of production, cost
of material and its availability. The commonly usedthod for obtaining the desired shape,
size & finish is machining, which involves remowal excess material in the form of chips.
Machining is one of the most versatile manufactynmocesses. Popularity of turning for
machining application is increasing particularlyedto the introduction of High Speed
Machining (HSM) made possible due to improvementa design and operation of turning
machines and tools. Most frequently, turning eat#lile generation of round parts having
different diameters. However, its application faontour milling is growing with the
availability of CNC milling machines. With the ioluction of high speed machining (HSM),
the scope of application of turning is continuouskpanding. The variable that influences the
economics of machining operation are numerous; sofrtee important ones are machine
tool capacity, work piece material and tool geometrutting parameters affects the
production rate, have an impact on cutting condgjowhich is reflected on surface
roughness, surface texture and dimensional dewgtd the product quality and unit cost of
component. The economic selection of cutting comatit require knowledge of technical and
cost data, which are not easily available in maages. Surface roughness is a measure of the
technological quality of a product and a factort ttpeeatly influences manufacturing cost. It
describes the geometry of the machined surfaceamiined with the surface texture, which
is process dependent, can play an important robgtionize the operational characteristics of
the process.

There are several methods of optimization of cgtfiarameters in metal cutting processes
which will be discussed later. Each method haadigantages and disadvantages. Despite of
Taguchi Method has some disadvantages but mangrodses uses this method such as
turning, milling, drilling etc.

Biggest advantage of Taguchi method is that by gotiiglg few numbers of experiments it
gives near optimal solution.



Chapter 2

Literature Review

As applying Taguchi parameter design requiresdbatification of factors affecting targeted
quality characteristics, relevant literature must reviewed to screen the most important
among a number of factors or conditions affectimgexe roughness of turned surface.

2.1 Critical study of associated research papers

[1] C.Y. Nian, W. H. Yangand Y.S. Tarng worked on Optimization of turningemions
with multiple performance characteristics. In trssudy, the optimization of turning
operations based on the Taguchi method with maealtiperformance characteristics is
proposed . The orthogonal array, multi-responsenaditp-noise ratio, and analysis of
variance are employed to study the performanceachenistics in turning operations. Three
cutting parameters namely, cutting speed, feed eatd depth of cut, are optimized with
considerations of multiple performance charactessincluding tool life, cutting force, and
surface finish. Experimental results are providedillustrate the effectiveness of this
approach.

[2] M. Nalbant, H. Go kkaya, G. Sur applied Taguctathod in the optimization of

cutting parameters for surface roughness in turdmthis study, the Taguchi method is used
to find the optimal cutting parameters for surfemeghness in turning. The orthogonal

array, the signal-to-noise ratio, and analysis afiance are employed to study the
performance characteristics in turning operatioh&l&! 1030 steel bars using TiN coated
tools. Three cutting parameters namely, insertusdieed rate, and depth of cut, are
optimized with considerations of surface roughné&sgerimental results are provided to
illustrate the effectiveness of this approach.

[3] Ersan Aslan, Necip Camcu and Burak BirgdrerDesign optimization of cutting
parameters when turning hardened AISI 4140 steglHRC) with ALOz; + TICN mixed
ceramic tool.Due to their high hardness and wear resistancg€);Alased ceramics are one
of the most suitable cutting tool materials for maog hardened steels. However, their high
degree of brittleness usually leads to inconsistestilts and sudden catastrophic failures.
This necessitates a process optimization when machhardened steels with /85 based
ceramic cutting tools. The present paper outlinesxperimental study to achieve this by
employing Taguchi techniques. Combined effecthidd cutting parameters, namely cutting
speed, feed rate and depth of cut on two performamgasures, flank wear (VB) and surface
roughnessK,), were investigated employing an orthogonal aemag the analysis of variance
(ANOVA). Optimal cutting parameters for each penfi@nce measure were obtained; also the
relationship between the parameters and the peaftzen measures were determined using
multiple linear regression.



[4] Chorng-Jyh Tzeng, Yu-Hsin Lin, Yung-Kuang Yaagd Ming-Chang Jeng optimize
turning operations with multiple performance ché&dstics using the Taguchi method and
Grey relational analysig his study investigated the optimization of CNCning operation
parameters for SKD11 (JIS) using the Grey relati@malysis method. Nine experimental
runs based on an orthogonal array of Taguchi metlerd performed. The surface properties
of roughness average and roughness maximum assvélle roundness were selected as the
guality targets. An optimal parameter combinatibnhe turning operation was obtained via
Grey relational analysis. By analyzing the Greyatiehal grade matrix, the degree of
influence for each controllable factors onto indival quality targets can be found. The depth
of cut was identified to be the most influence loa toughness average and the cutting speed
is the most influential factor to the roughness imaxn and the roundness. Additionally, the
analysis of variance (ANOVA) is also applied tondf/ the most significant factor; the
depth of cut is the most significant controlledtéas for the turning operations according to
the weighted sum grade of the roughness averagghness maximum and roundness.

[5] J. Paulo Davimgiven A note on the determination of optimal cutting cibiotis for
surface finish obtained in turning using desigrexperimentsThis paper presents a study of
the influence of cutting conditions on the surfdoesh obtained by turning. A plan of
experiments, based on the techniques of Taguchideagned and executed on controlled
machining with cutting conditions prefixed in workpes. Afterwards, the roughness was
evaluated on workpieces using two different profiiers. The objective was to establish a
correlation between cutting velocity, feed and Hept cut with the roughness evaluating
parameter&, andR;, following the international norms. These corrielias were obtained by
multiple linear regression. Finally, confirmatiogsts were performed to make a comparison
between the results predicted from the mentioneckkations and the theoretical results.

[6] Aman Aggarwal Hari Singh, Pradeep Kumand Manmohan Singh worked on
optimization of multiple quality characteristicsrf€NC turning under cryogenic cutting
environment using desirability function. This pamgatimizes multiple characteristics (tool
life, cutting force, surface roughness and powearsamption) in CNC turning of AISI P-20
tool steel using liquid nitrogen as a coolant. Foontrollable factors of the turning process
viz. cutting speed, feed, depth of cut and noskusa were studied. Face centred central
composite design was used for experimentation. étespsurface methodology was used for
modelling the responses. Desirability function weed for single and multiple response
optimization.

[7] P. Matooria, S. Sulaimaand M.M.H.M. Ahmad done an experimental study for
optimization of electrical discharge turning (EDPyocess. This study presents the
application of the Taguchi robust design methodeptimize the precision and accuracy of
the electrical discharge machining process (EDMnfachining of precise cylindrical forms
on hard and difficult-to-machine materials. Theserg study has been carried out on the
influence of six design factors: intensity suppll®dthe generator of the EDM maching, (
pulse-on timet(), voltage V), pulse-off time i), servo V), and rotational spee) which

are the most relevant parameters to be controliedhe EDM process machinists, over
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material removal rate (MRR) as an indicator of dfigciency and cost-effectiveness of the
process. The study of behaviour of the mentioneshamese has done by means of the
technique called design of experiments (DOE). Ia ¢ase, an 4 (2* x 3') Taguchi standard
orthogonal array was chosen due to the numberctdrimand their levels in the study.

[8] Hasan Oktem Tuncay Erzurumland Ibrahim Uzman applied Taguchi
optimization technique in determining plastic ijea molding process parameters for a
thin-shell part. This paper deals with the appiaratof Taguchi optimization technique to
reduce warpage problem related to the shrinkagiatiar depended on process parameters
during production of thin-shell plastic componeifds or those part. For this purpose, a
number of MoldFlow analyses are carried out byizitiy the combination of process
parameters based on three-levelgfandLy Taguchi orthogonal design. The signal-to-noise
(§N) and the analysis of variance (ANOVA) are usedind the optimum levels and to
indicate the impact of the process parameters apaga and shrinkage. The results show
that warpage and shrinkage are improved by abdu@2 and 0.7%. A verification test is also
performed to prove the effectiveness of Taguchhnegue after the optimum levels of
process parameters are determined. It can be yled#drred from this conclusion that
Taguchi optimization is sufficient to solve therpage problem with shrinkage for thin-shell
plastic components of or those part

[9] M. Kaladharl, K. V. Subbaiah, Ch. Srinivasa Rawl K. Narayana Radhey worked on
application of Taguchi approach and Utility Concepsolving the Multi-objective problem
when turning AISI 202 Austenitic Stainless Stddle traditional Taguchi method is widely
used for optimizing the process parameters of glesiresponse problem. Optimization

of a single response results the non-optimum vdloresemaining. But, the performance of
the manufactured products is often evaluated berséwquality characteristics/responses.
Under such circumstances, multi-characteristicgaese optimization

may be the solution to optimize multi-responsesuttiameously. In the present work, a multi-
characteristics response optimization model base@iaguchi and Utility concept is used to
optimize process parameters, such as speed, fepth df cut, and nose radius on multiple
performance characteristics, namely, surface roeggn(Ra) and material removal rate
(MRR) during turning of AISI 202 austenitic staiggesteel using a CVD coated cemented
carbide tool. Taguchi's L8 orthogonal array (OAs&ected for experimental planning. The
experimental result analysis showed that the coation of higher levels of cutting speed,
depth of cut, and nose radius and lower level efifes essential to achieve simultaneous
maximization of material removal rate and minimiaatof surface roughness. The ANOVA
and F-tests are used to analyze the results. Futtieeconfirmation tests are conducted and
the results are found to be within the confidemterval.

[10] Bharat Chandra, Saumaya Darshan Mohanty, AdBa&lyopadhaya optimized in CNC
end milling of UNS C34000 medium leaded brass wmlltiple surface roughness
characteristics.The present study highlights a multi-objective oytiation problem by
applying utility concept coupled with Taguchi meththrough a case study in CNC end
milling of UNS C34000 medium leaded brass. Thestithed at evaluatingthe best process
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environment which could simultaneously satisfy npldt requirements of surface quality. In
view of the fact, the traditional Taguchi methochmmat solve a multi-objective optimization
problem; to overcome this limitation, utility thgohas been coupled with Taguchi method.
Depending on Taguchi’'s Lower-the- Better (LB) rasg® criteria; individual surface quality
characteristics has been transformed into correBpgnutility values. Individual utility
values have been aggregated finally to compute ativetility degree which serves as
representative objective function for optimizingngs Taguchi method. Utility theory has
been adopted to convert a multi-response optinm@aproblem into a single response
optimization problem; in which overall utility degg serves as the representative single
objective function for optimization. The study obrobined utility theory and Taguchi
method for predicting optimal setting. Based on udgjs Signal-to-Noise ratio (S/N),
analysis has been made on the overall utility degmed optimal process environment has
been selected finally which corresponds to hig@¥ Ratio. Optimal result has been
verified through confirmatory test. The case stujicates application feasibility of the
aforesaid methodology proposed for multi responggnuozation and off-line control of
multiple surface quality characteristics in CNC eniding.

[11] Sanijit Moshat, Saurav Datta, Asish Bandyopaghgnd Pradip Kumar Pal worked on
Optimization of CNC end milling process parametgssig PCA-based Taguchi method. In
order to build up a bridge between quality and potigity, the present study highlights
optimization of CNC end milling process parameterprovide good surface finish as well as
high material removal rate (MRR). The surface finend material removal rate have been
identified as quality attributes and are assumedtbaadirectly related to productivity. An
attempt has been made to optimize aforesaid quatiitjputes in a manner that these multi-
criterions could be fulfilled simultaneously up ttee expected level. This invites a multi-
objective optimization problem which has been soltsy PCA based Taguchi method. To
meet the basic assumption of Taguchi method; inpitesent work, individual response
correlations have been eliminated first by mean®nficipal Component Analysis (PCA).
Correlated responses have been transformed inturneteted or independent quality indices
called principal components. The principal companemposing highest accountability
proportion, has been treated as single objectivetion for optimization (multi-response
performance index). Finally Taguchi method has badapted to solve this optimization
problem. The aforesaid methodology has been fouuntul in the cases where simultaneous
optimization of huge number of responses is require

[12] Julie Z. Zhang, Joseph C. Clwere. Daniel Kirby. They worked on surface roughness
optimization in an end-milling operation using tA@aguchi design method. This study
presents a study of the Taguchi design applicatasptimize surface quality in a CNC face
milling operation. Maintaining good surface qualitysually involves additional
manufacturing cost or loss of productivity. The Uielg design is an efficient and effective
experimental method in which a response variabie e optimized, given various control
and noise factors, using fewer resources thantarfacdesign. This study included feed rate,
spindle speed and depth of cut as control factmd, the noise factors were the operating
chamber temperature and the usage of differentinserts in the same specification, which
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introduced tool condition and dimensional variahiliAn orthogonal array of L9 (34) was
used; ANOVA analyses were carried out to identifg significant factors affecting surface
roughness, and the optimal cutting combination determined by seeking the best surface
roughness (response) and signal-to-noise ratiallifjnconfirmation tests verified that the
Taguchi design was successful in optimizing millpegameters for surface roughness.



Chapter 3

A review of optimization techniques in metal cuttirg process

3.1.1 Introduction

Technology of metal has grown substantially overetiowing to the contribution from may
branches of engineering with a common goal of awhige higher machining process
efficiency. Selection of optimal machining condit{e) is a key factor in achieving this
condition. In metal cutting operation, the manufiaet seeks to set the process - related
controllable variable(s) at their optimal oparngticonditions with minimum effect of
uncontrollable or noise variables on the levels adhbility in the output(s). To design and
implement an effective process control for metaticg operation by parameter optimization,
a manufacturer seeks to balance between qualitgestdat each stage of operation resulting
in improved delivery and reduced warranty or fieddure of a product under consideration.
Out of many types of machining machining operatidting, turning, milling, broaching,
grinding, honing and lapping are the key value-agdmetal cutting process required to
produce assembly components and final productseBsoparameters optimization in these
machining operations is required to produce assgmsbmponents and final products.
Process parameter optimization in these machinpegation is required to be undertaken in
two stages :

(1) modelling of input-output and in process paramegkationship, and
(i) determination of optimal or near-optimal cuttinghddions.

Modelling of input-output and in-process parameédationship is considered as an abstract
representation of a process linking causes andteffer transforming process inputs into
outputs. The resulting model provides the basicdheragttical input required for formulation
of the process objective function. An optimizatitechnique provides optimal or near-
optimal solution(s) to the overall optimization plem formulated, and subsequently
implemented in actual metal cutting process.

The first necessary step for process parametemigatiion in any metal cutting process is to
understand the principles governing the cuttingcesses by developing an explicit
mathematical model, which may be of two types : maecstic and empirical. The functional
relationship between input-output and in-procesarpaters as determined analytically for a
cutting process is called mechanistic models. Haneas there is a lack of adequate and
acceptable mechanistic models for metal cuttingcgsses. The list of applications of
modelling techniques of process input-output amgrocess parameter relationship based
on statistical regression, artificial neural netaand fuzzy set theory is endless. Although
these types of modelling techniques may be worlsatisfactorily in different situations,
there are constraints, assumptions and shortcomingsng the use of a specific technique.
The usefulness, applications, and limitations esthtechniques are explained below.
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3.1.2 Statistical regression technique

Regression is a conceptually simple technique festigating functional relationship
between output and input decision variables of tingu process and may be useful for
cutting process data description, parameter estimaand control. Several applications of
regression equation-based modelling in metal aytpnocess are reported in literature.
Although statistical regression may work well foodelling, this technique may not describe
precisely the underlying non-linear complex relasioip between the decision variables and
responses. A prior assumption regarding functioglationship(s) [such as linear, quadratic,
higher-order-polynomial, and exponential] betweetpat(s) and input decision variable(s),
is a pre-requisite for regression equation-basedetfing. Prediction of output(s) for an
unknown set of input(s) based on regression tecienig valid only over the region of the
repressors variable(s) contained in the observétihguprocess data. It is only an aid to
confirm cause-effect relationship, and does notlymg cause and effect relationship.
Moreover, error components of regression equatieadnto be mutually independent,
normally distributed, and having constant variance.

3.1.3 Artificial neural network (ANN)-based modatig

ANN may handle complex input-output and in progeasameter relationship of machining
control problems. The learning ability of nonlinealationship in a cutting operation without
going deep into the mathematical complexity, oopassumption on the functional form of
the relationship between input(s), in process patar(s) and output(s) (such as linear,
quadratic, higher order polynomial, and exponentiahkes ANN an attractive choice for
many researchers to model cutting processes. Beimgllti-variable, dynamic, non-linear

estimator, it solves problems by self-learning aetf organization. The intelligence of an
ANN emerges from the collective behaviour of sdezhlartificial neuron’, and derives the

process knowledge from input and output data satei@l applications of ANN-based input-
output relationship modelling for metal cutting pesses are reported in the literature.

There are certain assumptions, constraints, andations inherent in these approaches,
which may be worth mentioning, ANN techniques ateemapted only when regression
techniques fail to provide an adequate model. Sointlee drawbacks of ANN techniques are

(1) Model parameters may be un-interpretable for noedr relationship.

(i) It is dependent on voluminous data set, as spatserdlative to number of input and
output variables may result in over fitting or témate training before network error
reaches optimal or near-optimal point.

(i) Identification of influential observations, outler and significance of various
predictors may not be possible by this technique.



There is always an uncertainty in finite convergemé algorithms used in ANN-based

modelling technique, and generally convergencesrgaitare set based on prior experience
gained from earlier applications. No universal suéxist regarding choice of a particular
ANN technique for any typical metal cutting processblem.

3.1.4 Fuzzy set theory-based modelling

The fuzzy set also play an important role in inputput and in —process parameter
relationship modelling. The theory on fuzzy set @drthe existence of a type of uncertainty
(or indecision) in process decision variables daevagueness (referred to as ‘fuzzy
uncertainty’) rather than due to randomness aland,many decisions in process control are
in fuzzy environment. Fuzzy set theory-based mougltechnique is generally preferred
when subjective knowledge or opinion(s) of procespert(s) play a key role in defining
objective function and decision variables. Sevegplications of fuzzy set theory-based
modelling of metal cutting processes are reportethe literature. Fuzzy set theory-based
techniques suffer from a few shortcomings, suchrudss developed based on process
expert(s) knowledge, and their prior experiencas @pinion(s) are not easily amenable to
dynamic changes of underlying cutting process.Idb aloes not provide any means of
utilising analytical models of metal cutting proses.

3.2 Determination of optimal or near-optimal cutting condition(s)

With time, complexity in metal cutting process dymes has increased and as a
consequence, problems related to determination mtfmal or near-optimal cutting
condition(s) are faced with discrete and continupasameter spaces with multi-model,
differentiable as well as non-differentiable obpeetfunction or response(s). Search for
optimal or acceptable near-optimal solution(s) sugable optimization technique based on
input-output and in process parameter relationsiipbjective function formulated from
model(s) with or without constraint(s), is a crticand difficult task for researchers and
practitioners. A large number of techniques haslileloped by researchers to solve these
types of parameter optimization problems, and mayglassified as conventional and non-
conventional optimization techniques.

Conventional techniques attempt to provide a lamaiimal solution, non-conventional
techniques based on extrinsic model or objectivaction developed, is only an
approximation, and attempt to provide near-optimatting condition(s). Conventional
techniques may be broadly classified into two caieg. In the first category, experimental
techniques that include statistical design of expent, such as Taguchi method, and
response surface design methodology (RSM) arereefén. In the second category, iterative
mathematical search techniques, such as lineargroging (LP), non-linear programming
(NLP), and dynamic programming (DP) algorithms srduded. Non-conventional meta-
heuristic search-based techniques, which are basegenetic algorithm (GA), tabu search

10



(TS), and simulated annealing (SA). A critical appal of each of these techniques is given
below.

3.3 Conventional optimization techniques
3.3.1 Taguchi method

Taguchi’s contribution to qualify engineering hashb far ranging. The concept of Taguchi’s
robust design is based on designing a product aregs in such a way so as to make its
performance less sensitive to variation due to otroled or noise variables which are not
economical to control. Taguchi method is usuallprapiated for its distribution-free and
orthogonal array design and it provides a considenseduction of time and resource needed
to determine important factors affecting operatiomsh simultaneous improvement of
quality and cost of manufacturing.

The Taguchi method over the years has been catidizy a number of researchers.
The following criticism are worth mentioning :

(1) The orthogonal array design suggested by Taguehiimited in numbers, and may
fail to adequately deal with many important intéi@t effects within the domain of
the design proposed.

(i) Taguchi proposes a short term, one-time improventechinique to reduce the
number and cost of experimentations, which may sty lead to sub-optimal
solutions.

(i)  Taguchi’'s method refers to optimization withoutriimsic empirical or mechanistic
modelling during experimentation. This type of teicjue closes the possibility for
greater in-depth knowledge of the process.

(iv)  Alternative methods, claimed to be efficient fomsitaneous optimization of
multiple responses [such as data transformation wsidg dual-response surface
technique] are available in the literature whersibgoals of Taguchi method are
achieved by simultaneous optimization of mean daddard deviation without the
use of controversial S/N ratio.

v) Universal method for multiple objective optimizatioproblem is purely based on
judgemental and subjective process knowledge.

3.3.2 Response surface design methodology (RSM)

The RSM is a dynamic and foremost important toad@sign of experiment (DOE) wherein

the relationship between response(s) of a proceksta input decision variables is mapped
to achieve the objective of maximization or miniation of the response properties. It is a
set of statistical DOE techniques, intrinsic regr@s modelling, and optimization methods
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useful for any field of engineering. The first nsesary step in RSM is to map response(s), Y
as a function of independent decision variables, (Xd). If the model is adequate, hill
climbing or descending technique for maximizationnanimization problem is attempted
and the same mapping technique is repeated. Imi¢hety of optimal point, a second order
regression model is generally found adequate. Maximminimum, or a saddle point is
identified by stationary point approach and canananalysis of the second order model
developed, and ‘ridge analysis’ is attempted iisita saddle point. Many researchers and
practitioners use RSM in metal cutting processipatars optimization problems.

Although RSM works well in many different procegstimization problems, there are few
limitations inherent in this approach. Researchemsphasize on the application of
mathematical iterative search algorithm, and h&arts meta-heuristic search techniques, in
preference to RSM, specific to highly nonlinear,ltimmodal, objective function. They also
highlight that these types of problems are extrgrdédficult to solve by RSM, and problem
complexity increases further by the presence otiplalobjectives. RSM works well when
the number of responses is maximum three, it glnagves indefinite saddle function in
guadratic response surface model with more thaethesponses. RSM techniques are based
on series of experimentation, and may not be feasibcost effective for manufacturer in
many manufacturing situations. Moreover, objectie response function needs to be
continuously differentiable for determination oftiopal cutting condition, which may not be
the case in many complex physical process.

3.3.3 lterative mathematical search technique

Linear, non-linear, and dynamic programming techag(Hillier & Liebermann, 1999) may
be described in terms of their structures, comptat procedures, and important decision
problems formulated as minimization or maximizatadra mathematical function of several
variables having a number of constraints. In tpisraaches, there is no need to construct an
actual physical model of the metal cutting procesder consideration, which is mostly
replaced by an empirical model describing the dgitgess.

As metal cutting process problem are mostly complek non-linear in nature, LP technique
does not provide an adequate answer, or may nap®priate for many such problems.

Multi- modal functions and consideration of mulé@pionlinear response functions justify the
use of NLP solution techniques in this case. In &P cutting process optimization
problem formulation, either the objective functishér at least one of the constraints is non-
linear in nature, and a particular combination witiog conditions is optimal, if and only if,
all of Kuhn-Tucker conditions with other convexigsumptions on response function are
satisfied.

Determination of optimal cutting process paramedettings is a key factor to achieve
machine or process efficiency and a number of nmagétieal programming techniques has
been proposed and effectively used to achieve dhjsctive. Many researchers used the
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application of dynamic programming (DP) approach fataining optimal machine
parameter setting when tool changes occur onlydmtvypasses in cutting operation.

Although LP, NLP, and DP work well in many situatsy a few shortcomings of these
techniques may be worth mentioning :

(1) Mathematical iterative search techniques focus eram specific aspects of
machining (such as cutting force, temperature,tanbwear) and may not handle the
overall cutting process, complexities due to langenber of interdependent variables
and their stochastic relationships.

(i) The multi-modal, multi-objective response functioreed to be continuously
differentiable to attain optimal set point by NLRdaDP techniques, which may be a
restrictive assumption in real life problems. Mareqg heuristic and meta-heuristic
techniqgues may provide an alternative near-optiooding condition(s), which are
cost effective and reasonably acceptable for implgation by manufacturers rather
than searching for exact optimal cutting conditg)npased onLP, NLP or DP
techniques.

3.4 Non-conventional techniques
3.4.1 Heuristic search technique

Heuristic, generally providing simple means of gading which among several alternative
solutions seems to be the most effective one ierai@ achieve some goal, consist of a rule
or a set of rules seeking acceptable solutiori(g)raasonable computational cost. Heuristic-
based search techniques may be very useful forscabere conventional optimization
techniques are not suitable, such as problemshigtitdimensional search space with many
local optima. Researchers and practitioners prafernative cost effective near-optimal (or
approximate) solution(s) than exact optimal, asdty be extremely difficult to find exact
optimal point in higher dimension, and multimodabsch space. In this context, the so-
called ‘evolutionary algorithm’ has been extensiesed in different types of combinatorial
process optimization problems for near-optimal Soh(s).

3.4.2 Metaheuristic search technique

Although heuristic search may offer near-optimalugson(s), they are mainly problem-

specific. Researchers suggest several alternativpsoblem specific heuristics, also called
generalized iterative master strategy or ‘metalséati which guide and modify other

heuristics to produce solutions that are normadiyegated in a quest for local optimality. As
has been reported in the literature, three typeseaifheuristic-based search algorithms viz.
genetic algorithm (GA), simulated annealing (SA)ddabu search (TS) are applied in the
domain of cutting process parameter optimizatidmese techniques are derivative-free, and
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are not based on functional form of its searchatiba. Each of these techniques is
explained below along with their application anditation.

3.5.1 Genetic algorithm (GA)

The working of GA (Holland, 1975; Godberg, 2002;0D2002) generally preferred for large
and complex cutting process parameter optimizaposblems, is based on three basic
operators, viz. reproduction, crossover, and manatin order to offer a population of
solutions. The algorithm creates new populatiomfian initial random population (obtained
from different feasible combination of process dexi variables) by reproduction,
crossover, and mutation in an iterative proces® 3élection, crossover and mutation on
initial population create a new generation, whistevaluated with pre-defined termination
criteria. The procedure continues by consideringeru population as initial population till
the termination criteria are reached. GA is verpegbng for single and multi-objective
optimization problems and some of its advantagessifollows :

(1) As it is not based on gradient-based informatibdpes not require the continuity or
convexity of the design space.

(i) It can explore large search space and its seandttidn or transition rule is
probabilistic, not deterministic, in nature, anchte, the chance of avoiding local
optimality is more.

(i) It works with a population of solution points rathkan a single solution point as in
conventional techniques, and provides multiple 1ogdimal solutions.

(iv) It has the ability to solve convex and multi-moélaiction, multiple objectives and
non-linear response function problems, and it mayapplied to both discrete and
continuous objective functions.

Several application of GA based technique in meti#ing process parameter optimization
problems have been reported in the literature.

Although GA-based optimization technique works watl many situations, a few
shortcomings of this technique may be worth meirign

(1) Convergence of the GA is not always assured.

(i) No universal rule exists for appropriate choiceatforithm parameters, such as
population size, number of generations to be ewadljacrossover probability,
mutation probability, and string length.

(i)  GA may require a significant execution time tcamtnear-optimal solutions, and
convergence speed of the algorithm may be slow.ebl@r the repeatability of
results obtained by GA with same initial decisiariable setting conditions is not
guaranteed.
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3.5.2 Tabu search (TS)

A local search algorithm-based technique, calleab Search’ (TS), developed by Glover
derives its attractiveness due to its greater Wiéy and ease of implementation in
combinatorial optimization problems. TS algorithtarss with initial feasible solution point
from random feasible combination of process deniswariables, and moves stepwise
towards an improved solution point. A sample ofisiea vector is generated, and the best
vector within the sample is determined based oauaistic approach. A move is made from
current decision vector to a best decision vectdrim tabu list, which provides improved
objective function value in a single step by simpledifications of current decision vector.

A tabu list contains a certain number of last denisectors visited. The best decision vector
replaces the oldest vector in the tabu list, amdstirvival vectors in the list are given a tabu
status, which reduces risk of cycling of same dexiwvector (i.e., modification in current
decision vector, which would bring back previousigited vector). In the subsequent
iteration, uses of tabu active vectors in the neagithood of current decision vector space.
Tabu active status of a decision vector is oveaiddnly on certain aspiration level criteria,
such as acceptance of the modification on curreotov that improves objective function
value.

TS- based technique has been successfully apgigdolvide near-optimal and acceptable
solution in many combinatorial process optimizagwablems.

Although TS may be considered to be a good altermdab GA or SA to solve complex
combinatorial optimization problems within a reasble amount of computational time,
there are certain constraints and assumptionseanher this technique. The convergence of
TS algorithm for multi-modal objective function anfinite number of steps is not guaranteed
like other metaheuristic. The choice of tabu ligesalways influences end solution of the
problem, as a list of small size may result in whgtrevisit of same cutting condition
vectors, and a list of long size may lead to sigairitly longer computational time to verify
tabu status of a candidate cutting condition ve@etection of aspiration level criteria also
plays a key role in randomization of search to phared feasible regions.

3.5.3 Simulated annealing

SA technique based on the concept of modellingsamdlation of a thermodynamic system
may be used to solve many combinatorial processngation problems. This technique
starts with selection of an initial random proceteision vector, and moves to new
neighbourhood decision vector that improves objectunction value. SA technique may
accept inferior decision vector based on certagbabilistic measure to avoid local optimal
in a multimodal response function. The probabilityat there is a move to an inferior
decision vector (or the decision vector which pdes degraded objective function value)
decreases as the value of a ‘temperature paranudéried in the algorithm, decreases,
which is analogous with slow cooling in an annaglprocess to attain perfect crystalline
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state. SA procedure of stochastic search algorgtadually changes to a traditional gradient
descent search method as the temperature paramakterdrops.

A number of different versions and applicationsS# algorithm-based technique in metal
cutting process problems is reported in the liteeat

SA technique may be used to solve continuous acretis state space cutting process
optimization problems. The stochastic nature of #hgorithm and guided probabilistic
moves are two of its key aspects in case of a fmatlal response function. Although SA is
appreciated for its simplicity and effectivenedsw tonvergence of the algorithm may be
strongly affected by the parameters of cooling dakes and no universally acceptable levels
of control parameters in cooling schedule exist dfferent types of cutting process
parameter optimization problem. Moreover, the régdahty of the near-optimal solution
obtained by SA with same initial cutting conditiaasiot guaranteed.

Although, each modelling or optimization techniquath its variants, as mentioned have its
versatility, no single guideline or clear-cut eribn exists to chose the best one and judge
the performance of different alternative technigureany metal cutting process optimization
problem.
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CHAPTER 4

Introduction to Taguchi Method
4.1 A Historical Perspective

When Japan began its reconstruction efforts afterlWvar Il. It faced acute shortage of

good quality raw material, high quality manufaatgrequipments and skilled engineers. The
challenge was to produce high quality products @matinue to improve the quality under

those circumstances. The task of developing a metbhgy to meet the challenge was

assigned to Dr. Genichi Taguchi, who at that tires\& manager in charge of developing
certain telecommunications products at Electricam@wunications Laboratories (ECL) of

Nippon Telephone and Telegraph Company (NTT). Tghohis research in the 1950s and
early 1960s, Dr.Taguchi developed the foundatidnRabust design and validated its basic
philosophies by applying them in the developmentnahy products. In recognitions of this

contribution, Dr. Taguchi received Deming Award 1862, which is one of the highest

recognitions in the field of quality.

4.2 Taguchi Method in Quality Engineering

The term quality engineering encompasses a broageraf engineering and operational
activities whose aim is to ensure that a produgtiality characteristics are at their nominal
or target values. It could be argued that the anégsiality engineering and TQM overlap to
significant degree, since implementation of goodlity engineering is strongly dependent
on management support and direction. The field wdlity engineering owes much to
G.Taguchi, who has had an important influence terdevelopment, especially in design
area-both product design and process design.

Taguchi Methods

1. Off-line and On-line control
2. Robust Design
3. Loss function

Off-line and On-line quality control

Taguchi believes that the quality system must b&ilduted throughout the organization. The
guality system is divided into two basic functions:

4.3 Off-line quality control

This function is concerned with issues, both produnc process design. It is applicable prior
to the production and shipment of the productoitsists of two stsges:

1. Product design
2. Process design
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The product desigrstage is concerned with the development of newywiodr a new model
of an existing product according to customer nesdkseconomically feasible.

The process desigrtoncerned with specifying the processes and equipnsetting work
standards, documenting procedures and developeay @nd workable specifications for
manufacturing. A three step approach is applicableoth of these design stages is outlined :

1. System design
2. Parameter design
3. Tolerance design

System design

In the product design stage, system design refterthe final product configuration and
features, including starting materials, componemd subassemblies. For example, in the
design of new car, system design includes thedizar, its styling, engine size and power
and other features that target it for a certainketasegment. In process design, it means
selecting the most appropriate manufacturing method

Parameter design

It concerned with determining optimal parametettisgtfor the product or process. In

parameter design, the nominal values of productpmcess parameters are specified.
Example of parameters in product design includes dimensions of components in an
assembly. In process design it may be speed or ifeedachining operation. It is the

parameter design stage that a robust design is\aghi

Tolerance design

The tolerance design phase attempts to achieviaadeasetting wide tolerances to facilitate
a manufacture and minimizing tolerances to optinpieluct performance.

4.4 On-line quality control

This is concerned with production operation andtrehs with customer after shipment. In
production, Taguchi classifies three approachegisdity control:

1. Process diagnosis and adjustment In this approach, the process is measured
periodically and adjustments are made to move peatens of interest towards
nominal values.
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2. Process prediction and correction: This refers to the measurements of process
parameters at periodic intervals so that trendsbeaprojected. If projections indicate
deviations from the target values, corrective psscdjustments are made.

3. Process measurement and actiontt involves inspection of all units to detect
deficiencies that rework or scrapped. Since theagmh occurs after the unit is alredy
made, it is less desirable than the other two farfreontrol.

4.5 Robust Design

The objective of parameter design in Taguchi's oofffine quality control is to set
specifications on product and process parametersdate a design that resist failure or
reduced performance in the face variation. Taguals$ the variations noise factoss.noise
factor is a source of variation that is impossible oridifft to control and that affects the
functional characteristics of the product. Thrggetyof noise factors can be distinguished :

1. Unit-to-unit noise factors: These are inherent random variations in the proaeds
product caused by variability in raw materials, hmaery, and human patrticipation.
They are associated with the production procegdgha statistical control.

2. Internal noise factor: These sources of variation are internal to the ycbar
process. They include: (1) time dependent factetssh as wear of mechanical
components, spoilage of raw materials, and fatwfumetal parts and (2) operational
errors, such as improper settings on the productamhine tools.

3. External noise factor: An external noise factor is a source of variatibattis
external to product or process, such as outsid@deature, humidity, raw materials
supply, and input voltage, internal and externaitdes constitute what we have
previously called assignable variations. Taguchktinguishes between internal and
external noise factors because external noiserfaei@® generally more difficult to
control.

A Robust Designs one which the function and performance of thedpct or process
are relatively insensitive to variation in any dfese noise factors. In product design
robustness means that product can maintain consigterformance with minimal
disturbance due to variation in uncontrollable dagtin its operating environment. In
process design, robustness means that the prometssue to produce good product with
minimal effect from uncontrollable variations iretbperating environment.

4.6 The Taguchi Loss Function

The Taguchi loss function is a useful concept. Tagwefines quality as” the loss a
product costs society from the time product relddse shipment “. Loss includes costs
to operate, failure to function, maintenance anghirecosts, customer dissatisfaction,
injuries caused by poor design, and similar cadégective products that are detected,
repaired, reworked, or scrapped before shipmenh@treonsidered part of this loss. Loss
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occurs when a product’s functional characterigdiéfers from its nominal or target value.

When the dimension of the component deviates ftsmominal value, the component’s
function is adversely affected. No matter how snifadl deviation, there is some loss in
function. The loss increases at an acceleratirgy aatthe deviation grows, according to
Taguchi.

If we let y = the quality characteristics of intstrand
m = its normal value. (Target value for y)

The loss function will be a U-shaped curved as shimwfigure. Taguchi uses a quadratic
eqguation to describe this curve.

L (y) = k (y-m)?

(S THIE[RY

Loz

Fig. No. 1Quality Loss Function
where, L(y) = loss function
k = Constant of proportionaljuality loss coefficient)

The loss function increases slowly when we meabut we go farther from, the loss
increases more rapidly.

It is important to determine the const&rdo that quality loss equation can beat approximate
the actual loss within region of interest. A coneah way to determink is to determine first
the functional limits for the value of y.

Let m +A_be the functional limits. Suppose the loss at yA is A .

Thenk=A_[42

A_ is the cost of repair or replacement of the product
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CHAPTER 5

Taguchi Methodology for single objective optimizaibn

Every experiment has to plan and conduct experisnenbbtain enough and relevant data so
that he can infer the science behind the obserkiedgmenon. He can do so by,

(1)Trial-and-error-approach

Performing a series of experiments each of whisleggisome understanding. This requires
making instruments after every experiment so thatysis of observed data will allow him to

decide what to do next — “Which parameters shoegld/dried and by how much”. Many a

times such series does not progress much as negasinlts may discourage or will not allow

a selection of parameters which ought to be changé#ue next experiment. Therefore, such
experimentation usually ends well before the nunadbexxperiments reaches a double digit !
The data is insufficient to draw any significantnclusions and the main problem (of

understanding the science) still remains unsolved.

(2) Design-of-Experiment

A well planned set of experiments, in which all graeters of interest are varied over a
specified range, is a much better approach to mbsystematic data. Mathematically
speaking, such a complete set of experiments otmgive desired results. Usually the
number of experiments and resources (material gne) trequired are prohibitively large.
Often the experimenter decides to perform a sulfsie complete set of experiments to save
on time and money ! However, it does not easilydl@self to understanding of science
behind the phenomenon. The analysis is not very éwugh it may be easy for the
mathematician/statistician) and thus effect of masi parameters on the observed data are not
readily apparent. In many cases, particularly thasehich some optimization is required,
the method does not point to the BEST settingsaohipeters. A classic example illustrating
the drawback of design of experiments is foundhi& planning of a world cup event, say
football. While all matches are well arranged witspect to the different teams and different
venues on different dates and yet the planning doésare about the result of any match
(win or lose) Il Obviously, such a strategy istndesirable for conducting scientific
experiments (except for co-ordinating various tn§tbns, committees, people, equipment,
materials etc.).
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(3)Taguchi Method

Dr. Taguchi of Nippon Telephones and Telegraph CamgpJapan has developed a method
based on “Orthogonal Array” experiments which giveach reduced “variance” for the
experiment with “optimum settings” of control paraters to obtain BEST results is achieved
in the Taguchi Method. “Orthogonal Arrays” (OA) pirde a set of well balanced (minimum)
experiments and Dr. Taguchi’'s Signal-to-Noise st{(®/N), which are log functions of
desired output, serve as objective functions fotinmpation, help in data analysis and
prediction of optimum results.

5.1 Orthogonal Array (OA)

The classical experiment design methods are to Bxppme consuming and not easy to
use. A large number of experiments have to be emirdut when number of process
parameter are more. To solve this problem Taguckithod uses a special design of
orthogonal array to study the entire parameterespath minimum number of experiments.
In present study three parameters namely cuttirpdspfeed rate, and depth of cut are
identified and the range of parameter for the preswestigation determined from ASME'’s
machining hand book. Each parameter is investigait¢ioree levels to study the non linearity
effect of process parameters. In the Taguchi metth@dmain parameters which influence on
process results are located in different rows designed orthogonal array (OA). Selection
of the OA is based on the calculation of the td&dree of freedom of all the factors, and the
number of rows of an OA selected should be gretdi@n or equal to the total degree of
freedom of a process. Orthogonal arrays are a ap@eitrix in which entries are at various
levels of input parameters, and each row represemtividual treatment condition. In
orthogonal array, for any pair of column all condiions for each factor level occur, and
they occur an equal number of times (this is datlee balancing property). With such an
arrangement, one can conduct completely randormaxpdriments. To select an appropriate
orthogonal array for the experiments, the totalrdeg of freedom need to be computed. The
degrees of freedom are defined as the number opansons between design parameters that
need to be made to determine which level is battdrspecifically how much better it is. For
example, a three level-level design parameter solanttwo degree of freedom. The degrees
of freedom associated with the interaction betwientwo designs parameters are given by
the product of the degrees of freedom for the tesigh parameters. In the present study, the
interaction between the cutting parameter is neégteclherefore, there are six degrees of
freedom owing to there being three cutting paramsei® the turning operation. Once the
required degrees of freedom are known, the negptist¢o select an appropriate orthogonal
array to fit the specific task. Basically, the dsgg of freedom for the orthogonal array should
be greater than or at least equal to those foddiseggn parameters.

Mathematically, the dof can be computed as :

DOF = [(number of levels — 1) for each control éact (number of levels for A — 1) x
(number of levels for B — 1) for each interactiod ]+
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Where, A and B are the interacting control factors.

Three levels were specified for each of the facawdndicated in Table 1 The orthogonal
array chosen wask, which has 27 rows corresponding to the numbempafameter
combinations (26 degrees of freedom), with 13 caolsirat three levels. The first column was
assigned to the cutting speed, the second colurtiretteed rate, the fifth column to the axial
depth of cut, and the remaining columns to theraugons.

Table No. 1 Experimental layout using an L27 orthrua) array

Test
no.

Column no.

123456 78 9 10 11 12 13
1 11771717171 1/11/1 1 1 1
2 111122222 2 2 2 2
3 111133333 3 3 3| 3
4 12/2/2/1/11/2/2 2 3 3 3
5 122222233 3 1 1 1
6 122233 3/1/1/1,2 2| 2
7 133311133 32 2| 2
8 13313 2/22/1/1/1, 3 3 3
9 1331333 3/12/2/2 1 1 1
10 21 2/3/1123/1/2 3 1 2|3
11 2123|123 123 1 2 3|1
12 2/1/2/3/3/1/2/3/1,23 1 2
13 2/2/3/1/1/2/3/2/3 131 2
14 22 3/1/23 1312 1 2|3
15 22 3/1/312/1/2 3 2 3|1
16 2/3/1/2/1/2/3/3/1,22 3 1
17 2/3/1/2/2/3/1/1/2 331 2
18 231231223 1 1 23
19 313213213 2 1 3|2
20 311/3/2/2/1/3/2/1 32 1 3
21 311/3/2/3/2/1/3/2 1 3 2 1
22 3213113221 3 3 2|1
23 32/1/3/2/13/3/2 1 1 3 2
24 3)2/1/3/3/2/1/1/3 22 1 3
25 33 2/1/13 2321 2 1|3
26 33 2/1/213 13 2 3 2|1

313/12/1/3/2/1/2/1 31 3 2

N
-~
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Taguchi Method treats optimization problems in taegories:
5.2 Static Problems

Generally, a process to be optimized has severaralofactors which directly decide the
target or desired value of the output. The optitrathen involves determining the best
control factor levels so that the output is at thget value. Such a problem is called as a
“Static Probler

This is best explained using a P-diagram whichhmws below (“P” stands for Process or
Product). Noise is shown to be present in the m®beit should have no effect on the output!
This is primary aim of the Taguchi experiments t@imize variations in output even though

noise is present in the process. The processrsstd to have beconiobust.

NolsE
X

!

P - Dlagram

|

Z
CONTROL FACTORS

P - Diagram for STATIC problems

Fig. No. 2

5.3 Dynamic problem

If the product to be optimized has a signal inpudttdirectly decides the output, the
optimization involves determining the best contfalctor levels so that the *“input
signal/output” ratio is closest to the desiredtreteship.

This is best explained by A P-Diagram which is shdylow. Again, the primary aim of the
Taguchi experiments — to minimize variations inpateven though noise is present in the
process — is achieved by getting improved lineanitthe input/output relationship.
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P - Diagram for DYNAMIC problems

Fig No. 3

Static Problem Batch process optimizatipn

There are 3 Signal-to-noise ratios of common irstiefi@ optimization of Static Problems :
(DSmaller-The-Better

n = -10 Logo[mean of square of measured data]

This is usually the chosen S/N ratio for all undsslie characteristic like “defects” etc. for
which the ideal value is zero. Also, when an idealue is finite and its maximum or
minimum value is defined (like maximum purity isQ@ or maximum ¥ is 92K or
minimum time for making a telephone connection iset ) then the difference between
measured data and ideal value is expected to bmalé as possible. The generic form of S/N
ratio then becomes,

n =-10 Logo[mean of sum of squares of (measured — ideal)]

(I1) Larger-The-Better
n =-10 logo [mean of sum squares of reciprocal of measurea] dat

This case has been converted to Smaller-The-Beytdaking the reciprocals of measured
data and then taking the S/N ratio as in the smtike-better case

(llHNominal-The-Best

n =-10 logo(Square of means/variance)
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This case arises when a specified value is MOSTraetbsneaning that neither a smaller nor
a larger value is desirable.

Examples are ;

1) Most parts in mechanical fittings have dimensiomhsciv are nominal-the-best type.
2) Ratios of chemicals or mixtures are nominally testlype.

Ratio of sulphur, KN®and carbon in gun powder
3) Thickness should be uniform in deposition / groytihating / etching..

Dynamic Problem(Technology Development)

In dynamic problems, we come across many applicatishere the output is supposed to
follow input signal in a predetermined manner. Galg a linear relationship between
“input” “output” is desirable.

For example : Accelerator paddle in cars,
Volume control in audio arfipfs,
Document copier (with magration or reduction)
Various types of modellirtg.e

Taguchi method is a scientifically disciplined mantsm for evaluating and implementing
improvements in products, processes, materials,ipemunt, and facilities. These

improvements are aimed at improving the desiredacheristics and simultaneously reducing
the number of defects by studying the key variablastrolling the process and optimizing
the procedures or design to yield the best results.

The method is applicable over a wide range of exgging fields that include processes that
manufacture raw materials, sub systems, productgrédessional and consumer markets. In
fact, the method can be applied to any engineefatgication, computer-aided-design,
banking and services sectors etc. Taguchi methadaul for ‘tuning’ a given process for
‘best’ results.

Taguchi proposed a standard procedure for apphisgnethod for optimizing any process
5.4 Steps in Taguchi Design procedure

1. Planning experiment

(a) Determine the control factors, noise factord qumality response of the product or process.
(b) Determine the levels of each factor.

(c) Select an appropriate orthogonal array (OAletab
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The selection of the most appropriate OA dependhemumber of factors and interactions,
and the number of levels for the factors.

(d) Transform the data from the experiments intippr S/N ratio.

2. Implementing experiment

3. Analyzing and examining result

(a) Execute an ANNOVA analysis to determine thai§igant parameters.

(b) Conduct a main effect plot analysis to detegrilre optimal level of the control factors.
(c) Execute a factor contribution rate analysis.

(d) Confirm experiment and plan future application.

5.5 Analysis of the S/N ratio

In general, the signal-to-noise (S/N) ratig (IB) represents quality characteristics for the
observed data in the TM, S/N ratio is a qualityexdand in quality engineering, this concept
was adapted by Dr. Genichi Taguchi to evaluateytiadity of manufacturing processes.

Taguchi suggests the transformation of the repetibutput data in a trail into a consolidated
single value called the S/N ratio. Here, the ‘slgnepresents the desirable value and the
‘noise’ represents the undesirable value and signabise ratio expresses the scatter around
the desired value. The larger the ratio, the smali# be the scatter. Depending upon the
objective function of the quality characteristieté can be various types of S/N ratios.

The S/N ratioy ) is mathematically represented as :
n =-10 logo(MSD)

where MSD = mean square deviation from the desiadge and commonly known as quality
loss function. The MSD is different type of probkeniere, smaller surface finish and higher
MRR is desired i.e., the surface finish is smaller=better (SB) type and MRR is larger-the-
better (LB) type. The quality loss function for sleetwo types is computed in the following :

For SB-type,

1
wso=[ =57, y7]
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For LB-type,
1 n 1
MSD =| —2,i—1—
[ n =1 yiz ]

Where yare the observed data (or quality characteriséitt)ei” trial, and n is the number
of trials at the same level. The aim is always kephaximise the S/N ratio whatever may be
the nature of quality characteristics.

The average value of all S/N ratios when a paranistat same distinct level is used to
describe the effect of a parameter or factor onlityuaharacteristics at that level. A

parameter level corresponding to the maximum awe&ly ratio is called the optimum level
for that parameter. The predicted value of S/Nor@fj ;) at optimum levels is calculated by
using the following formula :

Nopt = N'm + Z{'c=1(77i_ — Nm )

Wheren,, is the total mean S/N ratio of all experimentalsu
k is the no. of control factors, and

n; is the mean S/N ratio at optimal level.

5.6 Analysis of Variance

The purpose of the analysis of variance (ANNOVA) ts investigate which design
parameters significantly affect the quality chasastic. This is to accomplished by
separating the total variability of the S/N ratiagich is measured by the sum of the squared
deviations from the total mean S/N ratio, into cimitions by each of the design parameters
and the error. First, the total sum of squaredat®mnsSS; from the total mean ratig,, can

be calculated as :

SSt = 2i=1(Mi — Nm)?

Where n is the number of experiments in the orthagarray

1); is the mean S/N ratio for thi& experiment.
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The total sum of spared deviatiafi$; is decomposed into two sources : the sum of square
deviationsSS,; due to each design parameter and the sum of shae@Ss..

The sum of squares from the tested paran$sigcan be calculated as :
vt Gm)?* 1ron 2
§Sa = j=1—, -5 [di=1mil
Where d represents one of the tested parameters,
J is the level number of this paramdier
T is the repetition of each level of regameter d, and
sn; is the sum of the response S/N ratio involving frarameter d and level |

The sum of square from error parametels, is

SS, = SS; - SS,- SSg - SS,
The total degree of freedomlg = n-1

The degree of freedom of the tested param®iges t-1. The variance of the parameter tested
is V; =S8S,/D,. Statistically, there is a tool called an F temtned after Fisher to see which

design parameters have a significant effect orgtladity characteristic. The F-value for each
design parameter is simply the ratio of the meawatiens to the mean squared error

(Fd= Vd/Ve). Usually, when F > 4, it means that the change efddsign parameter has a
significant effect on the quality characteristic.
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CHAPTER 6
Taguchi’'s methodology for Multi-objective optimization
6.1 Taguchi’'s Parameter Design (PD) with Multiplew@lity Characteristics - An Overview

Much of the discussion about the methods of TagsicAD has been focused on the
optimization of a single quality characteristic.the optimization process of multiple quality
characteristics, the objective is to determinettbst factor settings which will simultaneously
optimize all the quality characteristics of intdrés the experimenter. Byrne and Taguchi
illustrate an example of the optimization of twaatity characteristics: the force required to
insert the tube into the connector : and the pifflfarce. It was required that the pull-off
force be as high as possible, and the insertioceftye as low as possible for the case of
manufacturing. An informal argument was used tovarat a compromise solution. Under
such circumstances, we often need a powerful metbgy to resolve the compromise. It is
important to note that engineering judgement, togetvith past experience, will often bring
some uncertainty in the decision making process. skatistical validity and robustness of the
results cannot be assured using the above procedure

Derringer and Suich made use of modified desitgbifunctions which measure the

designer’s requirements over a range of the vatiethe selected quality characteristics.
They have used the approach for the developmeattyfe tread compound, which involves
four responses (abrasion index, modulus, elongasibrbreak, and hardness) and three
independent variables or factors. This method am®e the complexity of the computational
process and it therefore cannot be easily undatshyoengineers with limited statistical

skills.

6.2 Proposed Methodology for Optimization of MullgCharacteristic in Taguchi's PD
Experiment :

The following issues must be considered when optirgi multiple quality characteristics in
Taguchi’'s PD experiments. The units of each qualitgracteristic will possibly be different
and therefore the loss associated with each clesustat cannot be added directly. Different
quality characteristics have different relative gieés and therefore a certain relative weight
may be assigned to each characteristic prior tamigdtion. If the experiment involves
target-the-best quality characteristics (e.g. lengtickness, diameter, time, force, pressure,
and viscosity), the adjustment factor(s) will thes used for tuning the mean performance
onto the target value. Having considered the alssiges, the following steps can be taken
into account. It is important to note that thespstwill serve only as a guide to engineers
with limited skills in multiple response process tiopzation using Taguchi's PD
experiments.
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Step 1) Identification of the Factors for the experent

The selection of factors or process variables igiat to the success of any optimization
problem. In a Taguchi’'s PD experiment, the fact@s be classified into control, noise, and
signal factors. Some of the possible ways to ifientine factors include the use of
brainstorming and historical data. A typical braimming session includes people from
manufacturing, design, quality, and shop-floorisilso good practice to use brainstorming
in conjunction with cause-and-effect analysis. Thase-and-effect analysis will provide a
better picture of the problem and the possible eawghich influence the problem. Having
identified the factors for the experiments, itngiortant to define the level of each factor.

Step 2) Selection of Quality Characteristics or lReases for the Experiment

It is important that there must be a correlatiotwleen the quality characteristic(s) chosen for
a certain experiment and the factors selected fquermentation. The selection of
appropriate quality characteristic(s) requires ansloengineering knowledge of the process
under investigation. To select a good responsg,atlvisable to start with the engineering or
economic goal. Having determined the goal, iderttiy basic mechanism and physical laws
affecting it, then chose the appropriate qualitgreleteristic to increase the understanding of
these mechanisms and laws. Quality characteristic§aguchi’'s PD experiments can be
divided into two main categories :

1. Static quality characteristics.
2. Dynamic quality characteristics.

Static quality characteristics are further classifinto smaller-the-better (STB), large-the-
better (LTB), nominal-the-best (NTB) and classifiatributes (CA). A process is said to
exhibit dynamic quality characteristic when thdestaf a particular factor has a direct impact
on the quality characteristic. Such a factor isecbh tuning or adjustment factor.

The advantage of using such characteristics is tthatexperimenters may gain a better
understanding for many processes has proved tacbmplex procedure.

Step 3) Computation of Normalised Quality Loss feich Quality Characteristic

Quality loss is the associated with a product owingthe deviation in the functional
performance of the product from its target. In tlpaper, only three static quality
characteristics (STB, LTB, and NTB) are consideasdhese are the most commonly used in
industry. The Eq. for the quality loss functionstieése quality characteristics is available in
most Taguchi textbooks. Ldt;; be the quality loss for th¢" quality characteristic has
different units of measurement, it is importanintrmalise the quality loss. The normalised
quality loss can be computed using :
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) _—
Li j Li j / L I*
Where,L;; = normalised quality loss fgf" quality characteristic at thé" trial condition

L;» = maximum quality loss for thig" quality characteristic among all the
experimental runs.

The L;; varies from a minimum of zero to a maximum of 1.

Step 4) Computation of Total Normalised Quality Los

For computing the total normalised quality losg €orresponding to each trial condition, we
must assign a weighting factor for each qualityrabgeristic considered in the optimization
process. If w; represents the weighting factor for tff& quality characteristic, p is the
number of quality characteristics afig is the loss function associated with i quality
characteristic at th&" trial condition, therl,; can be computed using :

— \'P
Lj =2 Wit
Step 5) Computation of multiple Signal-to-noise i@(MSNR) @77)

After the total normalised quality losg;) corresponding to each trial condition has been
calculated, the next step is to compute the meltgijnal-to-noise ratiapf) at each design
point. This is given by :

n; =-10logo (L)

Step 6) Determination of Significant Factor/Interdion effects and optimal setting

In Taguchi's PD experiment with multiple qualityastcteristics, the optimal condition for
processes with STB and LTB quality characterissosbtained by selecting the factor levels
with the highest multiple signal-to-noise ratig.(However, for NTB quality characteristics,
we must identify the factor(s) which influencesytile mean quality characteristics but has
no effect on then (also called adjustment factor). In other wordsy NTB quality
characteristics, a multiple signal-to-noise ratimalgisis may have to be performed first,
followed by an analysis of the mean quality chaastic. The idea is to reduce variability in
the functional performance of product and thendtime mean characteristic onto its target
value. In order to identify the significant factars interaction effects, the use of analysis of
variance (ANNOVA) is recommended. ANNOVA is a powrtool to subdivide the total
variability into useful components of variabilityn the case of a multiple quality
characteristic optimization problem, we must sefgathe total variability of the multiple
signal-to-noise ratios into the contributions mdole each of the factors (or process
parameters) and the error term.
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Step 7) Perform the Confirmation Trial of Experimén

The purpose of a confirmation trial or experimenta verify that the optimal factor setting

actually yield an improvement. It is important tote that the multiple signal-to-noise ratio

value for the confirmation experiment cannot benested by Eq. (3). It is advisable to

compare signal-to-noise ratio values (predicted abslerved) separately. If the predicted
signal-to-noise ratio, we can conclude that theradtions among the factors were not
important for the study. On the other hand, if fhredicted and observed signal-to-noise
ratios do not match, it is then an indication oé goresence of interactions and therefore
further experiments may be required to verify this.
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Chapter 7
Experimental setup and cutting condition:

Experimentation was conducted on a lathe mac(HMT HD 22) fitted with high spindle
which can rotate up to 25@PM. Wet condition is recommended for the experitaenork.
A carbide tool is used for the experimental worlheTexperiments were conducted
workpiece material (970En32) of British Standar&)Bof diameter 40 mm and len 600

mm.the schematic diagram of the experimente-up is shown in fig. No.

Headstoclk

spindle Tailstock
11‘ Tool rest

= Lock
Kol

»

Fig. No. 4
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7.1 Selection of Levels for Process Variables

The process parameters and their levels have beeided on the basis of experiments
conducted previously, by different researchers arathining hand-book. The limitations
imposed by the machine are also considered dunmg@arameter and level-selection

The surface roughness was measured using surfaghness tester (Taylor Hobson,
Precision, Softronic 3+). The chemical compositdnvork material in percentage by weight
is shown in table.

Table 2 Chemical composition of work material

C 0.15-0.25
Mg 0.70
Mn 0.01 -0.015
Si 0.05-0.35
0.06
P 0.06

The three controllable parameters and their learedsgiven in table 3

Table No. 3 Factors and level used in experiment

Process Parameter Levels
parameters designation 1 2 3
Speed
A 147 247 320
(RPM)
Feed
B 0.32 0.38 0.48
(mm/min)
Depth pf cut
C 0.2 0.4 0.6
(mm)
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7.2 Tabulation work of single objective optimizatidor surface roughness

Table No.- 4 Measured parameter for different agttcondition

Speed Feed Depth of cut Surface Material
(rpm) (mm/min) (mm) roughness, (Um) removed, (gm)
147 .32 .6 3.4 10.75
147 .32 4 3.02 7.49
147 .32 2 2.64 4.02
147 .38 .6 2.18 16.77
147 .38 4 2.72 7.42
147 .38 2 2.42 5.08
147 A48 .6 3.24 16.63
147 A48 4 3.26 10.04
147 48 2 3.10 491
247 .32 .6 6.0 14.87
247 .32 A4 4.18 10.13
247 .32 2 4.46 5.34
247 .38 .6 3.62 14.99
247 .38 4 3.60 10.33
247 .38 2 3.36 6.90
247 A48 .6 3.08 15.79
247 A48 4 3.02 10.26
247 A48 2 3.12 6.43
320 .32 .6 4.86 14.99
320 .32 4 5.56 9.36
320 .32 2 3.96 5.13
320 .38 .6 2.78 16.4
320 .38 4 2.52 10.41
320 .38 2 2.82 5.52
320 A48 .6 2.62 20.8
320 A48 4 2.46 13.9
320 A48 2 2.52 6.43
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Table 5 shows the experimental results for theaserfroughness and Material Removed
(MR) and their corresponding S/N (signal to noisjo.

Parameters Calculated S/N ratio (dB)
Speed Feed Depth of cut Surface Material

(rpm) (mm/min) (mm) roughness, (um) removal,(gm)
147 .32 .6 -10.629 20.628
147 .32 4 -9.600 17.489
147 .32 2 -8.432 12.084
147 .38 .6 -6.769 20.644
147 .38 4 -8.691 17.408
147 .38 2 -7.676 14.117
147 A48 .6 -10.210 24.417
147 A48 4 -10.264 20.034
147 A48 2 -9.827 13.821
247 .32 .6 -15.563 23.446
247 .32 4 -12.42 20.112
247 .32 2 -6.493 14.550
247 .38 .6 -11.174 23.516
247 .38 4 -11.126 20.282
247 .38 2 -10.526 16.776
247 A48 .6 -9.771 23.967
247 A48 4 -9.600 20.222
247 A48 2 -9.883 16.164
320 .32 .6 -13.730 23.516
320 .32 4 -14.901 19.425
320 .32 2 -11.953 14.202
320 .38 .6 -8.880 24.296
320 .38 4 -8.028 20.349
320 .38 2 -9.004 14.838
320 A48 .6 -8.366 26.361
320 A48 4 -7.818 22.860
320 A48 2 -8.028 16.164
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Table 6 Response table of average S/N for Surfaoghess

Mean S/N ratios (dB)
Symbol Factors
Level 1 Level 2 Level 3
A Cutting Speed -9.122* -10.728 -10.078
(RPM)
B Feed (mm/min) -11.524 -9.097* -9.307
C Depth of cut (mm) -9.091* -10.272 -10.565
*optimum level
Main Effects Plot for C4
Data Means
C1 Q2
9.0+
9.6 \ /\‘
-10.21 \/
-10.81
: -11.4_ T T T T T T
3 147 247 320 0.32 0.38 0.48
=
c3
9.0
-9.6 \
-10.2 \.\'
-10.81
-11.41
0.2 0.4 0.6

C1 - Speed (RPM)

C2 — Feed rate (mm/min)

C3 — Depth of cut (mm)

C4 — Surface roughness (um)
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From Table 6 and Factor response plot it clearttitbptimum parameters are

Cutting speed (RPM) atlevel 1 = 147 RPM

0.4 mm/min

Feed (mm/min) at level 2

Depth of cut (mm) at level 0.2 mm

The optimum S/N ratio at optimum parameter level calculate as :

Nopt = MNm + Zi’c=1(77i_ —NMm )

Nope = -9.976 + (-9.122+9.976) + (-9.097+9.976) + (%1.69.976)

=-7.358

Table No. 7 Analysis of Variance of Surface rougkne

Symbol DOF | Factors SeqS$ SeqSS AdjMS. F P ommmitnh
A 2 Speed 3.9771 3.9771 1.988b 471 021 (A))25.03

B 2 Feed 10.4281 10.4281 5.2141 12.35 0.000 65.63

C 2 Depth of| 0.6393 | 0.6393  0.3197 0.76 0.482 4.02

Error 20 o 8.4428 | 8.4428 0.4221 5.31

Total 26 23.4873 7.9444 100.0

It has been observed from the analysis of variahceirface roughness that the effect of feed
rate is more significant compared to speed anchdafptut.
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Table 8 Result of confirmation experiment for Scefeoughness

Initial parameter setting

Optimal turning

Prediction Experiment
Level AiB1C1 A1B2C1 A1B2C1
Surface roughness 2.64 2.332 2.420
(Lm)
S/N ratio (dB) -8.432 -7.358 -7.676

Improvement in S/N ratio 0.756

7.3 Tabulation work of single objective optimizatidor Material Removal

Table 9 Response Table of Average S/N for MatBeahoval

Mean S/N ratios (dB)
Symbol Factors
Level 1 Level 2 Level 3
A Cutting Speed 17.849 19.892 20.226*
(RPM)
B Feed (mm/min) 18.383 19.136 20.445*
C Depth of cut 14.746 19.797 23.421*
(mm)

*optimum level

From Table 9 and factor response plot it is clbat the optimum parameter are

Cutting speed (RPM) at level 3
Feed rate (mm/min) at level 3

Depth of cut (mm) at level 3

320 RPM

0.48 mm/min

0.6 mm

The optimum S/N ratio at optimum parameter level calculated as :
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— k —
Nopt = Nm + Zi=1(77i —NMm )
N, =19.321 + (20.226-19.321) + (20.445-19.321) +423-19.321)

= 25.45
Main Effects Plot for C5
Data Means
C1 2

24 -

22

20+ T "

.///'

18 ./

16
: T T T T T T
S 147 247 320 0.32 0.38 0.48
= C3

24+

ol /

20

18

16

T T T
0.2 0.4 0.6

C1 - Speed (RPM)
C2 — Feed rate (mm/min)
C3 — Depth of cut (mm)

C4 — Material removed (gm)
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Table No. 10 Analysis of Variance of Material Reatov

n

Symbol | DOF Factors Seq SS AdjSS AdjM$ F P Contributig
(%)
A 2 Speed 38.929 38.929 19.465 9.96 0.001 7.96
(RPM)
B 2 Feed 32.175 32.175 16.088 8.28 0.002 6.57
(mm/min)
C 2 | Depth of cut 414.015 | 414.015 207.008 105/90.000 84.66
(mm) 1
Error 20 30.091 39.091 1.955 0.799
Total 26 524.211 244,516 100.0

It has been observed from the analysis of variafcklaterial Removal that the effect of
velocity and feed rate is not significant in comgpan to depth of cut

Table 11 Result of confirmation experiment for MateRemoval

Optimal turning cutting parameter
Initial parameter setting
Prediction Experiment
Level AiB1C1 A3B3Cs3 A3B3Cs
Material removed 4.02 18.72 20.8
(gm)
S/N ratio 12.084 25.45 26.361

Improvement in S/N ratio 14.277
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7.4 Tabulation work of Multi-objective-optimization

Table 12 Quality loss values for Surface roughraest Material Removal

Quality Loss Values (dB)

S.No. Surface roughness Material Removal
1 11.5600 0.0086
2 9.1204 0.0178
3 6.9696 0.0618
4 4.7524 0.0086
5 7.3984 0.0181
6 5.8564 0.0387
7 10.4976 0.0036
8 10.6276 0.0099
9 9.6100 0.0414
10 36.0000 0.0045
11 17.4724 0.0097
12 19.8916 0.0350
13 13.1044 0.0044
14 12.9600 0.0093
15 11.2896 0.0210
16 9.4864 0.0040
17 9.1204 0.0094
18 9.7344 0.0241
19 23.6196 0.0044
20 30.9136 0.0114
21 15.6816 0.0379
22 7.7284 0.0037
23 6.3504 0.0092
24 7.9524 0.0328
25 6.8644 0.0023
26 6.0516 0.0051
27 6.3504 0.0241

For smaller-The-Better For Larger-TBetter
Quality Loss = (MSD) Quality Loss = (1912)
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Table 13 Normalised quality loss values for surfemgghness and Material Removed

Normalised Quality Loss
S.No Surface Roughness Material Removal
1 0.3211 0.1391
2 0.2533 0.2880
3 0.1936 1.0000
4 0.1320 0.1391
5 0.2055 0.2928
6 0.1626 0.6262
7 0.2916 0.0582
8 0.2952 0.1601
9 0.2669 0.6699
10 1.0000 0.0728
11 0.4853 0.1569
12 0.5525 0.5663
13 0.3640 0.0711
14 0.3600 0.1504
15 0.3136 0.3398
16 0.2635 0.0647
17 0.2533 0.1521
18 0.2704 0.3899
19 0.6561 0.0711
20 0.8587 0.1844
21 0.4356 0.6132
22 0.2146 0.0598
23 0.1764 0.1488
24 0.2209 0.5307
25 0.1906 0.0372
26 0.1681 0.0825
27 0.1764 0.3899
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Table 14 Total Normalised Quality Loss (TNQL)ANDItile S/N ratio (MSNR)

When W= 0.5 \W=0.5
S.No. TNQL MSNR
1 0.2301 6.3808
2 0.2706 5.6767
3 0.5968 2.2417
4 0.1355 8.6806
5 0.2491 6.0362
6 0.3944 4.0406
7 0.1749 7.5721
8 0.2276 6.4282
9 0.4684 3.2938
10 0.5364 2.7051
11 0.3211 4.9335
12 0.5594 2.5227
13 0.3995 3.9848
14 0.2552 5.9311
15 0.3267 4.8585
16 0.1641 7.8489
17 0.2027 6.9314
18 0.3301 4.8135
19 0.3636 4.3937
20 0.5215 2.8274
21 0.5244 2.8033
22 0.1372 8.6264
23 0.1626 7.8887
24 0.3758 4.2504
25 0.1139 9.4347
26 0.1253 9.0204
27 0.2831 5.4806

Mean MSNR = 5.5409
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Table 15 Multiple S/N response table (average faetiect at different levels)

ion

Symbols Factors Mean S/N ratios (dB)
Level 1 Level 2 Level 3
A Cutting speed 5.934* 4.935 5.835
(RPM)
B Feed (mm/min) 4.149 6.173* 3.731
C Depth of cut 3.166 5.8102 7.649*
(mm)
*optimum level
Now, the optimum parameters are
Cutting speed (RPM) at level 1 = 147 RPM
Feed (mm/min) at level 2 = 0.38 mm/min
Depth of cut (mm) at level 3 = 0.6 mm
The optimum S/N ratio at optimum parameter level calculated as :
=1 + 2ier (N7 — M)
77opt NMm i=1]; NMm
Nopt = 5.5409 + (5.934-5.5409) + (6.173-5.5409) +49:6.5409)
= 8.6742
Table 16 Results of ANNOVA in Multi-objective optation
Symbol DOF Seq.S§ AdjS$  AdjM§ F P Contribut
(%)
A 2 13.149 | 11.335 5.667 1.44 0.25¢ 19.01
B 2 30.562 30.793 15.396 3.92 0.03 51.66
C 2 9.624 9.624 4.812 1.23 0.31¢ 16.14
Error 20 78.470 78.470 3.924 13.16
Total 26 131.805 29.799 100.0
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In multi-objective optimization, the effect of feedmore significant than speed and depth of
cut.

Table 17 Result of confirmation experiment in moltijective optimization

Initial parameter setting Optimal turning cuttingrameter cutting
Prediction Experiment
Level AiB1C1 A1B2Cs A1B2Cs
Surface roughness 2.64 2.18
(Lm)

Material removed

(gm) 4.02 16.77

Multiple S/N ratio

(dB) 2.2417 8.6742 8.6806

Improvement of S/N ratio = 6.4389

Table 18 Comparison of results from single for Bngpjective and multiple-objective
optimization

Single quality optimization Multi quality optimizan
Responses Surface Material SR &MR Loss in quality
roughness (SR) removal (MR) (Loss in %)
Level A1B2C1 A3B3C3 A1B2C3
Surface
roughness (um 2.42 - 2.18 9.9
Material
removed (gm) -- 20.8 16.77 19.37
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CHAPTER 8
Results and discussion
8.1 Single objective optimization results

The calculated S/N ration(values) corresponding to each experimental rugiven in
Table 4. The average factor effect of parameteeselh level for responses surface roughness
and material removed are shown in Table 6 and Tahlespectively. Also, the graphical
representations of factors effect for surface roegls and material removed are shown in
Fig. 5 and 6 respectively. The maximum averagerafid for minimum surface roughness is
obtained at level (147 RPM) of speed, level 2 (0.38 mm/min) of femad level 1 (0.2 mm)

of depth of cut i.e., the optimum parameter settargninimum surface roughness isBCi.
Also, the maximum average Srhtio for maximum material removed is obtainedeatl 3
(320 RPM) of speed, level 3 (0.48 mm/min) of fead &vel 3 (0.6 mm) of depth of cut. i.e.,
the optimum parameter setting for maximum mategahoved is AB3Cs. The results of
ANNOVA for surface roughness and material removea given in Table 7 and Table 9
respectively. The contribution of factors in desiag order for the surface roughness is feed,
speed and depth of cut and for material removeademh of cut, speed and feed. The S/N
ratio and corresponding surface roughness and ialatemoved values for initial parameter
setting, by prediction, and by confirmation expents are given in Table 8 and Table 10
respectively. The predicted value and the resuitsenification experiments are in good
agreement i.e., the quality characteristics surfacghness and material removed have been
considerably improved using TM. The improvementSiN ratio at optimum parameter

setting for surface roughness is 0.756 Db and fatenal removed is 14.277 Db.

8.2 Multi-objective optimization results

The quality loss values for the surface roughness material removed against different
experimental runs have been calculated from obdequelity values (Table 1) and are
shown in Table 11. The computed normalised qubdgy for surface roughness and material
removed are given in Table 12. The equal weightsfw2= 0.5) for surface roughness and
material removed have been assumed because magmaval using turning operation is
equally important to that of minimizing the surfaceighness. The total normalised quality

loss (TNQL) and multiple S/N ratio in each expemtaz run have been calculated
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summarised in Table 13. The average factor effestiteen shown in Table 14. The optimum
parameter setting corresponding maximum averagé values for minimum surface
roughness and maximum material removed iB28s. i.e., speed at 147 RPM, feed at 0.38
mm/min and depth of cut at 0.6 mm. The ANNOVA given Table 15 shows the
contribution of different factors in decreasing emdfeed, speed and depth of cut. The
predicted value of MSNR from confirmation test i©own in Table 16. The improvement in
multiple S/N ratios at the optimum level is fourallde 6.4389 db as compared with initial
parameter setting. The value of surface roughnesy @nd material removed (gm) at this
optimum level are 2.18 and 16.77 against the ingi#dting of 2.64 and 4.02, respectively.
The results of multiple quality optimization ancgle quality optimization using Taguchi
methodology has been compared in Table 17. Thdtseshows that the surface roughness in
multi-objective optimization is decreased by 9.9a% compared to surface roughness in
single-objective optimization, while material reneolvis decreased by 19.37 % in multi-
optimization. It means the chance of quality lossaiways there in shifting from single
guality optimization to multiple qualities optimizan. Therefore, a careful selection of

weighting factor is required in order to minimiretloss in quality.
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Chapter 9
Conclusions

In this study, the optimal condition for turning svaelected by varying parameters through
the Taguchi parameter design method. With L27 gahal array, a total of 27 experimental
runs, covering three main factors each at threeldemdicated that the Taguchi parameter
design was an efficient way of determining the mjali cutting parameters for surface finish
and Material Removed. For single optimization afate roughness, the experimental results
indicate that in this study the effects of feed natas more significant than spindle speed and
depth of cut. For material removed, the effectgbtth of cut was more significant than speed
and feed. The surface finish and material removddeaement of the confirmation runs
under the optimal cutting parameters indicated tfathe parameter settings used in this
study, those identified as optimal through Tagydrameter design were able to produce the
best surface roughness and material removed in tiniging operation. This was
accomplished with 27 experimental runs, given thealper of control factors, suggesting that
Taguchi parameter design is an efficient and affecmethod for optimizing surface

roughness and material removed in a turning opmerati

While doing multi optimization that is simultaneooptimization of surface roughness and
material removed the effect of feed was more sicgnit than speed and depth of cut. In
simultaneous optimization consideration of weightiactors plays an important role because
final optimum parameter are comes based on setectioveighting factors. Selection of

weighting factors is based on once wish that is nowch weightage he/she wants to give

each quality characteristic.

The loss which occurred while doing simultaneousnogation of surface roughness and

material removed can be improved by taking L32 %0 brthogonal array.
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