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ABSTRACT

In today’s complex IC design one of the major points is to estimate a priori the peak current demand of the core logic. It is always desired to know what will be the current consumption of the device during the architecture definition phase of the device. The knowledge of peak current enables the designer to fix the architecture resources like: 1) On chip decoupling capacitance requirement. 2) Regulator specification. 3) Types of clock tree buffer to be kept. 4) EMC estimation, etc… All these resources need to be defined during the costing and architecture exploration phase of design. Any wrong estimation on these critical points can lead to big surprises caught only in very late stage of the design cycle where there are established flow to estimate the peak current. This leads to either re-spinning the entire design cycle to its starting phase or leading to closure of the project in-between.
In this thesis work, we had developed a simple yet very powerful analytical expression for analyzing the peak current. This analytical expression is a general expression and can be applied to the peak current evaluation coming out from either our flow or any other tool.
Finally, a CAD tool called KAPLANA was developed to efficiently determine the peak current of the complex core logic at architectural definition phase. Determination of peak current during the design phase would be extremely beneficial to circuit designers. This would reduce the turn around time for circuits and prevent costly redesign. KALPANA provides a high degree of accuracy as compared to other tools available which can estimate the current at very late phase of the design cycle.
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Chapter 1
Introduction
1.1 Motivation
The continuing decrease in feature size and the corresponding increase in chip density and operating frequency have made power consumption a major concern in VLSI design [1], [2]. Modern microprocessors are indeed hot: the Power PC chip from Motorola consumes 8.5 W, the Pentium chip from Intel consumes 16 W and DEC’s alpha chip consumes 30 W. Excessive power dissipation in integrated circuits not only discourages their use in portable environment, but also causes over heating, which degraded performance and reduces chip life-time. To control their temperature levels, high power chips require specialized and costly packaging and heat sink arrangements. This, combined with the recently growing demand for low-power portable communication and computing systems, has created a need to limit the power consumption in many chip designs. 
Managing the power of an IC design adds to a growing list of problems that IC designers and design managers have to contend with. Computer Aided Design (CAD) tools are needed to help with the power management tasks. Specifically, there is a need for CAD tools to estimate power dissipation during the design phase in order to meet the power specifications without a costly redesign process.
For CMOS circuits, the overall power dissipation consists of four components: power consumed by (1) steady-state transition current, (2) glitch current, (3) short-circuit current, and (4) static current. The steady-state transition current occurs when the input stimuli causes a node to change its stable state (from high to low, or low to high). This component is recognized as an important factor in power dissipation, and can be calculated by a logic simulator using the zero-delay model. Glitch current occurs when the load capacitance is charged or discharged before the node reaches its stable state. This component is much more difficult to compute because it is very sensitive to the real circuit delay and partial Vdd-ground swing. Short-circuit current occurs whenever a path from Vdd to ground is conducted in a device. Static current is caused by leakage on a device. Thus steady-state transition current is one the major concerning factor, it makes the power dissipation highly dependent on the switching activity inside these circuits. Simply put, a more active circuit will consume more power. This complicates the power estimation problem because the power becomes a moving target – it is input pattern dependent.
Thus the simple and straight-forward solution of estimating power by using a simulator is severely complicated by this patter-dependence problem. Input signals are generally unknown during the design phase because they depend on the system (or chip) in which the chip (or functional block) will eventually be used. Furthermore, it is practically impossible to estimate the power by simulating the circuit for all possible inputs. Recently, several techniques have been proposed to overcome this problem by using probabilities to describe the set of all possible logic signals, and then studying the power resulting from the collective influence of all these signals. This formulation achieves a certain degree of pattern-independence that allows one to efficiently estimate and manipulate the power dissipation. 
The goal of this thesis is to investigate a simple model for the estimation of peak current with minimum design inputs to have a far more accurate estimation of power consumption in a design.
1.2 Contributions of this thesis
An overview of existing work in the area of power estimation in early stage of design cycle is presented in Chapter 2. To completely understand the problems in estimation the peak current in CMOS technology, various mechanisms behind it were examined. This is presented in Chapter 3. Our method to accurately estimate the peak current is presented in Chapter 4.
A CAD tool (KALPANA) was developed to efficiently estimate the peak current in a design requiring minimum design inputs. The real power of this tool is its speed for estimating the consumption of current in a design. If an estimate is done only after the design and layout are complete, any redesign would be extremely cumbersome. The KALPANA methodology is described in Chapter 4.
The verification of results given by KALPANA is done in Chapter 5. It is found that the estimation of current with this tool is highly accurate with an error of less than 10% as compared with the commercially available tools such as APACHE (used by STMicroelectronics), which come very late in the design cycle for the estimation of current.
In Chapter 6, we have highlighted the guidelines to reduce the power consumption.
Finally, future work in this area is proposed. 



Chapter 2
Related Work
In this chapter, we briefly discuss the existing techniques in the area of current and power estimation.
2.1   Current Estimation Techniques
In a CMOS static gate, significant supply current flows only when the gate is undergoing a switching event. If the inputs are at stable logic values, the supply current is limited to a very small leakage current. Within the switching time interval of the gate, there is a short time when both pull-up and pull-down groups are on. During this time the current contains a direct (short-circuit) component which flows from Vdd to ground. The value of this component in a CMOS inverter can be as high as 20% of the total supply current if the input and output signal have equal fall and rise times [23]. The slower the input signal compared to the output, the larger is the contribution of the short-circuit current.
In the last few years, the calculation of different measures of current, such as the RMS (root-mean-square), maximum and current waveform itself have been addressed in the literature [3]-[19]. The following sections discuss the existing methods of current estimation. In each case the limitations of the method are discussed.
2.1.1   RMS Current Estimation
The RMS value of current is often used to size the metal power lines in CMOS circuits [3]-[5] to meet the reliability specifications based on metal migration. Computing the RMS value requires the current waveform and its effective frequency (f) of occurrence within a time period.
The method proposed by Martinez [3] calculates the RMS current by approximating the current waveform of a gate with a triangle. The peak (Ip) and the duration (td) of the triangle are computed from:
					Ip ≈ V2DD β					(2.1)
					td ≈ (VDD CT)/Ip				(2.2)
where, β is the gain factor of the transistor and CT represents the total output capacitance.
Using Ip and td, Martinez computes the RMS current from:
					IRMS = R Ip (td f / 3)1/2				(2.3)
where, R is an empirical constant to fit the result to the RMS current obtained from SPICE [20] simulation.
The above method does not take into account the input slope. Furthermore, it requires the effective frequency of the supply current in each gate, which is difficult to obtain in large CMOS circuits. Finally, it is impossible to combine simultaneous or overlapped RMS currents of different gates in a circuit. In this case, only an upper bound can be obtained for the total RMS current, which is not directly useful for power-rail sizing.
Hall et al. [4] developed a program (SPIDER) for sizing the power lines in CMOS circuits. SPIDER employs SPICE [20] for computing transient current waveforms, from which the equivalent RMS currents are derived. Since, SPICE runs slowly for large circuits, especially when the simulation has to be performed for a large number of input patterns, SPIDER is primarily appropriate for circuits of moderate complexity.
Vanoostende et al. [5, 6] also use the RMS current for sizing the supply net in CMOS circuits to avoid electromigration failures. They compute the RMS current associated with each set of input signals using a circuit-level simulator. In this way, a set of RMS current values is constructed, which is used to compute the final RMS current corresponding to a combinational block.
Since an exhaustive simulation of all possible input patterns is not feasible, only a subset of the possible input patterns are considered for circuit-level simulation. The number of the required input patterns depends on the variations of the RMS values obtained from simulations. The larger the variations, the more input patterns are required for accurate estimation of the final RMS current. Moreover, to ensure that the selected input signals adequately represent the switching activity of the circuit and, therefore, the actual current consumption, a register-transfer-level (RTL) simulator is used to determine the input and the output switching activities.
The above approach reduces the number of the required input patterns, without having to propagate the probability and the correlation of the signals. However, a correlation model has to be used for choosing the number of input patterns. Moreover, in VLSI circuits the number of required input patterns can still be quite large, and hence circuit-level simulation is expensive.
2.1.2 Peak Current Estimation
The peak supply current is useful for determining the voltage drop in the metal power lines. Chowdhury et al. [11, 12] compute the maximum current using Shockley’s transistor model. To obtain the current in a CMOS inverter, they apply Kirchoff’s current law at the output node, and employ the Forward-Euler method to solve the equation. Since they rely on numerical integration to obtain the maximum current, the computation time is expensive.
In order to calculate the current in general CMOS gates, they use a collapsing technique which reduces a CMOS gate to an equivalent inverter. Their technique gives pessimistic results when the number of transistors increases.
To compute the maximum current at gate level, a branch and bound algorithm or a heuristic technique is used. This provides the respective input transitions in a CMOS macro model which leads to the largest maximum current, assuming that the inputs are simultaneous. The method is slow on large circuits. Furthermore, the heuristic does not guarantee an upper bound on the maximum current.
Kriplani et al. [13] has concentrated on computing a new measure of the maximum envelop current (MEC) waveform. The value of MEC at any time t is the maximum of all the current values that the circuit can draw at that time. This method is established based on simultaneous switching inputs in a combinational block, and by triangular approximation of the supply current waveform in each switching gate. The peak value of the triangular current has to be specified by the user. Moreover, the delay of each gate is fixed and must be given ahead of time.
For each of the inputs ‘low’, ‘high’, ‘high-to-low’ (HL) and ‘low-to-high’ (LH), Kriplani et al. store a list of time intervals during which a node carries that excitation. Given such information at the inputs of a logic gate, the corresponding information is derived about the output node, assuming that the gate’s input signals are uncorrelated. In this way, it is determined if a gate can switch during a time interval. Then the supply current contribution of the gate is calculated, using the above mentioned triangular approximation. At every gate, there are two possible current waveforms, one due to a LH transition and the other due to a HL transition. The maximum of the two current waveforms at each point is considered to be the worst case supply current. Once the currents associated with different gates have been computed, the total current waveform is determined by adding the individual gate contributions.
The above mentioned ignores the correlation between various inputs, since maintaining information on correlation is very expensive. As a result, this method overestimates the maximum current at each time point.
2.1.3 Current Waveform Estimation
Deng et al. [9] compute the current waveform in CMOS circuits by approximating the current of each gate with a triangle. They use a switch-level simulator (TSIM) to compute the total charge transferred in each node at an event, and the time duration ΔT which it takes to occur. The peak current is computed from: 
					Ip = 2 X charge / ΔT 				(2.4)
Then, an isosceles triangle is assumed for the current associated with each node. This triangle starts at the time of the event, has a peak value of Ip, and lasts for the time ΔT.
The speed of this method is primarily determined by the speed of the switch-level simulator. The claimed accuracy is within 20% compared to HSPICE, for relatively small loads. When the output load increases, the current waveform becomes asymmetric, and hence approximating current by a symmetric triangle results in more error.
The work by Wang et al. [10] tries to alleviate the above problem. For instance, in an inverter with a charging output node, they assume 3 regions of operation for the pMOS transistor. The first region is completed when the pMOS transistor leaves saturation or the input reaches the final state. In this region, the current waveform is approximated by an exponential function. In regions 2 and 3, the pMOS transistor is in the triode region, and the two separate exponential functions are used to model the current waveform. For simplicity, it is assumed that the pMOS transistor enters region 3 when the current has fallen to 70% of the peak value. A similar method is used for obtaining the current waveform of an inverter with a discharging output node.
The peak current Ip and the three time constant τ1, τ2 and τ3 required for the above 3 regions are determined from simulation, for each logic gate under various input vectors. Then, empirical functions are established to determine Ip, τ1, τ2 and τ3. these are functions of the load, the aspect ratios of MOS transistors, the slopes of input signals, and the input switching order. When an event occurs, a suitable function is chosen to compute the current waveform associated with the event.
Although this method handles larger loads compared to the one developed by Dang et al. [9] and slightly improves the CPU time [10], its accuracy is still limited to relatively fast inputs. Furthermore, it requires a lot of preprocessing to establish proper empirical functions for the peak current and the time constants explained above. Finally, it is limited to the circuits which contain the same gates as those used at the presimulation stage.
The work by Stark et al. [7, 8] concentrated on developing efficient techniques for calculating voltage drops in power supply networks. These techniques are used in ARIEL [8], which is a program based on RSIM simulator. In brief ARIEL computes the load currents as follows: RSIM records which node changed, what the final value was, when the event ended, and what the transition time ttr was. Given this and the total capacitance CT of a node, ARIEL considers a current equal to CTVDD/ttr for that node, which flows from the source of the respective transistor. The accuracy and the speed of this program are primarily determined by the RSIM simulator.
Rouatbi et al. [17] used a piece-wise linear approximation to classify the forms that the capacitive and short-circuit components of the supply current waveform of a CMOS gate can have. Their approach is based on a timing simulator to determine the time of occurrence of a switching event, with current models developed for both short-channel and long-channel devices, using a symbolic software package to solve for the model parameters. In particular, each capacitive current is modeled based on three segments, and each short-circuit current is approximated by a triangle.
The required parameters in each gate’s capacitive current waveform are obtained through a collapsing technique, which reduces the series-connected transistors in the gate to two transistors. One is the transistor with the trigger input, and the other one is an equivalent transistor which replaces the transistors with stable logic values at their inputs. Moreover, the gate is reduced to an equivalent inverter to compute the parameters associated with its short-circuit current.
The technique for reducing series transistors is similar to that in [21]. Also, to compute the peak of each short-circuit current, an approach similar to that in [22] is used. In this approach, an analytical equation is derived for the output voltage by neglecting the transistor which draws short-circuit current. This equation is then used to calculate the output voltage at each time step, from which the short-circuit current is computed. Therefore, a number of time steps is required to determine the peak of the short-circuit current and the respective time point. The same problem exists in computing the delay and the output fall/rise times, because the corresponding equations are not in closed-form.
The above method is primarily appropriate for gates with single input transitions and for relatively fast signals. Furthermore, in reducing series transistors, it requires recomputing the velocity saturation index [21] when the sizes of the transistors or the position of the switching transistor changes.
SIMCURRENT [18] also calculates the current waveform of CMOS circuits. It uses a logic simulator along with a data base, which contains the current waveforms for two reference gates (inverting and non-inverting) of each type of gate, under representative load conditions 0% to 100% of the maximum load. According to the ratio of the output load to maximum load in a gate, a reference current shape is interpolated from the shapes in the data base. Because the direct current is implicitly included in this current, the zero-percent shape is subtracted from it. Then, the result is weighted with a factor of load capacitance to compute the actual load current.
In order to include the actual direct current, SIMCURRENT uses a switching capacitance Csw, which is defined as the mean of current consumption of the rising and falling edges of the output. The switching capacitance Csw is obtained for each gate when characterizing the gate during the creation of a cell library [18]. 
The above method neglects the variation of short-circuit current with load [23]. Although the speed improvement exceeds 3 orders of magnitude compared to HSPICE, it requires a large data base for each technology. In addition, it is restricted to standard cell-based design and to the input slope by which the cells have been characterized.
2.1.4 Other Approaches in Current Estimation
Najm et al. [14, 15] use a probabilistic approach to compute the supply current in CMOS circuits. This employs the probability of the waveform at each node, rather than the actual waveform. Given the probability of the waveforms at the primary nodes, the probability at the internal node is computed. This method has been implemented in CREST [14, 15], which is primarily a program for analyzing median time-to-failure (MTF) of the metal lines in CMOS circuits. It computes the total expected current waveform of a CMOS circuit whose value at any given time is the weighted average of all possible current values at that time. The expected waveform of each gate or sub-circuit is approximated by a triangle. The peak value of the triangle is computed by modeling each transistor with a linear resistor, whose value is independent of the gate voltages’s rise/fall times.
Since the mean value of the charge transferred to (from) a node is easily obtained, the time τ which is the duration of the triangle current in an event j is determined from:

				Τ = 2 x   					(2.5)
where E is the expected value operator, q is the charge, pk represents the peak current. Finally, adding the expected triangle currents of different gates (or sub-circuits) in a circuit, for a period of simulation, results in the total expected current waveform of the circuit.
The above approach is independent of input patterns. However, it may not give a real current waveform, since the current shape in a gate depends on the input patterns and signal slopes. CREST also neglects short-circuit current and the correlation between the current waveforms.
Recently, CREST was extended to calculate the variance current waveforms of the power/ground currents [16]. This is used in computing the MTF of the metal lines, which requires both expected and variance waveforms. The variance waveform of the current in a gate is modeled by a triangular pulse, whose parameters are computed by replacing each transistor with a switch and a conductance. Once the variance pulses of individual gates are known, the variance of the current of a set of interconnected gates is derived by assuming that the current waveforms of the gates are uncorrelated. Based on the same assumption as above, the variances of the bus branch currents are also determined.
Since, in computing MTF, the variance waveforms are of secondary importance [16], it is often reasonable to neglect the correlation between the currents. However, in general, there are cases where neglecting the correlation between different current waveforms becomes a poor assumption. An example of these cases is clocked circuits, in which different parts of the circuits may switch simultaneously in response to a central clock [16]. In addition, the same problem exists if the above method is being used for computing worst case voltage drops in power buses.
Krodel [19] developed a program, PowerPlay, to obtain the instantaneous power waveform. In this method, input vectors are applied to a gate-level description by a logic simulator. Then the results are used by PowerPlay as a post-processor, which associates a certain amount of energy with each transient input in every gate. A simple linear model, which takes into account the net capacitance and the transition type (rising/falling), converts the transition energy into an equivalent waveform. This waveform is a rectangular wave, whose peak value represents the peak power dissipation of the gate, and whose pulse width is such that the area under the rectangular pulse is equal to the energy dissipated for that logic transition. The information required in the above waveform is obtained from a database, which is established using a circuit-level simulator. By forming the power dissipation waveforms for all the transitions and by adding up these waveforms, a waveform which represents the dynamic power dissipation of the entire circuit is produced. 
The above method uses a smaller database compared to that used in [18]. However, it is limited to cell-based designs, and to the input slopes by which the cells have been characterized.     
2.2   RTL Level Power Estimation
Accurate power estimation at RTL level is very important for any successful design methodology. In this section, we capture some research advancements relevant to this thesis, which include spread sheet based approach, power model and macro-model based approach and gate-level power estimation.
2.2.1   Spreadsheet Based Approaches 
Spreadsheets are very useful in the early stage of design process, when initial planning is going on and a lot of important decisions are being taken [24]. One of the biggest advantage of spreadsheet based analysis is that the user does not really need to learn any complex/sophisticated tool for taking design decisions. One of the basic application of spreadsheet is area estimation. Designers generally have a fair idea of the building blocks for a big design. He/She can easily get an estimate on area by using datasheets from intellectual property (IP) provider, library cell estimates, etc. Spreadsheet provides a capability to capture such information, which can be utilized for quick area estimation. Similarly, some decisions to control power can also be taken using spreadsheet based approach. Power budgeting approaches using spreadsheets are very helpful for printed circuit board (PCB), power supplies, voltage regulators, heat sink and cooling systems.
Spreadsheet tools vary from utilizing excel sheets, word processors to Unified Modeling Language (UML) [25] etc. In industry, spreadsheet is being advocated by Field Programmable Gate Array (FPGA) vendors such as Xilinx [26], Altera [27]. Power analysis needs to be done very efficiently especially for FPGA’s, where basic building blocks are fixed (for example fixed size lookup tables and switch matrices). These power estimation tools provide current (I) and power (P) estimation for the different family of FPGA’s. Power number associated to each block in these spreadsheets are very much dependent on the architectural features such as clock network, memory blocks, digital signal processing (DSP) blocks. User can enter operating frequency, toggle rates and other parameters in the early power estimator spreadsheet to estimate the design’s power consumption. Spreadsheet based approach is useful for project planning but may not be able to provide accurate guidance for the block-level hardware power estimation and reduction. This motivates a need to provide a power model, which can perform accurate yet efficient power analysis early in the design flow. Next subsection provides an overview of some of model based approaches for power estimation purposes.

2.2.2   Power Estimation Approaches utilizing Power Models
One of the first works in the area of model based power estimation was proposed by Tiwari et al. [28] for the architecture level power estimations of microprocessors. They provide a method to estimate power/energy number of a given program on a given processor. The way they have approached the problem was interesting, they have used a hypothesis for their work. This hypothesis states “By measuring the current drawn by the processor as it repeatedly executes certain instructions or short instruction sequences, it is possible to attain most of the information that is needed to evaluate the power cost of a program for that processor” [28].
Power consumption of a microprocessor can be represented as P=VCC*I, where VCC is operating voltage and I is the current drawn by the microprocessor. In their approach, they measured the current drawn by the processor and then utilize it for power measurement purpose. They assumed that during the computation, the operating voltage for the processor will not change. For average power estimation purpose they had first estimated energy over different cycles and then averaged it. To conclude with, they have proposed a way in which one can gauge the impact on average current from the execution of an instruction. Their approach also proposed a way to measure inter-instruction effects on current values. To calculate the average power consumption of a processor while executing a software program, they utilized these values.
Power modeling for the instruction of VLIW (Very Large Instruction Word) processors is discussed in [29]. Approach discussed by Tiwari et al. in [28] might not be applicable to the processors where number of instructions are reaching to a few thousand. Characterization of power instruction based model can be very time consuming and may take several months. Tiwari et al. in [28] propose a technique for VLIW processors for reducing the complexity of power models by using the clustering approach. They try to make cluster of instructions having energy number in the same range (individual as well as sequence of instructions). They propose an approach to reduce the complexity of characterization from exponential to quadratic. There are many other approaches that have been discussed in the literature for doing power modeling of processor instructions. More details on power estimation utilizing instruction level power models and its variants are available in [30, 31, 32].
Most of the approaches for power models are proposed for CPU or micro architecture of processors. In an ASIC design flow where mainly design stage starts at RTL and mostly design is represented as a Finite State Machine with Datapath (FSMD), similar approach may not be useful. In the literature this is often termed as macro-model based approach. The subsection 2.1.3, we present an overview of existing macro-model based power estimation approaches.
2.2.3   Power Macro-Model based Approach
Power macro-models [33] generally consist of n-dimensional table to estimate the power consumed in a circuit for a given statistics, where n represent different variables/components capturing the relationship of power and dependent variables such as input probability, transition density etc. [33] present an automation methodology, in which such a table is automatically generated. Three variants in their model are average input signal probability, average input transition density, and average output zero-delay transition density. Power macro-model is a function of these variants, as shown in equation 2.1.
				Pz = f(Pin, Din, Dout)                    				(2.6)
Where Pz represents the entry for the average power corresponding to the average input signal probability Pin, average input transition density Din and average output zero delay transition density Dout.
Signal probability Pi at input node xi is defined as the average fraction of the clock cycle in which final value of xi is high. Similarly, transition density Di at an input node is defined as the average fraction of the cycles in which the node makes a logic transition (final and initial value should not be the same for logical transition). Equation 2.2 represents the relationship between Pi and Di.
			               Di/2 ≤ Pi ≤ 1 – Di/2						(2.7)
Using the relationship discussed in equation 2.2 and equation 2.1 characterization of models is being done and the accuracy of these macro-models is evaluated. For characterization purposes they assume that input nodes are output of latches or flip-flops and make at most one transition per clock cycle. Also, sequential design is single clock system and clock skew is ignored in their analysis hence all inputs switch simultaneously.
Bogliolo et al. [34] have proposed a methodology for creating power macro-models based on linear egressions but their flow is specific to the structural RTL macros and power estimation is done at the gate level. Their analysis is restricted to structural RTL representation whose leaf components are combinational logic blocks. This approach is based on (a) offline characterization in which they compute the power of the RTL macro based on certain tests, (b) online characterization, in which they do it adaptively for error minimization. Their approach utilizes all the inputs, outputs, transition functions of inputs and outputs on the successive cycles, and then they interpolate the relationship with energy consumption.
Potlapally et al. [35] present a technique in which they do cycle-accurate power macro modeling of the RTL component. This technique is based on the fact that RTL components exhibits different “power behavior” for different input scenarios. They create power macro model for each of these behaviors also known as power modes. Their framework chooses the appropriate power mode from the input trace in each cycle and then apply power macro-modeling technique discussed by Bogliolo et al. to get an estimate on power numbers. The technique discussed in [35] covers non-trivial scenarios as well.
Negri et al. [36] have proposed a power simulation framework of communication protocols (Bluetooth and 802.11) using StateC. StateC is used to model the hierarchical state machines. Their flow is mainly targeted for simulator generation in SystemC. This flow is good for power exploration of protocol modeling. They have mainly targeted wireless protocols in which relevant contribution to the power consumption of a node is due to the communication and not due to datapath (computation) activity. Their learning phase requires execution of the real chip and cannot easily be integrated to any ASIC/FPGA design flow. Also for practical purposes, it is difficult to create power model of the partial design or smaller part of the whole chip because current measured includes a lot of contribution from other parts of the chip and isolation of the desired unit for power model purposes requires quite a lot of effort.
In [37], authors attempt to lift power estimation to higher levels than the RTL, and their choice for high level modeling was Cycle-Accurate Functional Description (CAFD) of the design. They create virtual components for each design block and attach then to the CAFD model of the design block, and compute the power consumption dynamically as the CAFD is simulated. Since this additional overhead to the CAFD simulation causes inefficiency, they also allow periodic turning off of some of the virtual components during some cycles of the simulation. During those cycles, they estimate power based on the history of the power consumption for the turned off components. So even though, the abstraction at which they estimate power is cycle accurate modeling level, their power estimation is not based on regression based technique, and the simulation of CAFD is slower due to the overhead of virtual components.
Caldari et al. presented a relative power analysis methodology [38] for system-level models of the Advanced Micro-controller Bus Architecture (AMBA) and Advanced High-performance Bus (AHB) from ARM. It relies on creating macro-models from the knowledge of the possible implementations. Similarly, Bansal et al. presented a framework in [39], which uses the power models of the components available at the system-level simulation stage by observing them at run time. It selects the most suitable power-model for each component by making efficiency and accuracy trade-offs. In [40], the presented framework employs co-simulation techniques for power estimation with the capability of performing accuracy and efficiency trade-offs. They utilize multiple power estimation engines concurrently and have proposed several speed-up techniques to eliminate the overhead of co-simulation.
SEAS [41] presents a system and framework for analyzing SoC’s in early design stage. Power Analysis in this system works at a granularity of a processor cores, where pre-characterized data for power is utilized based on the power state of the design. Power states of the cores are high level states based on the workload such as active, idle, sleep states in today’s processors. By utilizing these high level states of the SoC an early power estimation can be performed which is more efficient and accurate than the traditional spread sheet based approach.
Shin et al. have proposed a methodology [42] for power estimation of operation modes but their analysis is done at logic-level and proposes a way to crate power models based on the switching frequencies. [43, 44, 45, 46, 47, 48] utilize the similar approach for power estimation purposes and provide various accuracy and efficiency trade-offs based on the quality of inputs and power modeling. Power estimation accuracy can be significantly increased but generally it impacts the efficiency of power estimation procedure.
2.2.4   Summary of Power Estimation Research
 Techniques discussed above show that power modeling of a hardware block can be very complex and application dependent. As we increase level of abstraction, power estimation of a hardware block becomes difficult. Various techniques at different abstraction levels exist to obtain the power consumption starting from spread-sheet, power model to macro-model based power estimation. The most popular approaches in industry are mainly power model based approach or by performing power estimation at RTL/gate-level description of a hardware design. While, at the lower level of abstraction, commercial tools provide good accuracy with respect to silicon, but as we go to higher levels of abstraction accuracy of the power estimation methodologies reduces.
In an ASIC design flow, most of the mentioned power-estimation solutions either rely on the creation of power macro-models from lower level descriptions of the designs or on the availability of power consumption information for different simulation scenarios. Previous approaches in this area are focused on creating macro-models for the design based on input activity and relationship with the corresponding power. Such input and output patterns help in modeling power of the design but design is considered as blackbox in most of the cases.


Chapter 3
Background
In this chapter, the characteristics of the supply current in a CMOS inverter are examined. In particular, Section 3.1 examines the maxima in the supply current waveforms of an inverter for both charging and a discharging output node. Section 3.2 presents inverter models for calculating the delay and the positive of the supply current for a falling and a rising input.
3.1 Maxima of supply current in CMOS inverters
In this section, the charging and discharging supply currents in a CMOS inverter are examined, and the observed maxima are interpreted using a transistor-level model of the inverter. Figure 3.1 illustrates such a model, in which the parasitic capacitances are shown explicitly. 
These are modeled by equivalent constant capacitances. CP (CN) includes both the drain-to-bulk capacitance of the pMOS (nMOS) transistor and the effect of the input capacitance of the loading gate(s). CGP (CGN) accounts for the gate-to-source and the gate-to-bulk capacitances of the pMOS (nMOS) transistor. Moreover, the capacitance CM includes the gate-to-drain capacitances of both the pMOS and the nMOS transistors. This capacitance can be neglected when its value is relatively small compared to the output load (i.e. CM << CP + CN). The supply current ips will be computed in terms of the three branch currents iGP, iP and iCP for both rising and falling input transitions.
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Fig. 3.1: Transistor-level model of a CMOS inverter
Figure 3.2 shows HSPICE [50] simulations of both the charging and the discharging supply current of a CMOS inverter driven by a ramp with a transition time Ti = 5ns. The main focus in on three peaks labeled DN, DP and CP. The discharging negative peak (DN) is associated with a rising input transition (i.e. a negative iGP) and is due to feed-forward effect through CM which forces the output voltage above VDD, and hence results in negative of iP and iCP. A discharging positive peak (DP) also occurs during the rising input transitions. The small peak at point C is due to rapid changes of both the gate-to-source and gate-to-bulk capacitances in the HSPICE model when the pMOS transistor enters the sub-threshold region [50]. The peak at point D is an artifact due to the discontinuity in the slope of the ideal input ramp used in the simulation.
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Fig. 3.2: Inverter current waveform with ramp input voltages                                                 (scaled by a factor of 10)        

When the input signal is not an ideal ramp (e.g. the inverter is driven by another inverter), the points C and D will disappear as shown in Figure 3.3. This is because, the slope of the input signal is relatively small after the time when the pMOS transistor enters the sub-threshold region, and therefore the capacitive current iGP is negligible. The charging current positive peaks (CP in Fig. 3.2), which corresponding to a falling input transition, is dominated by iP and in the case of a relatively fast ideal ramp input, iGP also contributes. 
Figure 3.4 presents the variations of the DN, DP and CP peaks with input transition time for an inverter, obtained using HSPICE. As this figure indicates, for the rising input transition, a shorter Ti results in a larger branch current iGP and therefore leads to a larger DN. On the other hand, with increasing Ti, DP increases because the short-circuit current iP becomes larger. In a falling input transitions, a shorter Ti results in a larger CP since iP approaches the maximum saturation current corresponding to vSG = vSD = VDD.
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Figure 3.3: Discharging supply current waveform and the                                          input voltage of an inverter driven by a similar inverter. 

As illustrated in Fig. 3.4, when the rising and falling input transitions are the same, CP is the peak with the largest magnitude. 
In reality, input signals are of course not ideal ramps. For instance, when the inverter shown in Fig. 3.1 is driven by another inverter, iGP is no longer a constant current as Fig. 3.5 illustrates. In this figure, the variations of iPS, iGP and iCP are shown, for both charging and the discharging output node. This figure indicates that iGP is negligible at CP and DP, but it dominates for DN. Hence, in an inverter with a real input signal, we may neglect its branch current iGP when calculating the supply current positive peaks DP and CP. However, for DN the branch current iGP is the dominant component of iPS. In this case, we compute iGP using the effective slope of the input ramp. 
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Figure 3.4: Variations of inverter current peaks                                                with input transition time, Ti.
It should be noted that the above simplifications for DP and CP are only correct when we compute the peak currents for a single inverter. However, in a chain of inverters, at the time when the chain’s total supply current attains a maximum, iGP of each inverter can be significant. Therefore, in computing the total current (maximum or current waveform) of a chain, iGP of each inverter must be accounted for.
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Figure 3.5: Charging and discharging currents of the inverter                                        shown in Fig. 3.1 when driven by another inverter. iPS (-),                                 iGP (o) and iCP (--).
3.2 Inverter delay and current model
This section presents an inverter model for computing the delay and the positive supply current peak (maximum) for both a rising and a falling input transition. Given the trends in today’s VLSI circuits, the emphasis in modeling is placed upon small-geometry devices. 
3.2.1 Inverter with falling input ramp (CP model)
The analytical model for computing the maximum current as well as the delay time in a CMOS inverter by a ramp input is presented here for a falling input signal (CP model). The total delay τ between the time when the input voltage, vIN, falls to VDD/2 and the time when the output voltage, vO, attains the same value, VDD/2. The time tst for the pMOS device to leave the saturation region. From this, the time tm when the supply current reaches its maximum, as well as the value of the maximum, iPS(tm), are easily determined. Then, the approximate linearity of vO(t) in the region of tm is exploited to determine the remaining time after tm for vO to reach VDD/2.
Suppose that the inverter in Fig. 3.1 is driven by a falling input ramp with a transition time Ti. Let Vtp be the threshold voltage of the pMOS transistor. When the inverter’s input falls from VDD to VDD - |Vtp|, the pMOS transistor enters saturation region. The supply current iPS which consists of iP, iGP and iCP is dominated by iP. The branch current iCP is proportional to the output voltage derivative, which can be approximated by:

					
Since iP is much greater than iN in an inverter with a charging output node, it follows that iCP tracks iP. Now iP reaches its maximum before the pMOS transistor enters the triode region, but not later than the time when its source-to-gate voltage attains a maximum (i.e. vSG = VDD). For this reason, and also because iGP goes to zero when the input transition is completed, the maximum in iPS must occur when whichever of the following two conditions is satisfied first: (i) the p-channel MOSFET leaves the saturation region at tst, (ii) vIN(t) = 0 at t = Ti. Therefore, if tst can be computed, tm can be obtained from:
					tm = min(tst,Ti)  				            (3.1)

For relatively fast inputs tm = Ti and hence, we only need a model which can accurately predict the time tst for relatively slow inputs. Figure 3.6 illustrates the variations of tst for an inverter driving different loads. It appears that tst is linearly proportional to Ti, and its derivative w.r.t. Ti is almost independent of the capacitive load. This indicates that tst can be expressed in the form .
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Figure 3.6: The time tst for an inverter with Wp=5.6um, Wn=2.0um and Lp=Ln=1.2um    CL=100fF(--), 500fF(-) amd 1pF(…). Circles show the actual HSPICE simulated values in each case.
Since we only need vO(tst) and not its derivative, we may approximate vO(t) in any convenient manner, provided that the approximation yields an accurate value at tst. As in Figure 3.7, assume that the value of vO at tst lies on a ramp which starts at t=0 and whose duration is To given by:

			   					(3.2)
Where IP is the pMOS drain current corresponding to vSG=vSD=VDD, and the coefficients a and b are empirical constants. The rationale for (3.2) is that when Ti is very short, the rate at which vO changes is limited by the capacitive load CN+CP and the pMOS transistor’s drain current IP, which are accounted for by the second term in (3.2). Note that VDD(CP+CN) represents the total charge transferred to the output node, and IP represents the driving capability of the pMOS transistor. Therefore, the ratio of the total charge to IP can account for the effect of the output load and the transistor size on the charging rate of the output node. On the other hand, for relatively slow input signals, vO makes its transition in a time which is proportional to Ti. The transition To will be linear combination of the two, as given by Eq. (3.2). an equation similar in form to Eq. (3.2) was used in [1] and [2] to compute the delay time directly.
Now at pinch-off (i.e. the time tst), the source-to-drain voltage of the pMOS transistor corresponds to:

								(3.3)
where vDSATP is the pMOS transistor’s drain saturation voltage, given by:

							 (3.4)
in the HSPICE MOS-3 model [50]. Here vC is the critical voltage for carrier velocity saturation, computed from:

										  (3.5)
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Figure 3.7: Typical simulated iPS and vO versus time.                              Dotted lines show construction for computing tst.

and vX is given by:

									   (3.6)
where Vtp is the threshold voltage, FBP is a technology constant, Vmaxp is the maximum drift velocity of the carriers, LP denotes the effective length, and vsp is the effective surface mobility for the pMOS transistor. At the limit of infinite Vmaxp, vDSATP approaches vX, which corresponds to the channel pinch-off of a long-channel device [29].

From (3.6), vDSATP is given by:

					 		     	(3.7)
where Vtpo denotes the threshold voltage of the pMOS transistor corresponding to ETA=0 and vXo represents the respective value of vX.
combining Eqs. (3.3) and (3.7) yields a relationship between the inverter’s input and output voltages at time tst:

								(3.8)
We can now solve for tst, using

				
and 

				
which yields:
										(3.9)
Since tst is known from Eq. (3.9), and because both the delay and the maximum supply current are of interest, we first obtain the time tm and iPS(tm), and then the remaining time for vO to reach VDD/2. Once tm is known, vIN(tm) is readily obtained, the pMOS transistor;s voltage vSD is computed from (3.3) and vOm = vO(tm) is calculated from (3.2). Then, the corresponding values of iP and iN are computed, from which we can determine dvO/dt at time tm. Since vO(t) can be approximated by a ramp as a function of time in the vicinity of VDD/2 and because the maximum current occurs when vO is in this linear region (Figure 3.7), the following can be used to calculate the delay:
									(3.10)
where,
 							(3.11)
The currents in CP and CGP at tm are given by:
				,
                                                
and the maximum supply current is determined from:
				
The slope αm is also used for the ramp approximation of the output voltage to compute the delay and maximum current of the driven gates.


3.2.2 Inverter with rising input ramp (DP model)
In this section a model (similar to CP model) is presented to compute the delay and the maximum supply current (DP) in an inverter with a rising input. The same three branch currents iP, iGP and iCP are used to calculate the discharging current as explained before. When the inverter’s input start switching from low to high, the pMOS transistor is in triode region, and the nMOS transistor enters saturation when the input exceeds its threshold voltage. In this case the supply current iPS is dominated by the short-circuit current iP, especially for a slow input, for which DP is relatively large (see Figure 3.4). Thus, iPS attains its positive peak DP when iP is a maximum (see Figure 3.10). Since iP in the saturation region is larger than iP in the triode region, and because the pMOS transistor switches off for a rising input, the maximum iP must occur at the beginning of the saturation region, i.e. at the pinch-off point where vSG (in saturation) is a maximum. Therefore, the time tm when the maximum supply current occurs is obtained from:  

where tmp is the time when iP attains its maximum.
However, as shown in Figure 3.8, at time tmp, the output voltage usually has not reached its linear region in the vicinity of VDD/2. Therefore, it is the time tstn, when the nMOS transistor leaves the saturation region, that is needed to obtain the delay. This can be understood considering the analogy between the nMOS and pMOS transistors discharging and charging the output node, respectively. At the time tstn, the output voltage variation can approximately be taken as linear. Thus, we use tstn, iN(tstn), and iP(tstn) to calculate the delay described below.
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Figure 3.8: Typical simulated iPS(-), iP(*), iN(o) and vO(---)                        versus time in an inverter with a rising input. Here DP is iPS at t=tmp.
					
To determine the time tmp (which corresponds to the pinch-off condition of the pMOS transistor), we proceed in the same manner as in Section 3.2.1. It is assumed that vO(tmp) lies on a ramp with transition time To1 given by:
									(3.12)
From (3.6) and (3.12) the time tmp (or tm) is determined as follows:
									(3.13)
To obtain tstn we use;
									(3.14)
which similarly results in:
										(3.15)
In the above equation, Vtno is the threshold voltage corresponding to ETA=0, FBn is a HSPICE level-3 technology constant for the nMOS transistor, and IN is its drain current at vGS = vDS = VDD.
The delay can also be computed from expressions similar to (3.10) and (3.11). Thus:
				 					(3.16)
where
				 
and
				  		(3.17)
Here,  is used as a ramp approximation of the output voltage, and also as an input ramp for the loading gates(s).
3.3   Clock Distribution Network
Synchronous clocking continues to be the dominant strategy for commercial microprocessors with clock frequencies now exceeding 1 GHz. Large high-performance server microprocessors require global clock distribution with very low uncertainty in clock arrival times. Any uncertainty in the clock arrival times between two points, especially if these points are nearby, can limit clock frequency, or cause functional errors. The difference in clock arrival time between two points is called clock skew as shown in Figure 3.9.
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			       Figure 3.9: Clock basics

Clock skew generally refers to undesired or unexpected differences in clock arrival time. When data is launched by late clock signal, or captured by an early clock, there is insufficient time for the data signal to arrive before the clock, which limits the maximum clock frequency. This type of failure is called long-path error. Functional errors can also occur when the launching clock is early relative to capturing clock. In this case, new data arrives before the clock closes the receiving latch for the previous cycle, overwriting the correct data. Such a clock race condition is sometimes called a short-path or early-mode fail, and is an especially costly because it cannot be avoided by slowing down the clock frequency.

Local Skew
Since data signals that must travel longer distances are inevitably delayed by buffers and interconnect delays, it is primarily nearby points on the chip that are susceptible to short-path errors caused by clock skew. Thus it is especially important for the clock distribution to achieve low skew between nearby points. The skew between nearby points is referred to as local skew.
Many global clock distribution strategies seek to reduce local skew within subsets of the design, accepting larger skew between these subsets. When buffered tree networks are used, this can be accomplished by designing a small independent tree for each unit. In this case, the local skew within each unit can be reduced, but there can still be significant skew between points driven by different trees due process and model uncertainties. 
Low skew over larger distances is of course also desirable, but for the largest, highest performance microprocessors, there may be no signals that travel across the whole chip in a single cycle.  
Jitter
Undesired variations in the cycle period are called jitter as shown in Figure 3.9. Jitter reduces performance because some cycles are short, and the chip frequency must be slowed to avoid long-path errors. Generally, a PLL is used to generate a low-jitter clock on chip. In the past, much of clock jitter came from the PLL and its sensitivity to power-supply noise. However, PLL designs have continued to improve such that PLL jitter has scaled well with chip cycle time.


Known Skew
It is important to note the difference between known clock skew and unexpected clock skew. Skew from modeling errors or process variations is unexpected clock skew, and is always undesired. However, known differences in clock signal arrival times can be tolerated. In fact, skew can even be beneficial if cleverly designed and accurately modeled. For example, by carefully introducing clock skew, it may be possible to allow a specific logic and circuit implementation to run faster, and have improved timing margins on many paths. However, if adding skew can improve performance and margins significantly, this probably means that the logic between latches is not well balanced. In most cases, restructuring the logic or circuit tuning can achieve timing improvements similar to adding skew.
There are various available structures for the implementation of clock distribution network. Some common structures are shown in Figure 3.10.
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Figure 3.10: Common structures of clock distribution networks                             including a trunk, tree, mesh and H-tree.

Buffered Clock Distribution Trees
The most common strategy for distributing clock signals in VLSI based systems is to insert buffers either at the clock source and/or along a clock path, forming a tree structure. Thus, the unique clock source is frequently described as the root of the tree, the initial portion of the tree as the trunk, individual paths driving each register as branches and the registers being driven as the leaves as shown in Figure 3.11.
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			Figure 3.11: Tree structure of clock distribution n/w
If the interconnect resistance of the buffer at the clock source is small as compared to the buffer output resistance, a single buffer is often used to drive the entire clock distribution network. An alternative approach to using only a single buffer at the clock source is to distribute buffers throughout the clock distribution network. This approach requires additional area but greatly improves the precision and control of the clock signal waveforms. A three level buffer clock distribution network is shown in Figure 3.12. 
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			Figure 3.12: Three-level clock distribution network
The number of buffer stages between the clock source and each clocked register depends upon the total capacitive loading, in the form of registers and interconnect, and the permissible clock skew [51]. The maximum number of buffers driven by a single buffer is determined by the current drive of the source buffer and the capacitive load of the destination buffers.
				 









Chapter 4
Our Model
In a typical non-clock gated microcontroller based SOC, statistically 60-70% of the total power consumption occurs in clock tree and sequential logic which are part of clock tree. On top of this, clock tree elements are the major contributor in the peak current of the SOC. Knowledge of peak current enables the designer to fix the architecture resources viz.
1. On-chip de-cap requirement to mitigate the dynamic IR drop problem
2. Regulator specification
3. Correct package selection and optimization of power pins
4. EMC estimation
5. Types of clock tree buffer to be kept
6. Types of flip-flop in the design
7. Percentage of clock gating to be kept
8. Local as well as Global Skew to be kept


4.1   Assumptions
We have taken the following assumptions while developing this model:
4.1.1   Assumption 1
We have assumed that the current profile of the supply current drawn by a buffer (consisting of two CMOS inverters) driving certain set of registers to a triangular approximation. Out this assumption can be proved by a simulation result shown in Figure 4.1. This simulation is done by using SPICE MOS model at 55nm technology, a buffer driving 10 registers and the input is the rising input ramp with the transition time, Tr = 50 psec.
[image: graph1]

Figure 4.1: Simulated supply current profile of a buffer driving 10 registers with input as rising ramp signal with Tr = 50 psec.
4.1.2   Assumption 2
As shown in Figure 4.2, we have assumed that the time at which the clock signal arrives at the point 1, 2 and 3 from point A is same, i.e., there is no skew between these points. All the clock signals arrive at the same time and all the registers switch their states simultaneously with the arrival of clock signal.
The time at which the clock signal arrives at point A, B and C from point X is different, i.e., all these points are skewed from each other. We have given user the full control on this parameter so that he can modify the current profile as per his requirement. 
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	Figure 4.2: Skew relation considered between various point in a clock tree
4.2 Mathematical Model
We have developed a simple yet very powerful analytical expression for analyzing the peak current. This analytical expression is a general expression and can be applied to the peak current evaluation coming out from either our flow or any other tool.
The beauty of this flow is that it requires minimum design input as the case is since it is coming during the starting phase of the design. These minimum design inputs are number of flip-flops in the design, desired input and output transition times and local skew between the buffers available in the design. Then to have more accurate estimation some more information (although not necessary) is required like number of clock domains, how these flip-flops will be distributed among them and clock activity ratio.
While developing this flow we kept in mind that this flow should be user friendly with user defined variables. Playing with these variables such as transition time, local skew, fan-out will lead to different current profiles. Then using the analytical expression the user can analyze the different current profiles. Once the analysis is done, the designer can then generate the early design constraints which lead to the chosen peak current profile. These design constraints could be 
1. On-chip de-coupling capacitance requirement
2. Transition time
3. Types of clock tree buffer to be kept
4. Types of flip-flop in the design
5. Percentage of clock gating to be kept
6. Local and Global skew to be kept
7. EMC estimation, etc…
With Assumption 1 as discussed before, we had assumed the current profile of 1 buffer as triangular approximation, which can be shown in Figure 4.3.
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		Figure 4.3: Switching current profile of one buffer
where, x(t) is the current profile of one clock buffer approximated as a triangle.
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			   Figure 4.4: Switching instances


Figure 4.4 can be written mathematically as following:

				(4.1)
If we convolve h(t) with x(t), we will get the total current as given in Eq. (4.2) due to various switching happening at the delta time, i.e., skew.

					(4.2)
Using the convolution theorem, which is given by Eq. (4.3),

						(4.3)
So, the equation of finding the current will be given as Eq. (4.4),

						(4.4)
Pushing the integral inside, because of the linear property of the equation and re-writing the equation as Eq. (4.5),

							(4.5)
Since, we have to find the maximum or peak current, so i(t) is maximum when,

			
So, from Eq. (4.5), by doing differential and equating it to zero.

						(4.6)
Eq. (4.6) follows the linear property, so the differential operator can be pushed inside which results in Eq. (4.7)

						(4.7)

It is very difficult to solve the Eq. (4.7) analytically to find a closed form expression. The assumption is that all the are equal.
After taking the assumption and using the well known convolution integral expression the Eq. (4.7) is reduced to as shown below:

			

								(4.8)
Graphically the above expression is shown in Figure 4.5,


[image: ]
Figure 4.5:  Graphical view of Eq. (4.8)

So, the final closed form expression in given as,

			Width of the current pulseΔt
This expression shows a very interesting point.

If the ratio is an integer then the total sum current will be zero, but if it is not an integer then it will not go to zero and will be added to the forthcoming switching current.
This means that the Δt which is the skew, has to be the integer multiple of the width of the current.
4.3 KALPANA (CAD tool)
Chapter 2 presented a survey of other approaches to predict the peak current. A full SPICE transistor level simulation yields the most accurate results; however it is impractical for most circuits as the run-time increases rapidly with circuit complexity. For typical circuits, full transistor level simulations taken on the orders of weeks to simulate and most often do not converge.
There exist several tools that can be used to predict the peak current. However, none of these are flexible enough to work at any stage in the design cycle. These tools can only be used at the final stage of the design cycle. However, a tool that is capable to provide the current consumption in an IC at a very early stage of the design can permit changes in both the design and the layout. 
4.3.1 High Level Flow of KALPANA
The high-level flow of KALPANA is shown in Figure 4.6.


[image: ]  
			Figure 4.6: Flow of KALPANA
A shown in the Figure 4.6, with the estimation of current a designer is able to estimate 
			1.  Skew
			2.  Slew Rate
			3.  De-coupling capacitance
			4.  EMC, etc…	
with which he is able to decide the design constraints for his design.
As shown in the Figure 4.6, for the estimation of current by this tool we only need to provide minimum number of inputs.
4.3.2 Skeleton of KALPANA
KALPANA is totally designed on UNIX platform and is completely scripted in PERL language. It is a fully automated tool, i.e., user just need to provide the inputs and else the CAD tool will do everything else on its own and in the end shows user the current profile according to the inputs provided by him. 
KALPANA uses ELDO simulator in background to extract the current profile of a single buffer driving certain set of flip-flops which is calculated by the fan-out of the load to the fan-in of a single flip-flop.
We had designed KALPANA to give flexibility to the user so that he can generate the required current profile by just changing certain parameters like local skew, transition time of input and output signal and also he can choose the desired flip-flops as well as buffers for his design.
Steps
Step 1: Invoke the tool at UNIX platform.
Step 2: Choose the output and input transition time.
Step 3:  Choose the type of buffer you want in your design.
Step 4:  Enter the flip-flop count you want to have in the last stage of your design.
Step 5:  Choose the type of flip-flop.
Step 6:  Enter the local skew between the buffers.
With all these data provided the tool will form a circuit (.cir) file which includes the SPICE definition of the transistor as per the technology (we had tested our tool on 90nm and 55nm technology), stimuli, path for the corner file and the input signal with the chosen transition time.
With the chosen transition times the tool will look the .lib file to find the values of the capacitances for both the buffer and the flip-flops and calculate the number of buffer stages which can drive the given number of last stage flip-flops. 
This generated .cir file is then simulated with ELDO simulator which generates a file with extension .chi, with this file the tool will extract the time and current values for one buffer driving the calculated number of flip-flops. 
These extracted values are then processed by the developed expression with the values of local skew and the calculated number of last stage buffers. 
The tool will display the current profile and will ask the user whether he wants to modify the profile or not by changing the value of local skew.
This current profile can be used to estimate various design parameters, such as:
1. De-coupling capacitance
2. EMC estimation, etc…






Chapter 5
Results
In this chapter we will discuss the results which we got from KALPANA. In section 5.1, we will compare the result with of our tool with the industry standard tool called RedHawk APACHE which comes very late in the design cycle just before the tape out of the design. In section 5.2 we will do the analysis of the results which we got at different transition time and at different local skew between last stage buffers.
5.1 Comparison of KALPANA with APACHE
The current profile generated by KALPANA is shown in Figure 5.1, i.e. current estimated at RTL level and the current profile generated by APACHE is shown in Figure 5.2 which is generated just before the tape-out of the design.

 (
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)[image: ]
	        Figure 5.1: Current estimated at RTL level by KALPANA

[image: \\samba\data\eeprom\amit\TEM_CELL_PICTUS\current.jpg] 
        Figure 5.2: Current estimated at tape-out level by APACHE
The design is on 90nm CMOS technology and is having 70,000 flip-flops in the last stage. The total number of buffer stages for driving 70,000 flip-flops was 1404 buffers and the skew between each of them is 1 psec.
As seen in Figure 5.1 and Figure 5.2 KALPANA estimates the current consumption at very early stage of the design cycle with accuracy between 5-10%, the current profile is almost the same in both the cases and the peak as seen in both the figures also occur at the same time.
5.2 Detailed Analysis
In this section, we will analyze more results generated by KALPANA on a design at 55nm CMOS technology having 1,72,000 flip-flops in the last stage by varying the transition time and the skew between the last stage buffers.
In the figures given below the upper graph in both the Figure 5.3 and Figure 5.4 is for the rising input ramp type signal and the lower graph is for the falling input ramp type signal.
The current profiles in both the figures are plotted for transition time, Tr = 100, 150 and 300 psec. 
As shown in the graph the naming convention is shown on the right hand side of each graph for example, I_pos_tskw50fs_tr_100ps means that the plotted current profile is for rising input ramp signal with transition time of 100 psec. and the skew between last stage buffers is 50 fsec.
[image: single-flop_100%of40%_tskw_50fs]
 Figure 5.3: Current profiles generated by KALPANA at skew 50 fsec. between the last stage buffers

[image: single-flop_100%of40%_tskw_100fs]
Figure 5.4: Current profiles generated by KALPANA at skew 100 fsec. between the last stage buffers.

As can be seen in Figure 5.3 and Figure 5.4, the current consumption in the design is drastically reduced in the second case by just doubling the skew from 50 fsec. to 100 fsec. and at the same the duration of current is also increased. 
Hence, it can be concluded from both the above figures is that if the designer wants to reduce the current consumption in his device he has to skewed his design’s last stage buffers with a fast input signal, i.e., a signal having smaller value of transition time.



















Chapter 6
Guidelines to reduce power consumption
In this chapter we will discuss certain guidelines which will be helpful for the designer to reduce the consumption of power in the design.
6.1 Clock Gating
To decrease the dynamic power consume by the sequential circuit, clock gating is one of the most successful method.
The sequential logic component which is connected with clock changes the value when the clock is triggered. And the component consumes lots of dynamic power during the operation. When the clock is triggered, the power is still consume by the component, even when the value remains unchanged. It comes out the waste of the power. If the circuit uses clock gating and changes the value only when the value is changed, the dynamic power will be decreased.
[image: ]
	    Figure 6.1: The basic clock gating
    [image: ]
			   Figure 6.2: The signal of clock gating


	             [image: ]
			
			     Figure 6.3: The latched clock gating

        
           [image: ]

			    Figure 6.4: The signal of latched clock gating

To implement the clock gating technique, an AND gate or a Latch will be added in-front of the register or the unit. The output signal will stay unchanged before the enable signal is triggered. When the enable signal is false, the register or the unit will not get the clock signal or so called gated clock signal.
The results for the clock gating of the design containing 1,72,000 flip-flops in the last stage on 55 nm CMOS technology for 100%, 30% and 10% clock gating is shown if Figures 6.5 - 6.10.

















[image: single-flop_100%of40%_tskw_50fs]
Figure 6.5: Current profile for 100% clock gating at 1,72,000 number of flip-flops in the last stage at skew of 50 fsec.
[image: single-flop_100%of40%_tskw_100fs]
Figure 6.6: Current profile for 100% clock gating at 1,72,000 number of flip-flops in the last stage at skew of 100 fsec.
[image: single-flop_30%of40%_tskw_50fs]
Figure 6.7: Current profile for 30% clock gating at 1,72,000 number of flip-flops in the last stage at skew of 50 fsec.
[image: single-flop_30%of40%_tskw_100fs]Figure 6.8: Current profile for 30% clock gating at 1,72,000 number of flip-flops in the last stage at skew of 100 fsec.

[image: single-flop_10%of40%_tskw_50fs]Figure 6.9: Current profile for 10% clock gating at 1,72,000 number of flip-flops in the last stage at skew of 50 fsec.

[image: single-flop_10%of40%_tskw_100fs]Figure 6.10: Current profile for 10% clock gating at 1,72,000 number of flip-flops in the last stage at skew of 100 fsec.

6.2 Quad Flip-Flop
To reduce power we can use a special type of flip-flop which has four flip-flops clubbed together. For the datasheet of quad flip-flop see Appendix A.

[image: ]
Figure 6.11: Logic diagram of Quad flip-flop. (Courtsey datasheet of M74HC175, STMicroelectronics)
The results of the current consumption by the quad flip-flop and the normal flip-flop at 50 fsec. and 100 fsec. skew between last stage buffers and the number of flip-flops in the last stage of the design is 1,72,000 are shown in Figures 6.12 and 6.13.
Now if we combine the quad flip-flop phenomenon with that of clock gating we will get substantial reduction. The current profiles for 30% clock gating for the design having 1,72,000 number of flip-flops with 50 fsec and 100 fsec. skew between last stage buffers is shown in Figures 6.14 and 6.15. 


[image: comb_tskw_50fs_100%of40%]Figure 6.12: Current profiles of the quad flip-flop and the normal flip-flop at skew   50 fsec. between the last stage of the buffers.
[image: comb_tskw_100fs_100%of40%]Figure 6.13: Current profiles of the quad flip-flop and the normal flip-flop at skew 100 fsec. between the last stage of the buffers.
[image: comb_tskw_50fs_30%of40%]Figure 6.14: Current profiles of the quad flip-flop and the normal flip-flop at skew   50 fsec. between the last stage of the buffers and clock gating of 30%.
[image: comb_tskw_100fs_30%of40%]Figure 6.15: Current profiles of the quad flip-flop and the normal flip-flop at skew 100 fsec. between the last stage of the buffers and clock gating of 30%.


Chapter 7
Thesis Summary
7.1 Conclusion
The main contributions of this thesis are two-fold. First, we had developed a simple yet powerful analytical expression through which we can analyze the current profiles generated by the CAD tool we had developed or from any other tool.
The second and the most important contribution of this thesis was in the development of a CAD tool (KALPANA) that can be used in the very early stage of the design to estimate the current consumption by the device within an accuracy of 5-10%. The tool is very fast, flexible and user-friendly, allows user to play with certain parameters to modify the current profile as per his requirements. With this estimation of current the designer can formulate various design parameters for his design.
7.2 Future Directions
We can atomize this tool to calculate various design parameters such as calculation of de-coupling capacitance, skew, slew rate and EMC so that the designer does not have to take any pain to calculate all such design constraints separately.
We can also make this tool to operate on various operating conditions and give designer more flexibility with another parameter to modify his needed current profile.
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