Chapter 1	
Introduction
Edge Detection in image is an important step for a complete image understanding system. Its importance arises from the fact that edges carry most important information in the image. Accuracy of many high-level image processing tasks such as image segmentation and object recognition directly depend on the quality of the edge detection procedure. 

1.1	Brief review of Edge Detection
In the images, edges are marked with discontinuity or significant variation in intensity or gray levels. An edge is not a physical entity, just like a shadow. It is where the picture ends and the wall starts, where the vertical and the horizontal surfaces of an object meet. If there were sensor with infinitely small footprints and zero-width point spread functions, an edge would be recorded between pixels within in an image. In reality, what appears to be an edge from the distance may even contain other edges when looked close-up. Edges are scale-dependent and an edge may contain other edges, but at a certain scale, an edge still has no width. If the edges in an image are identified accurately, all the objects are located and their basic properties such as area, perimeter and shape can be measured. Therefore edges are used for boundary estimation and segmentation in the scene. Since computer vision involves the identification and classification of objects in an image, edge detection is an essential tool.


1.1.1 Types of Edges
All edges are locally directional. Therefore, the goal in edge detection is to find out what occurred perpendicular to an edge. The following is a list of commonly found edges.
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Figure 1. Types of Edges (a) Sharp step (b) Gradual step (c) Roof (d) Trough
A Sharp Step, as shown in Figure 1, is an idealization of an edge. Since an image is always band limited, this type of graph cannot ever occur. A Gradual Step, as shown in Figure 1 is very similar to a Sharp Step, but it has been smoothed out. The change in intensity is not as quick or sharp. A Roof, as show in Figure 1, is different than the first two edges. The derivative of this edge is discontinuous. A Roof can have a variety of sharpness, widths, and spatial extents. The Trough, also shown in Figure 1, is the inverse of a Roof.

Edge detection is very useful in a number of contexts. Edges characterize object boundaries and are, therefore, useful for segmentation, registration, and identification of objects in scenes [1].
The goal of the edge detection process in a digital image is to determine the frontiers of all represented objects, based on automatic processing of the color or gray level information in each present pixel. Edge detection has many applications in image processing and computer vision, and is an indispensable technique in both biological and robot vision [3]. The main objective of edge detection in image processing is to reduce data storage while at same time retaining its topological properties, to reduce transmission time and to facilitate the extraction of morphological outlines from the digitized image.


1.1.2 Criteria for Edge Detection
There are large numbers of edge detection operators available, each designed to be sensitive to certain types of edges. The Quality of edge detection can be measured from several criteria objectively. Some criteria are proposed in terms of mathematical measurement, some of them are based on application and implementation requirements. In all five cases a quantitative evaluation of performance requires use of images where the true edges are known.
a) Good detection: There should be a minimum number of false edges. Usually, edges are detected after a threshold operation. The high threshold will lead to less false edges, but it also reduces the number of true edges detected.
b) Noise sensitivity: The robust algorithm can detect edges in certain acceptable noise (Gaussian, Uniform and impulsive noise) environments. Actually, an edge detector detects and also amplifies the noise simultaneously. Strategic filtering, consistency checking and post processing (such as non-maximum suppression) can be used to reduce noise sensitivity.
c) Good localization: The edge location must be reported as close as possible to the correct position, i.e. edge localization accuracy (ELA).
d) Orientation sensitivity: The operator not only detects edge magnitude, but it also detects edge orientation correctly. Orientation can be used in post processing to connect edge segments, reject noise and suppress non-maximum edge magnitude.
e) Speed and efficiency: The algorithm should be fast enough to be usable in an image processing system. An algorithm that allows recursive implementation or separately processing can greatly improve efficiency.
Criteria of edge detection will help to evaluate the performance of edge detectors. Correspondingly, different techniques have been developed to find edges based upon the above criteria, which can be classified into linear and non-linear techniques.

1.1.3 Motivation behind Edge Detection
The purpose of detecting sharp changes in image brightness is to capture important events and changes in properties of the world. For an image formation model, discontinuities in image brightness are likely to correspond to:-
a) Discontinuities in depth
b) Discontinuities in surface orientation
c) Changes in material properties
d) Variations in scene illumination
In the ideal case, the result of applying an edge detector to an image may lead to a set of connected curves that indicates the boundaries of objects, the boundaries of surface marking as well curves that correspond to discontinuities in surface orientation. If the edge detection step is successful, the subsequent task of interpreting the information contents in the original image may therefore be substantially simplified. Unfortunately, however, it is not always possible to obtain such ideal edges from real life images of moderate complexity. Edges extracted from non-trivial images are often hampered by fragmentation i.e. the edge curves are not connected, missing edge segments, false edges etc., which complicate the subsequent task of interpreting the image data.

1.2 Literature surveys for Edge Detection Techniques

Many edge detection methods are proposed in history which is basically categorized as classical edge detectors and Laplacian edge detector. One of them is Prewitt Edge Detector [1, 2] which was proposed to detect the edges by computing first order derivative. Here, Prewitt calculate two derivatives one for horizontal changes and other for vertical. These are found by using two 3×3 kernels which are convolved with the original image. Similarly Sobel Edge Detector[3] calculates the gradient of the image intensity at each point, giving the direction of the largest possible increase from light to dark and the rate of change in that direction. Canny edge detector [4] is also one of the edge detectors with four filters to detect horizontal, vertical and diagonal edges of the image. Edge detection in presence of noise is a very difficult task. All the classical edge detectors fail to detect edges in the presence of noise. The nature of the image data is indeterminate and the edges of an object in an image are not very clear and occasionally scene pixel to object ones occurs moderately, so fuzzy reasoning is able to extract useful attributes from the approximate and incomplete data and improve the task of edge detection.
As stated, usually edge detection is performed by smoothing, differentiating and thresholding. Although, the gradient-based edge detection method has been widely applied in practice and a reasonable edge map has been obtained for most images, they suffer from some practical limitations. Firstly, they need a smoothing operation to alleviate the effect of high spatial frequency in estimating the gradient. Usually, this smoothing is applied to all pixels in the image including the edge regions, and so the edge is distorted and missed in some cases in particular at junctions or corners. Secondly, the gradient magnitude alone is insufficient to determine meaningful edges because of the ambiguity caused by underlying pixel pattern, especially in complex natural scenes. Thirdly, the gradient-based edge detection method increases the computational complexity because calculations, such as square root and arctangent, to produce the gradient vector are required. The detailed comparison and evaluation of edge detectors has been performed by Heath et al. [5]. They employed people to evaluate performance of several edge detectors with a number of images and looked for correlations in judgments of participants.
The nature of the image data is indeterminate and the edges of an object in an image are not very clear and occasionally scene pixel to object ones occur moderately, so fuzzy reasoning is able to extract useful attributes from the approximate and incomplete data and improve the task of edge detection. Different algorithms for fuzzy based edge detection have been proposed [6-8]. In most of these methods, adjacent points of pixels are assumed in some classes and then fuzzy system inference are implemented using appropriate membership function, defined for each class. Fuzzy logic by the local approach has been used in Bloch et al [9] for morphological edge extraction method. Ho et al. [10] used both global and local image information for fuzzy categorization and classification based on edges. Abdallah et al [11] propose a fuzzy logic reasoning strategy for edge detection in digital images without determining the threshold value.
The pixels in the image can be categorized into two clusters: Edge and Non-edge. These clusters follows the similarity property i.e. pixels on the edges are similar and pixels on the edge are dissimilar from the pixels on Non-edge cluster. The major alternative to the similarity based categorization of natural concepts is the rule-based categorization where it is argued that the membership in natural categories is not primarily dependent on similarity, and the way in which category membership is determined is different from the way in which typicality is derived. One example of where typicality and category membership apparently have very different determinations is the case of concepts of kinship. Whether someone is a grandmother depends only on whether or not she is female and is the mother of a parent (or some logical equivalent definition rule). Whether someone is typical grandmother however depends on whether the stereotypical grandmother characteristics-white hair, rocking chair, bakes cookies- apply. In this case, similarity, without rules, to the prototype (or more properly stereotype) does not provide any more than probabilistic information about true membership of the category [12-15].
Recently edge detection method has been proposed by [16], in which k-mean Soble algorithm primarily combined with clustering to detect edges. An Improved Canny Edge Detection Algorithm Based on Predisposal Method for Image Corrupted by Gaussian Noise is given by [17] but this method work well for the images that were corrupted by Gaussian noise. Recent approaches include border detection using threshold fusion [18]; Binary Partition Tree [19]; multi-structuring elements edge detection based on mathematical morphology [20], unsupervised edge detection using wavelet is based on managing the multi-scale data in wavelet domain [21], a scheme, which allows the threshold to be adapted in according to the correlation between neighboring regions [22], edge detection and image restoration with anisotropic topological gradient [23]. Yu Jing et. al. [24], proposed an edge detection approach of oil slick IR aerial images by defining an energy function model combining a region-scalable-fitting concept and a global minimization active contour (GMAC) model. Pablo Arbela´ ezet. al.[25], presents an effective approach for contour detection by combining the multiple local cues into a globalization framework based on spectral clustering. Fuzzy systems and the optimization processes like particle swarm, ant colony and bacteria foraging are also gaining the popularity
In the recent years, fuzzy techniques have found favor for the edge detection [26], for instance   Adaptive Fuzzy Classifier Approach (AFCA) [27] for local edge detection in severely degraded images and edge detection using Fuzzy de-blocking algorithm based on ICM filter [28]. Mehul et al. [29] present Fuzzy logic based automatic edge thresholding technique foe edge detection that overcome the drawback of Dong Liu, algorithm [30]. Another technique for edge detection proposed in [31] it uses the fuzzy heuristic edge detection which incorporates particle swarm optimization. Ant Colony Optimization (ACO) is another swarm intelligence technique given by Dorigo et al. [32]. For instance Verma et al. [33] detect edges in digital images by placing artificial ants on the image and considering intensity differences between image pixels as heuristic information for the ant colony system. Many ACO-based edge detection algorithms have been proposed. In most papers, the ants’ movement is decided by the values of pixels’ gray gradient which is sensitive to noise [34-37]. A recent approach using the ant colony optimization is proposed by Jian Zhang et al. [38] in combination with statistical estimation. In this study ants’ movement is decided by the relative difference of means of pixel circle neighborhood. In another interesting work, Wafa et al. [39] compute the gradient and standard deviation for each pixel to obtain two edge sets that serve as inputs to the fuzzy system to decide whether a pixel belongs to the edge pixel or not. Yishu et al. [40] uses both multi-scale wavelet transform and fuzzy c-means clustering algorithm to obtain the edge map of the image adaptively. Fujian wang et al. [41] proposes another approach based on non-linear interpolation. Nonlinear interpolation algorithms can reduce the artifacts of linear methods. Edge orientations histograms always represented a middle term between reliability and description dimension. They are often used in practical applications because they provide very efficient and simple solutions. Ant´onio M. G. Pinheiro proposed a new technique the Angular Orientation Partition Edge Descriptor (AOP) suitable for image semantic annotation, and resilient to image rotation and translation, is described. It is based on the Angular Radial Partition Descriptor (ARP) [42].

Chapter 2
Bacteria Foraging Optimization 
A new evolutionary technique, called Bacterial Foraging scheme, was introduced by K.M.Passino[43].The foraging can be modeled as an optimization process where bacteria seek to maximize the energy obtained per unit time spent during foraging. In this process, the nutrient function is defined and is being maximized by each bacterium in search of food. Each bacterium tries to maximize the amount of nutrient while minimizing time and energy cost by following four stages: 1) Chemo taxis, 2) Swarming, 3) Reproduction, and 4) Elimination & Dispersal. In the beginning, there will be as many solutions as the number of bacteria. So, each bacterium produces a solution for set of optimal values of parameters iteratively, and gradually all the bacteria converge on the global optimum.
During foraging of the real bacteria, locomotion is achieved by a set of tensile flagella. Flagella help an E.coli bacterium to tumble or swim, which are two basic operations performed by a bacterium at the time of foraging. When they rotate the flagella in the clockwise direction, each flagellum pulls on the cell. That results in the moving of flagella independently and finally the bacterium tumbles with lesser number of tumbling whereas in a harmful place it tumbles frequently to find a nutrient gradient. Moving the flagella in the counterclockwise direction helps the bacterium to swim at a very fast rate. In the above-mentioned algorithm the bacteria undergoes chemotaxis, where they like to move towards a nutrient gradient and avoid noxious environment. Generally the bacteria move for a longer distance in a friendly environment. Figure 2 depicts how clockwise and counter clockwise movement of a bacterium take place in a nutrient solution.
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Fig.2. Swim and tumble of a bacterium
When they get food in sufficient, they are increased in length and in presence of suitable temperature they break in the middle to from an exact replica of itself. This phenomenon inspired Passino to introduce an event of reproduction in BFOA. Due to the occurrence of sudden environmental changes or attack, the chemotactic progress may be destroyed and a group of bacteria may move to some other places or some other may be introduced in the swarm of concern. This constitutes the event of elimination-dispersal in the real bacterial population, where all the bacteria in a region are killed or a group is dispersed into a new part of the environment.
Now suppose that we want to find the minimum of J()where  p(i.e. is a p-dimensional vector of real numbers), and we do not have measurements or an analytical description of the gradient J( ) . BFOA mimics the four principal mechanisms observed in a real bacterial system: chemotaxis, swarming, reproduction, and elimination-dispersal to solve this non-gradient optimization problem. 
Let us define a chemotactic step to be a tumble followed by a tumble or a tumble followed by a run. Let j be the index for the chemotactic step. Let k be the index for the reproduction step. Let l be the index of the elimination-dispersal event. Also let 
p: Dimension of the search space,
S: Total number of bacteria in the population,
Nc: The number of chemotactic steps,
Ns: The swimming length.
Nre: The number of reproduction steps,
Ned: The number of elimination-dispersal events,
Ped: Elimination-dispersal probability,
C (i): The size of the step taken in the random direction specified by the tumble.
Let P(j, k, l) { ( j, k, l) | i 1,2,..., S} i represent the position of each member in the population of the S bacteria at the j-th chemotactic step, k-th reproduction step, and l-th elimination-dispersal event. Here, let J (i, j, k, l) denote the cost at the location of the i-th bacterium ( j, k, l)(sometimes we drop the indices and refer to the i-th bacterium position as ). Note that we will interchangeably refer to J as being a “cost” (using terminology from optimization theory) and as being a nutrient surface (in reference to the biological connections). For actual bacterial populations, S can be very large (e.g., S =109), but p = 3. In our computer simulations, we will use much smaller population sizes and will keep the population size fixed. BFOA, however, allows p > 3 so that we can apply the method to higher dimensional optimization problems. Below we briefly describe the four prime steps in BFOA.
i) Chemotaxis: This process simulates the movement of an E.coli cell through swimming and tumbling via flagella. Biologically an E.coli bacterium can move in two different ways. It can swim for a period of time in the same direction or it may tumble, and alternate between these two modes of operation for the entire lifetime. Suppose (i,j, k, l) represents i-th bacterium at jth chemotactic, k-th reproductive and l-th elimination-dispersal step. C(i) is the size of the step taken in the random direction specified by the tumble (run length unit). Then in computational chemotaxis the movement of the bacterium may be represented by
							…(1)
Where indicates a vector in the random direction whose elements lie in [-1, 1].
ii) Swarming: An interesting group behavior has been observed for several motile species of bacteria including E.coli and S. typhimurium, where intricate and stable spatio-temporal patterns (swarms) are formed in semisolid nutrient medium. A group of E.coli cells arrange themselves in a traveling ring by moving up the nutrient gradient when placed amidst a semisolid matrix with a single nutrient chemo-effecter. The cells when stimulated by a high level of succinate, release an attractant aspertate, which helps them to aggregate into groups and thus move as concentric patterns of swarms with high bacterial density. The cell-to-cell signaling in E. coli swarm may be represented by the following function.
					…(2)
where J cc (, P(j, k, l)) is the objective function value to be added to the actual objective function (to be minimized) to present a time varying objective function, S is the total number of bacteria, p is the number of variables to be optimized, which are present in each bacterium andis a point in the p-dimensional search domain.  are different coefficients that should be chosen properly.
iii) Reproduction: The least healthy bacteria eventually die while each of the healthier bacteria (those yielding lower value of the objective function) asexually split into two bacteria, which are then placed in the same location. This keeps the swarm size constant.
iv) Elimination and Dispersal: Gradual or sudden changes in the local environment where a bacterium population lives may occur due to various reasons e.g. a significant local rise of temperature may kill a group of bacteria that are currently in a region with a high concentration of nutrient gradients. Events can take place in such a fashion that all the bacteria in a region are killed or a group is dispersed into a new location. To simulate this phenomenon in BFOA some bacteria are liquidated at random with a very small probability while the new replacements are randomly initialized over the search space.
The pseudo-code of the complete algorithm is presented below:
The BFOA Algorithm
Parameters:
[Step 1] Initialize parameters p, S, Nc, Ns, Nre, Ned, Ped, C(i)(i=1,2…S), .
Algorithm:
[Step 2] Elimination-dispersal loop: l=l+1
[Step 3] Reproduction loop: k=k+1
[Step 4] Chemotaxis loop: j=j+1
[a] For i =1,2…S take a chemotactic step for bacterium i as follows.
[b] Compute fitness function, J (i, j, k, l).
Let, (i.e. add on the cell-to cell attractant–repellant profile to simulate the swarming behavior)
where, Jccis defined in (2).
[c] Let Jlast=J (i, j, k, l) to save this value since we may find a better cost via a run.
[d] Tumble: generate a random vector (i)p with each element (i),m 1,2,..., p, m a random number on [-1, 1].
[e] Move: Let

This results in a step of size C(i) in the direction of the tumble for bacterium i.
[f] Compute J (i, j 1, k, l) and let

 [g] Swim
i) Let m=0 (counter for swim length).
ii) While m< Ns(if have not climbed down too long).
• Let m=m+1.
• If J (i, j 1, k, l) Jlast( if doing better), let Jlast= J (i, j 1, k, l) and let

And use this  to compute the new J (i, j 1, k, l) as we did in [f]
• Else, let m= Ns. This is the end of the while statement.
[h] Go to next bacterium (i+1) if i S (i.e., go to [b] to process the next bacterium).
[Step 5] If  jNc, go to step 4. In this case continue chemotaxis since the life of the bacteria is not over.
[Step 6] Reproduction:
[a] For the given k and l, and for each i 1,2,..., S , let
								…(3)
be the health of the bacterium i (a measure of how many nutrients it got over its lifetime and how successful it was at avoiding noxious substances). Sort bacteria and chemotactic parameters C(i) in order of ascending cost Jhealth (higher cost means lower health).
[b] The Sr bacteria with the highest Jhealth values die and the remaining Sr bacteria with the best values split (this process is performed by the copies that are made are placed at the same location as their parent).
[Step 7] If k Nre, go to step 3. In this case, we have not reached the number of specified reproduction steps, so we start the next generation of the chemotactic loop.
[Step 8] Elimination-dispersal: For i 1,2..., S with probability Ped, eliminate and disperse each bacterium (this keeps the number of bacteria in the population constant). To do this, if a bacterium is eliminated, simply disperse another one to a random location on the optimization domain. If l Ned, then go to step 2; otherwise end.

In the chemo taxis stage, the bacteria either resort to a tumble followed by a tumble or make a tumble followed by a run or swim. This is the movement stage of bacteria through swimming and tumbling. On the other hand, in swarming, each E. coli bacterium signals another via attractants to swarm together. This is basically the cell to cell signaling stage. Furthermore, in reproduction bacterium with the least energy dies and the other bacteria with high energy survive. While in the elimination and dispersal stage, any bacterium from the total set can be either eliminated or dispersed to a random location during the optimization process. This stage helps the bacteria avoid the local optimum.













Chapter 3
The Proposed Approach
3.1		Similarity Concept
The detection of edges in an image could be basically defined as clustering of the pixels into two categories: edge and non-edges. Thus, the pixels in the same category must have similar features. Similarity, a relationship between two perceptual or conceptual objects is one of the central problems of psychology. The concept of similarity is very important as it provides the stepping stones for organizing the world into categories. In daily life, we often come across situations where we have to distinguish similar groups or we have to classify some similar objects. Similarity measure thus becomes an important tool to decide the similarity degree between two groups or between two objects. 
Psychologists have developed two main categorization models: Similarity-based categorization and Rule-based categorization. The concept behind these categorizations is discussed by Demirci et al [44]. Prototype Concept by Rocsh et al [45], Exemplar model (Generalized Context Model) by Nosofsky et al [46] and Feature Contrast Model by Tversky et al [47] are the most popular similarity models for classification.
According to Hampton, classifying on the basis of similarity must involve rules-there must be a rule for determining a similarity value for any pair of concepts, and there must be a rule for deriving degree of category membership (either as a binary outcome via a threshold criterion, or as a fuzzy judgment on a response scale) on basis of this similarity [12]. Consequently, the notion of similarity involves an elaborate cognitive process rather than simply a mathematical model. Whenever the assessment of similarity should reproduce the judgment of a human observer based on qualitative features, it is appropriate to model it as a cognitive process that simulates human similarity perception. Fuzzy set theory has been very attractive tool for modeling and mimicking cognitive process, especially those concerning recognition aspects. Also fuzzy set theory is able to handle qualitative non-numerical descriptions, class memberships and human reasoning. The first assessment of similarity and relations in terms of fuzzy logic was studied by Zadeh [48]. Following them, variations of fuzzy similarity measures such as Fuzzy Feature Contrast Model and Generalized Fuzzy Indices have been proposed by researchers [49-51].
3.2	Fuzzy Similarity Measure in Color Image [44]
An image is collection pixels which have feature vectors. The features of a pixel could be gray level for gray scale images, or red, green, blue levels for color images. The artificial features: texture, noise etc., could also be added into feature vector. In image processing field, the similarity measure of two pixels has been generally assessed so far by means of Euclidian distance in color space. On the other hand, Wuerger et al [53] showed in their research into proximity judgments in color space that perceptual color proximity is not Euclidean in nature. That means that distance information in Euclidean color space is not adequate for similarity judgment. Recently, for image processing applications, Color Category Map based on Fuzzy Feature Contrast Model was constructed by Seaborn et al [54].
On the other hand, the similarity must involve rules and there must be rules for determining a similarity value for any pair of concepts as Hampton [12] and researchers working on the rule based categorization. Rule-based color similarity was also applied by Demirci et al [55] for color image segmentation.
In the proposed approach, the similarity percent of neighboring pixels, including three components i.e. red, green and blue are calculated by means of fuzzy reasoning rules. An image consists of pixels, which are neighbor to each other as shown in Figure 3. Differences of each color component between pixel P1 and P2 could be stated as follows:

ΔR =| LR,1-LR,2|
ΔG =| LG,1-LG,2|
ΔB =| LB,1-LB,2|										... (4)
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Figure 3 Pixel with color components [55]
In the proposed algorithm, membership functions for the gray level differences of red, green and blue components can be defined. Membership functions being applied can be linear, exponential, gaussian or any other depending upon the ease of usage and the quality of output required.  As an example, we have defined the membership functions as the combination of triangular and trapezoidal functions in Fig. 4 to represent the gray level differences.
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Figure 4 Membership function for three linguistic variables for RED component [44]
3.2.1	Rule Based Fuzzy Similarity Measure
Gray level differences for each color component have been partitioned into linguistic variables in their respective membership functions. The defined linguistic variables assist in the development of the fuzzy rules for measurement of similarity. The number of fuzzy rules that are required for calculation of similarity would directly depend upon the number of linguistic variables used. Hence, for a set of linguistic variables {Ψ0, Ψ1, Ψ2......ΨN-1}, the number of fuzzy rules would be equal to NN. 
Each input linguistic variables were indexed with 0 for Ψ0, 1 for Ψ1, 2 for Ψ2, till (n-1) for ΨN-1. Based on these, we assign (n*(n-1) +1) linguistic values for color similarity. It is on the basis of these linguistic values that we will infer the extent of presence of an edge. The approach will become clearer from the mentioned example.
In our example, we have considered three linguistic variables, which are Zero: ZE, Medium: MD and Large: LR as shown in Fig. 4 for red component. A similar membership function is applicable for other two color components. In this case the number of corresponding fuzzy rules would be 27 (ie 33). Seven linguistic values for color similarity have been assigned, which are Not Similar: NS, Very Little Similar: VLS, Little Similar: LS, Medium Similar: MS, Quite Similar: QS, Rather Similar: RS and Exactly Similar: ES.
Generally a fuzzy system is a mapping between its inputs and outputs. For a fuzzy system the mapping of the inputs to the outputs is characterized by a set of condition-action rules, or in modus- pones form, If premise then consequent. Generally, the inputs of the fuzzy system are associated with the premise, and the outputs are associated with the consequences. The color edge detection in image processing could be defined as a system in which there are three inputs and single output. Consequently, linguistic rules for color edge detection have been devised as follows: [44]
Rule1: If ΔR is Zero and ΔG is Zero and ΔB is Zero Then P1 and P2 are Exactly Similar,
Rule2: If ΔR is Zero and ΔG is Zero and ΔB is Medium Then P1 and P2 are Rather Similar,
Rule3: If ΔR is Zero and ΔG is Large and ΔB is Large Then P1 and P2 are Little Similar,
Rule4: If ΔR is Large and ΔG is Large and ΔB is Large Then P1 and P2 are Not Similar,
Rule5: If ΔR is Large and ΔG is Zero and ΔB is Medium Then P1 and P2 are Medium Similar,
Rule6: If ΔR is Large and ΔG is Zero and ΔB is Zero Then P1 and P2 are Quite Similar,
Rule7: If ΔR is Medium and ΔG is Large and ΔB is Large Then P1 and P2 are Very Little Similar,
Rule8: If ΔR is Medium and ΔG is Zero and ΔB is Medium Then P1 and P2 are Quite Similar,

Rule9: If ΔR is Medium and ΔG is Zero and ΔB is Zero Then P1 and P2 are Rather Similar,
, so on.												...(5)
3.2.2	Fuzzy Rules to Determining the Similarity Relation
As mentioned earlier, each input linguistic variables were indexed with 0 for Ψ0, 1 for Ψ1, 2 for Ψ2, till (n-1) for ΨN-1 whereas the output linguistic variables were indexed from 0 to (n*(n-1) +1). For each rule, index of similarity function was found as (Using Table 1):
					...(6)
Where, θ0, θ1, θ2... θN-1 are index number of linguistic variable of each pixel.
In the discussed example, input linguistic variables were indexed with 0 for ZE, 1 for MD and 2 for LR whereas the output linguistic variables were indexed from 0 to 6. For each rule, index of similarity function is given as:
										...(7)
Where k, l and m are index number of linguistic variable of each pixel as shown in Table 2.
Index ‘i’ of the similarity function is used to generate the weighted participation of each rule in the calculation of net similarity of pixels P1 and P2. A variable Sj was defined to represent the weight corresponding to each fuzzy rule depending upon the derived value of index for that particular rule. It is given by:
											...(8)

The similarity percent of P1 and P2 could be explicitly represented as [55]:
										...(9)
Where, Z is the total number of fuzzy rules (27 in our case). Sj represents the weighted participation of each fuzzy rule as discussed above. µjprem(θ)is the certainty of the premise of the jth rule given by:
µjprem(θ)= µRj(θΔR).µBj(θΔB).µGj(θΔG)								...(10)

µjprem(θ)therefore defines the certainty or level of participation of the Sj values that correspond to every rule with reference to the pixel under consideration.
In the test case we present, the value of µjprem(θ)can be calculated using Table 2 and values µR, µB and µG from fig 4 as follows:

µjprem(1)=ZEb*ZEg*ZEr
µjprem(2)=ZEb*ZEg*MDr
µjprem(3)=ZEb*ZEg*LRr									...(11)	
And so on.
   





	    Table 1.Fuzzy Rules for similarity
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Table 2. Index table for similarity
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3.2.3	Directional Similarity Image
The similarity of any neighboring two pixels was estimated by means of fuzzy rules as explained previous sections. A pixel in an image has eight neighboring pixels as shown in Figure 5. Therefore the similarity calculations for all the possible combinations are performed as shown in Figure 5.
As we can see in Figure 4, there is no need to consider the similarity of central pixel itself. Similarity in eight proposed directions surrounding the central pixel is calculated. The eight directions proposed are shown in Fig 6.
                                                      [image: ]
Figure 5 Neighboring pixels in Color Image
		                            [image: ]
Figure 6 Directions of Similarity Calculation for edge occurrence
The pixels with maximum similarity percent value (=1) show maximum similarity in color image whereas the pixels with zero similarity percent value show dissimilarity in color image.

3.3		The Bacterial Foraging methodolgy For Edge Detection
The application of Bacterial Foraging methodology has a pre-requisite of defining certain parameters before the algorithm proceeds. We need to define a nutrient function such that the value of this function defines the health and movement of the bacterium. We assume that each individual pixel in the image under consideration is the representational analogue of a bacterium. The proposed algorithm now follows the following set of steps:
A.	Defining the Nutrient Function
Nutrient Function is defined, based on the similarity measure of bacterium with respect to its neighboring pixels in 8-neighborhood. Each bacterium tries to minimize its similarity value. The similarity percent of every pixel is calculated with its surrounding eight pixels.
B.	Chemotactic Step:
		This is a very important stage of Bacteria Foraging methodology. It decides the direction in which the bacterium should move. Depending upon the rotation of the flagella, each bacterium decides whether it should swim (move in a predefined direction) or tumble (move in an altogether different direction). Our goal is to let the bacterium search for the edge pixels in an image. A new Fuzzy similarity measure proposed in [44] is used for finding the direction of edge pixels. In order to move the current bacterium to its next position, it must satisfy the following two conditions:
· There has to be at least one dissimilar pixel in its 8-neighborhood
· the next position is the most similar pixel in its 8-neighborhood which is also in the neighbor of dissimilar pixel 
Suppose P in Fig 7 is the current position of bacterium. Beginning from the most dissimilar pixel P4, the pixel in the neighbor of P4 which is similar to P is searched. If no similar pixel is found, move to the next less dissimilar pixel P3 and search for the similar pixel as described previously. P2 is found to be similar to P and therefore, bacteria will move to P2. 
                                                        [image: ]
Fig. 7 Chemotaxis step: Darker pixels represent the edge and P1, P2,…,P8 are the 8-neighborhood of P.
C.	Reproduction Step:
		In the Reproduction step, the healthy bacteria are reproduced in a sufficient number such that the generated bacteria are stable. For example, a bacterium is healthy if it is present on the edge and is ready for reproduction if it is present at joint of more than one edge, then it will reproduced equal to the number of edges as shown in the figure 8.
[image: ]
				Fig. 8 Reproduction Step
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Fig. 9 Flowchart of the proposed approach
Chapter 4	
Experiment, Results and Discussion
The result of the proposed method is being tested against the majority image formed by the result of five other edge detection methods: Canny, Edison, Prewit, Sobel and Susan. A pixel in the majority image is an edge pixel, if the majority of the methods claim to have an edge pixel in its neighborhood, with at least one centered on it. For example, Figure 4h, shows the majority image obtained from Figure 4b-4e. We perform a pixel-by-pixel comparison of the output of the proposed method with the majority image. The methods used for quantitative analysis are:
a. Cohen’s Kappa Measure
The pixel-to-pixel comparison between two images I1 and I2 is done using Cohen’s kappa measure [56] as:
										…(12)
Where, Pr(a) is the relative observed agreement among images, and Pr(e) is the hypothetical probability of chance agreement, using the observed data to calculate the probabilities of each observer randomly saying each category. If the images are in complete agreement then κ =1.If there is no agreement among the images (other than what would be expected by chance) then κ ≤ 0.
b. Shannon’s Entropy Function
The information content of the output image is measured by using Shannon’s entropy function [57]. It gives the indefiniteness in an image and is calculated as:
									…(13)
Where,  stands for Image whose entropy is to be measured.  is the frequency of pixels with intensity . Here we have binary levels therefore we consider a window of 3 X 3 centered at the pixel of concentration as the intensity value
4.1	Results and Discussion
There are four parameters that require to be initialized to perform the proposed approach efficiently and effectively. These are initial number of bacteria (NB), minimum value of dissimilarity required for the presence of edge (dsm) and number of chemotactic steps (NCh), i.e., lifetime of a bacterium.
To analyze the effect of these parameters, two quantitative analytic methods are used, Shannon’s Entropy and Cohen’s Kappa Measure. Figure 10 shows the variation of entropy with respect to the number of initial bacteria. Entropy comes very low for five number of bacteria, since the resultant image(Fig 12.a) have very less information and as we increase the number of bacteria the amount of information in the image i.e., entropy is also increase but it also introduces the noise in the edge-map in the form of unconnected weak edges. When number of bacteria are less than 45 then entropy curve is showing a steady growth and after that it shows a behavior of saturation i.e., further increase in the initial number of bacteria will not create the much difference in the entropy value. To have enough amount of information while having the noisy pixels as small as possible, we have taken the initial number of bacteria as 10. This estimation is also being justified by the Fig. 11, which shows the effect of increase in initial number of bacteria against the Kappa value. Increasing the initial number of bacteria from 10 to 15 does not give much difference in the value of Kappa measure, i.e., between this interval the resultant images are equally similar to the Majority Image. While further increase in the number of bacteria will shows the increase in the kappa value, because the Majority Image have thick edges and result of the proposed approach also starts giving thick edges as it also introduces some of weak unconnected edges.


Fig. 10 Entropy versus initial number of bacteria

Fig. 11 Kappa versus initial number of bacteria
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(i) (j)
Fig. 12 Result of proposed approach for different number of initial bacteria (NB), (a) NB = 5, (b) NB = 10, (c) NB = 15, (d) NB = 20, (e) NB = 25, (f) NB = 30, (g) NB = 35, (h) NB = 40, (i) NB = 45, (j) NB = 50.
Fig.13 shows the variation of dissimilarity value with respect to Entropy measure. By analyzing this, we have found that with decrease in the dissimilarity value the Entropy is increases steadily. Since the larger dissimilarity results into the less amount of information (i.e., reduced number of edges), and less dissimilarity results into the more amount of information (i.e., weak unconnected edges in the form of noisy pixels are included) as shown in the Fig. 15.a-g. To have enough amount of information while having the noisy pixels as small as possible, we have taken the dissimilarity value as 0.04. We can also verify this by analyzing the Fig. 14, which shows the effect of variation of dissimilarity value with respect to Kappa measure. Kappa value has a steady increase around the dissimilarity value of 0.04, because of thickening of edges and increasing of number of edges. But after dissimilarity value of 0.04, noisy pixel starts appearing more and more as shown in Fig. 15.

Fig. 13 Entropy versus dissimilarity value

Fig. 14 Kappa versus dissimilarity value
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Fig. 15 Results of proposed approach for different dissimilarity values (DV), (a) DV = 0.045, (b) DV = 0.04, (c) DV = 0.035, (d) DV = 0.03, (e) DV = 0.025, (f) DV = 0.02, (g) DV = 0.015.

Fig.16 shows the variation of number of chemotactic steps (NCh) with respect to Entropy measure. Increasing the number of chemotactic step means increasing the lifetime of the bacteria. If bacteria are allowed to live longer then it will also try to explore more number of edges and thus requires longer time. To make bacteria to complete its life in a sufficient time with providing good number of edges and less noisy pixels, the number of chemotactic steps taken are 70. Fig. 18 shows result of proposed approach for different number of chemotactic steps.


Fig. 16 Entropy versus number of chemotactic steps (NCh)


Fig. 17 Kappa versus number of Chemotactic steps (NCh)
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Fig. 18 Results of proposed approach for different number of chemotactic steps (NCh), (a) NCh = 50, (b) NCh = 60, (c) NCh = 70, (d) NCh = 80, (e) NCh = 90, (f) NCh = 100, (g) NCh = 110, (h) NCh = 120, (i) NCh = 130, (j) NCh = 140.
4.2	Comparison with Other Techniques
The performance of most of the edge detectors proposed in the literature is visually analyzed. Sometimes the visual analysis is insufficient to prove that the proposed method gives more connected edges. To overcome this problem we use the Kappa value and entropy function for quantitative analysis. Entropy represents the amount of information present in the image and Kappa represents the amount of similarity between the two images.

Table 3 represents the values of entropy measure for Majority image and for the results of various approaches: Sobel, Prewitt, Canny, Edison, Susan, and proposed approach. The entropy for results of Sobel and Prewitt is comes out to be smaller than the proposed approach for all the four test images, because they provide less edge information. SUSAN method produces a larger noise content i.e., the results have very thick edges and if there are close edges in image then Susan method connects them in its result and thus makes it difficult to identify the edges differently. Because of thick edges Susan method has the higher entropy value than proposed approach. The canny method gives very thin edges and it does not work on the color images thus there will be information loss in the result, therefore the entropy value obtained using this methods is less than the proposed method. The Edison edge detector produces double edges and thus make it difficult for the image to recognize, therefore the entropy value obtained using this methods is more than the proposed method.
Table 4 represents the values of Kappa measure of Majority image with the results of various approaches: Sobel, Prewitt, Canny, Edison, Susan, and proposed approach. The Majority Images have very thick edges thus representing more influence of Susan method, therefore the value of Kappa measure comes out to be higher for Susan method. Whereas except peppers and house in case of edison, the proposed method have higher value of Kappa measure than other edges detectors. Hence table 2 shows that proposed method work well with acceptable accuracy.

Table 3. Entropy of Results of various Edge detectors
	
	edison
	susan
	prewitt
	canny
	sobel
	proposed
	majority_image

	Fruit
	1.0613
	1.1457
	0.4866
	0.7991
	0.4898
	0.8859
	1.1061

	Lena
	0.9344
	1.4284
	0.6147
	0.9724
	0.6267
	1.1018
	1.3233

	Peppers
	0.9306
	1.345
	0.587
	0.9027
	0.5952
	0.9656
	1.291

	House
	0.6245
	1.0981
	0.4897
	0.8406
	0.4919
	0.7980
	1.0454



Table 4. Kappa Value with respect to Majority Image
	
	sobel
	prewitt
	canny
	edison
	susan
	ours

	Fruit
	0.2781
	0.2781
	0.3267
	0.3527
	0.8867
	0.4323

	Lena
	0.2619
	0.2577
	0.321
	0.3708
	0.8624
	0.4059

	Peppers
	0.259
	0.2555
	0.3381
	0.3842
	0.8663
	0.3680

	House
	0.3137
	0.3409
	0.3409
	0.4282
	0.8825
	0.3763
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Fig 19. Original images. (a) lena (b) fruit (c) peppers (d) house
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Fig 20. Result of various edge detector for Lena image. (a) Susan method (b) Canny method (c) Edison method (d) Sobel method (e) Prewitt method and (f) proposed method
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Fig 21. Result of various edge detector for Fruit image. (a) Susan method (b) Canny method (c) Edison method (d) Sobel method (e) Prewitt method and (f) proposed method
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Fig 22. Result of various edge detector for Peppers image. (a) Susan method (b) Canny method (c) Edison method (d) Sobel method (e) Prewitt method and (f) proposed method
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Fig 23. Result of various edge detector for House image. (a) Susan method (b) Canny method (c) Edison method (d) Sobel method (e) Prewitt method and (f) proposed method
Chapter 5	
Conclusion & Future Work
In the field of edge detection, many optimization techniques are being explored nowadays that makes the process of edge detection more efficient, fast and also robust. In our method, we also used the bacteria foraging with fuzzy similarity measures. In Bacteria Foraging, we used the steps, Defining the Nutrient Function, Chemotexis, Reproduction and Elimination-Dispersion. Fuzzy Similarity Measure used to provide the direction of movement of the bacteria by finding probability of edge occurrence in the neighborhood of the bacteria. Thus the algorithm proceeds by while exploring the benefits of both bacteria and fuzzy similarity measure.
In future, modification of fuzzy rules can produce better result. Further tuning of the weights associated to the fuzzy inference rules is still necessary to reduce even more inclusion in the output image of pixels not belonging to edges.
Our proposed technique is not considering the swim movement and the cell to cell attraction for the bacteria, this can be included to significantly increase the speed and efficiency of the technique.
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Entropy	5	10	15	20	25	30	35	40	45	50	1.0645	1.1151	1.1317999999999953	1.1577	1.1540999999999999	1.1685000000000001	1.1816	1.1715	1.1822999999999999	1.1813	



Kappa	5	10	15	20	25	30	35	40	45	50	0.38790000000000141	0.42410000000000031	0.42580000000000118	0.44330000000000008	0.43720000000000031	0.44260000000000005	0.44829999999999998	0.44790000000000002	0.45320000000000005	0.45860000000000001	



Entropy	4.5000000000000082E-2	4.0000000000000063E-2	3.5000000000000045E-2	3.0000000000000051E-2	2.5000000000000046E-2	2.0000000000000032E-2	1.5000000000000025E-2	1.0367	1.1284000000000001	1.1903999999999999	1.3208	1.4098999999999915	1.4984999999999957	1.6363000000000001	



Kappa	4.5000000000000082E-2	4.0000000000000063E-2	3.5000000000000045E-2	3.0000000000000051E-2	2.5000000000000046E-2	2.0000000000000032E-2	1.5000000000000025E-2	0.39610000000000117	0.42480000000000118	0.44800000000000001	0.47960000000000008	0.48240000000000038	0.49500000000000038	0.48200000000000032	



Entropy	50	60	70	80	90	100	110	120	130	140	0.98870000000000002	1.0596999999999952	1.1017999999999954	1.1601999999999999	1.2008999999999952	1.2381	1.2531999999999952	1.2733999999999952	1.2876999999999952	1.2857999999999945	



Kappa	50	60	70	80	90	100	110	120	130	140	0.351300000000001	0.388100000000001	0.40590000000000032	0.44130000000000008	0.46500000000000002	0.47700000000000031	0.49000000000000032	0.50660000000000005	0.51	0.51500000000000001	
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