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ABSTRACT

Content Based Image Retrieval is an interestingrandt emerging field in the area of
‘Image Search’, finding similar images for the givguery image from the image

database. Current approaches include the use of, dgekture and shape information.
Considering these features in individual, mosthe tetrievals are poor in results and
sometimes we are getting some non relevant imageléd given query image.

So, this dissertation proposes a method in whicHinge pre-process the original image
based on different factors like edge, saturatioightness, lightness etc, and then we will
perform some similarity test on each set and thed fmage that is overlapping

maximally at particular priority value, by takintj sets together, than display result.
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Chapter 1

Introduction

1.1 Motivation

Valuable information can be hidden in images. Bleftknowledge can be hidden in
these image data, it is since 1970th people devbimaiselves into image retrieval
research The need for image mining is high in vidwhe fast growing amounts of
image data [1].

Due to the digitization of data and advanae technology, it has become
extremely easy to obtain and store large quantitfesata, particularly Multimedia
data. Presently, tools for mining images are &l require human intervention.
Feature selection and extraction is the pre-praegsstep of Image Mining.
Obviously this is a critical step in the entireesario of Image Mining [10]

Most conventional image databases are text based .fesult, image retrieval is
based on keyword searching. Text annotated imagessinple and easy to
manipulate. However, there are two major problentl this method. First, creating
keywords for large number of images is time consignMoreover, the keywords
are inherently subjective and not unique.

Due to these disadvantages, Image retrieval usinfjiple image features like
saturation, brightness, edge etc is an efficienthote Image retrieval based on
image property becomes more desirable for devedplgirge volume image retrieval

applications.



1.2 Problem Definition

In image mining, color has been extensively usedniage matching and
retrieval. But color retrieval alone does not gy@od results. In this thesis we
consider the property of the image along with thiercto improve the efficiency.
Different image parameters are combined in ourenedt system to compute the

similar images for the given query image.

1.3 Scope

The scope of this research is color and featuresmaiges to improve the
efficiency of the Image Mining system. We have categd the image parameter
described in Chapter 4 on dataset and implemerdld and edge, brightness,
hue, saturation etc approach on that. Using @ppihg approach, we retrieved

images from the repository for the given query imag

1.4 Organization of Thesis:

The remainder of thesis is organized as

In Chapter 2 deals with Image mining, content based imageewtiand prior work
done in this field. It also describes some curtenhniques used in image retrieval
and some methods to calculate similarity and dcganmeasurements. It also

describes some query based methods and field Gtappn.

In Chapter 3 we cover the introduction of human perception tiiecolor, color
representation attribute, color model (RGB, HSB, XdMetc.). In this section we

also describe imagéype of image (binary image, gray scale image, R@G&ge).



Chapter 4 deals with proposed method of image retrieval.

Chapter 5 covers implementation details of Development Eamment
Netbeans platform with different classes which Ivéaimplemented in
JAVA, it shows various java package JAl and othdrickh are used in this

thesis.

Chapter 6 covers the conclusion and future work done by We finally
culminate thesis showing different references idaohg research papers

websites and books that | have gone through dumggroject.



Chapter 2

Overview of Image Retrieval Methods

2.1 Image Mining

As computer technologies become more ubiquitoussides numerical and
categorical data, various digitalized images, ssuxdices, and videos have become
part of daily life. Plenty of knowledge can bedhd in these data, it is since 1970th
people devoted themselves into image retrievaared, then text based image
retrieval technology and context web retrievahtesdogy were proposed, which in a
certain extent solved some image retrieval and ureso discovery problems.
However, people are not satisfied with only beibfpdo access information, because
through image retrieval people can only find owd tklative information they want,

they can’t dig out valuable knowledge hidden argk sets of image data.

Image mining concerns the extraction of implicinowledge, image data
relationship, or other patterns not explicitly strin the images. It is more than just
an extension of data mining to image domain. Imagang is an interdisciplinary

which draws upon expertise in computer vision, ienagderstanding, data mining,

machine learning, database, and artificial intehicg.



2.2 Research issues in image mining [2]

Image mining deals with the extraction of imagetgrats from a large collection of
images. Image mining is different from low-level ngouter vision and image
processing techniques because the focus of imaggnis in extraction of patterns
from large collection of images, whereas the fooi€omputer vision and image
processing techniques is in understanding and/vaeing specific features from a
single image. In image mining, the goal is the aiscy of image patterns that are
significant in a given collection of images. Perhiahe most common misconception
of image mining is that image mining is nothing mtnan just applying existing data
mining algorithms on images. This is certainly trole because there are important

differences between relational databases versugeiiatabases.
2.2.1Absolute versus relative values

In relational databases, the data values are serabyytmeaningful. For example, age
is 35 is well understood. But in image databadesgdata values themselves may not
be significant unless the context supports themekample, a grey scale value of 46
could appear darker than a grey scale value off 8%eisurrounding context pixels

values are all very bright.
2.2.2 Spatial information (Independent versus depeatent position)

Another important difference between relationalabases and image databases is
that the implicit spatial information is criticabif interpretation of image contents but
there is no such requirement in relational databa&e a result, To overcome this
problem by extracting position-independent featufesm images first before

attempting to mine useful patterns from the images.
2.2.3 Unique versus multiple interpretations.

A third important difference deals with image clweaistics of having multiple
interpretations for the same visual patterns. Taditional data mining algorithm of

associating a pattern to a class (interpretatiathnat work well here. A new class of
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discovery algorithms is needed to cater to theiapaeeds in mining useful patterns

from images.

2.3 Process of Image Mining [1]

Observing from some of the existing image ingnsystems, overall process can be

divided into the following parts:

2.3.1. Data preprocess
There exist a lot of dirty and noisy datdarge image databases, for instance, images
that are extremely unclear and images that aradréreached. Those data often
cause chaos in mining process and give birth torbiachg results, so it is necessary

to preprocess data, clean up the noisy, brokety, dita.

2.3.2. Extracting multi-dimensional feature vetors
Using image processing technologies suchmagé segmentation, picking up the

edge to extract task-related feature vectors, foutti-dimensional feature vectors.

2.3.3. Mining on vectors and acquire high-lev&nowledge

Various methods such as object recognitiomge indexing and retrieval, image
classification and clustering, neural network asedion feature vectors for mining
and acquiring hidden and valuable high-level knaolgks then evaluate and explain

that knowledge.

2.4 Content based image retrieval

In content-based image retrieval systems, the Visoiatents of the images in the
database are extracted and described by multi-dimeal feature vectors. The
feature vectors of the images in the database forf@ature database. To retrieve

images, users provide the retrieval system withrgta images or sketched figures.
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The system then changes these examples into @maitrepresentation of feature
vectors. The similarities /distances between tlagufe vectors of the query example
or sketch and those of the images in the datalbrasthen calculated and retrieval is
performed with the aid of an indexing scheme. Tingeking scheme provides an
efficient way to search for the image database.eRecetrieval systems have
incorporated users' relevance feedback to modiéy retrieval process in order to

generate perceptually and semantically more meé&ningjrieval results.

Extract

Features

v
Similarity

A\ 4

Measurement Results

A

Feature

Image

Database Database

figure 2.1: Content Based Image Retrieval System

2.5 Prior-Work

Early work on image retrieval can be traced backhte late 1970s. In 1979, a
conference on Database Techniques for Pictorialliégtons [16] was held in

Florence. Since then, the application potentialimmhge database management
techniqgues has attracted the attention of researcligarly techniques were not
generally based on visual features but on the &kdnnotation of images. In other
words, images were first annotated with text arehtkearched using a text-based

approach from traditional database managementragste



Text-based image retrieval uses traditional daglteshniques to manage images.
Through text descriptions, images can be orgariigetpical or semantic hierarchies
to facilitate easy navigation and browsing basedstemdard Boolean queries.
However, since automatically generating descriptiets for a wide spectrum of
images is not feasible, most text-based image ekettri systems require manual
annotation of images. Obviously, annotating imagesually is a cumbersome and
expensive task for large image databases, andias siibjective, context-sensitive
and incomplete. As a result, it is difficult forethraditional text-based methods to

support a variety of task-dependent queries.

In the early 1990s, as a result of advances inrteenet and new digital image sensor
technologies, the volume of digital images produdsd scientific, educational,
medical, industrial, and other applications avddaio users increased dramatically.
The difficulties faced by text-based retrieval bmeamore and more severe. The
efficient management of the rapidly expanding Visnformation became an urgent
problem. This need formed the driving force behimel emergence of content-based
image retrieval techniques. In 1992, the Natiomaéigkce Foundation of the United
States organized a workshop on visual informati@magement systems to identify
new directions in image database management syskewess widely recognized that
a more efficient and intuitive way to represent amkex visual information would be
based on properties that are inherent in the imdgeaselves. Researchers from the
communities of computer vision, database managenhemban-computer interface,
and information retrieval were attracted to theddi Since then, research on content-
based image retrieval has developed rapidly [1iblc€51997, the number of research
publications on the techniques of visual informatiextraction, organization,
indexing, user query and interaction, and datab@s@magement has increased
enormously. Similarly, a large number of academid eommercial retrieval systems
have been developed by universities, governmenanigtions, companies, and
hospitals.



2.6 Content Comparison Techniques

There are some common methods for extracting cofritem images so that they can
be easily compared. The methods outlined are netifsp to any particular

application domain.

2.6.1 Color Retrieval

Color is the most extensively used visual contemt ifnage retrieval. Its three

dimensional values make its discrimination potdityiasuperior to the single

dimensional gray values of images. Before selea@mg@ppropriate color description,
color space must be determined first. Retrievingges based on color similarity is
achieved by computing a color histogram for eachgenthat identifies the proportion
of pixels within an image holding specific valude first order (mean), the second
order (variance) and the third order (skewnes)rcmloments have been proved to

be efficient and effective in representing colatdbutions of images.

A different way of incorporating spatial informationto the color histogram, color
coherence vectors (CCV), was proposed. Each hatodpin is partitioned into two

types, i.e., coherent, if it belongs to a larggamnly-colored region, or incoherent, if
it does not. Another method called color correlograxpresses how the spatial

correlation of pairs of colors changes with diseanc
2.6.2 Texture Retrieval

Texture is a widely used and intuitively obvioug bas no precise definition due to
its wide variability. Visual texture in most caseslefined as a repetitive arrangement
of some basic pattern. This repetition may notdselom. However, a texture pattern
normally has some degree of randomness due to mameks in basic pattern as well
as due to randomness in the repetition of basiteqatTo quantify texture, this
randomness is measured by some means over a sutdhgular region called
window. Thus, texture in an image turns out to tecal property and depends on the

shape and size of the window .ldentifying a patcham image as having uniform



texture or discriminating different visual texturalseys the law of similarity. In this

case, the texture property is used to produce aiityilgroupings.

Basically, texture representation methods can lssifled into two categories:
structuraland statistical. Structural methods, including nhatpgical operatoand
adjacency graph, describe texture by identifyinguctiral primitives and their
placement rules. They tend to be most effectivenndpplied to textures that are very

regular.

W

(c) Rocks
(a) Clouds

(b) Bricks

figure2.2 Tiee based image retrieval
2.6.3 Shape Retrieval

Shape may be defined as the characteristic sudan@guration of an object; an
outline or contour. It permits an object to be idigtiished from its surroundings by

its outline Shape representations can be genatizilged into two categories:

. Boundary-based, and

. Region-based.

Boundary-based shape representation only usesautbe lmoundary of the shape. This
is done by describing the considered region usm@xternal characteristics; i.e., the

pixels along the object boundary. Region-based eslh@presentation uses the entire
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shape region by describing the considered regiomguts internal characteristics; i.e.,

the pixels contained in that region

. . o020 »

* e * z‘a"‘l L ‘."-
L] - . - ., . L] - "

a [ | -

L - ,.'a:‘i.i PR . .
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L ] L 2 | ] - -

LA

figure 2.3: Boundary-based & Region-based shapeesgmtation

2.7 Similarity/Distance Measured8]

Instead of exact matching, content-based imageievatr calculates visual

similarities between a query image and images idagbase. Accordingly, the
retrieval result is not a single image but a listnoages ranked by their similarities
with the query image. Many similarity measures haeen developed for image
retrieval based on empirical estimates of the ithistion of features in recent years.
Different similarity/distance measures will affect retrieval performances of an
image retrieval system significantly. In this senti we will introduce some

commonly used similarity measures. We denote DJ)(las the distance measure
between the query image | and the image J in ttebdae.

2.7.1 Euclidean Distance

In Euclidean distance based color image segmentagiohnique, the RGB color
model is considered. In the RGB color model, eaglorcappears in its primary

spectral components of red, green and blue. EacB Bor pixel is a triplet of

11



values namely Red, Green and Blue. Segmentatiovide® better results in RGB
color model when compared to other color models.
Segmentation in color domain is based on similamgtection rather than
discontinuity based. Similarity based detectiorchly groups the similar pixels.
The algorithm involves the following steps.
1) The first step involves take image frames.
2) On each frame the following operations areqrentd.

a) Select an estimate of the average colorishitatbe segmented.

b) Euclidean distance is chosen as the meagsyarameter The Euclidean
distance between the image pixel ‘I’ and ‘J’ is

D(,9)F [(Ir- R + (Is- Jo)? + (Is - J)? ]

Any image pixel ‘J’ is said to be similar to ‘I’ ithe Euclidean distance between
them is less than a specified threshold ©hoosing @ is dependent on the defect
that is to be classified. For all the thermographsame defect, the value of

same, hence making this algorithm image indeperatehparameter independent.

2.7.2 Minkowski-Form Distance

If each dimension or image features vector is iedent of each other and is of

equal importance,

the Minkowski- form distance Lp is appropriate éalculating the distance between
two images., Let D(Q,T) be the distance measungd®ri the query image Q and the

image T in the database. .

The Minkowski-form distance is defined based onlthaorm
1

i %
d (Q.T)=(D (0, -T)")"

i=i)
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where Q ={Q0, Q1, ... QN-1}and T ={TO0, T1, ..., TN-&re the query and target
feature vectors respectively. When p=1, 2¢0,.d (Q, T )isthe L 1, L 2 ( also called
Euclidean distance andeddistance respectively. Minkowski-form distancethe

not widely used metric for image retrieval.

When p = 1, d1(Q,T) is the city block distance aariMattan distance (L1)

‘u'_l

4,(Q.T)= Z Q.-T

When p = 2, d2(Q, T) is the Euclidean distance (L2)

N=l 1
Q. 1= (Q,-T;)*)
When p—w, we get ko,

L(QT)=maxi Q -7 |}

Dgie 2
Used Euclidean distance for color and shape featamdL1 distance for texture
feature

2.7.3 Histogram intersection

The Histogram intersectiocan be taken as a special casé bidistance, which is
Used to compute the similarity between color imagédsir objective was to find
known objects within images using color histograss able to handle partial
matches when the object (with feature Q) sizeds than the image (with feature T)
size. The original definition of histogram distansagiven as The Intersection of the
two histograms of andJ is defined as:

T

D lmim_f:.-th._f;[.f]a

Sty =

N
E.==| FiJ)
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It has been shown that histogram intersection idyfansensitive to changes in
image

resolution, histogram size, occlusion, depth, aed/wng point.
2.7.4 Quadratic Form (QF) Distance

The Minkowski distance treats all bins of the featuhistogram entirely
independently and does not account for the fattdddain pairs of bins correspond
to features which are perceptually more similamtimher pairs. To solve this

problem,quadratic form distanceis introduced:

Dil.J) =-J¢ F;-F; ar.ulff -Fy)

WhereA= [aij] is a similarity matrix, an@ij denotes the similarity between biand

j-

F, andF; are vectors that list all the entriesfi@l) andfi(J). Quadratic form distance

has been used in many retrieval systems [21] fdorchistogram-based image

retrieval. It has been shown that quadratic forstatice can lead to perceptually

more desirable results than Euclidean distancehatdgram intersection method as

it considers the cross similarity between colors.
2.7.5 Cosine Distance

The cosine distance computes the difference inctilime, irrespective of vector
lengths. The distance is given by the angle betwkernwo vectors. By the rule of

dot product
QT=Q T Q|.|T| coso

deodQ,T)=1-co® =1-(Q )/ ( Q| .| T|)

14



2.7.6 Mahalanobis Distance

The Mahalanobis distancemetric is appropriate when each dimension of image
feature vector is dependent of each other and dsfigfrent importance. It is defined

as:
D (I, )¥((R-F)'-CY(F-Fy)

WhereC'= is the covariance matrix of the feature vectors.

The Mahalanobis distance can be simplified if featlimensions are independent.

In this case, only a variance of each feature comapici, is needed.

2.8 Query techniques

Different implementations of CBIR make use of diffiet types of user queries.
Query by example

In this technique a user provides example imagth¢oCBIR system for which it
wants to search similar images .In this case semchbased on some common

attributes that provided image sharing with thed®ad image.
There are many ways by which a user can provideyqoege:

* Animage already in the database can be supplighebyser or it can chose from
a random set.

* The user can draw a rough approximation of the exthgy are looking for, for
example with blobs of color or general shapes.gxample 30% red ,40% green

etc.

This query technique removes the difficulties tbamh arise when trying to describe

images with words.

15



Semantic retrieval

The ideal CBIR system from a user perspective wawdlve what is referred to a
semantic retrieval, where the user makes a redjgestfind pictures of lion" or even
"find pictures of Abraham Lincoln". This type of @p-ended task of searching is very
difficult for computers to perform - pictures ofridoln may not always be facing the
camera or in the same pose. Current CBIR systearsftre generally make use of
lower-level features like texture, color, and shapk#hough some systems take
advantage of very common higher-level features fidaes). Not every CBIR system

iS generic.

2.9 Field of Application

Content based has the following field of applicasio

Intellectual property

Fashion and interior design

* Medical diagnosis

» Crime prevention

*  The military

» Architectural and engineering design
» Journalism and advertising

* Home entertainment

* Web searching

* Education and training

* Geographical information and remote sensing system

16



Chapter 3

Color and Image

3.1 Human visual perception

The eye is made up of several parts. Light enteesdye through theupil, is

focused by thdens and passes through to thegtina on the back of the eye. The
retina is covered with sensitive nerve cells capladtoreceptorsthese cells receive
the light and pass the stimulus onto the brain. démer of the retina is called the

foveag this is also the center of your vision.

figure 3.1 Cross sectibrough Human Eye

The photoreceptors are divided into two groupsis andcones There are about 75
to 150 million rods, but only about 5 to 8 millisones. The rods provide the ability
to detect brightness, and the cones allow you toepee color. The rods are more
light-sensitive than the cones, but are not able tindisish between colors. Most of
the cones are in the center of your eye, nearoweaf while the rods are absent from

the immediate area of the fovea, but extend on bumlts of the back of the retina.

17



This is why you can usually only distinguish brigéss levels at the edges of your
vision.[12]

There are three types of cones; each type is sensi different wavelengths of
light. The cones for long wavelengths perceive iyeime yellows and reds; medium
wavelength cones receive mainly the yellows anémgeand the short wavelength
cones are strongly sensitive to the blue and indajors.

A ERr 2 %
Nervye i ¥

fiber Connecting Light receptors
layer nerve tissue

Inner
membrane

figure3.2 Semantic view of the retina including rod &whe light receptors

These three types of cones are not uniformly disteéd on the retina. There are
about 3.5 million each long and medium wavelengthes and they are mostly in
the middle of the retina. On the other hand, theme only about 1 million short
wavelength cones; these are distributed over thi@arébut are more strongly
concentrated on the sides of the retina. This méaatsit is easier to focus on red,

yellow, or green objects than on blue ones. [12]
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3.2 Color

Color is a sensation produced by the human eyeandus system. It is related to
light, but an understanding of the properties ghtiis not sufficient to understand
color, and is especially not sufficient to undemstahe art of color reproduction.
Overwhelming experimental evidence tells us thatgérception of a color is related
to the strength of three signals which are trartsghinlong the optic nerve to the
brain. Finding that our sensation of color comesnfmerve cells that send messages

to the brain about:

The brightness of color
Greenness vs. redness

Blueness vs. yellowness

Color originates in light. Sunlight, as we perceitgis colorless. In reality, a
rainbow is testimony to the fact that all the celaf the spectrum are present in
white light. As illustrated in the diagram belought goes from the source (the sun)

to the object (the apple), and finally to the detethe eye and brain).

1. All the" invisible" colors of sunlight shine on tlagple.

The surface of a red apple absorbs all the coldigdd rays, except for those
corresponding to red, and reflects this color selibhman eye.

3. The eye receives the reflected red light andsamessage to the brain. The most
technically accurate definition of color is: "Colerthe visual effect that is caused by
the spectral composition of the light emitted, $matted, or reflected by
objects."[12]

Light and Color

The human eye is sensitive to electromagnetic tiadiavith wavelengths between
about 380 and 700 nanometers. This radiation iswvknas light. The visible
spectrum is illustrated on the right. The eye asd classes of color-sensitive light

receptors called cones, which respond roughly do bkue and green light (around
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650, 530 and 460 nm, respectively). A range of sot@n be reproduced by one of
two complimentary approaches: The visible lightctpen is the section of the
electromagnetic radiation spectrum that is visitdethe human eye. It ranges in
wavelength from approximately 400 nm (4 X"1) to 700 nm (7 x I6m). It is

also known as the optical spectrum of light.

Higher Frequency Lower Frequency

500
Wavelength (nm)

Figure 3.3 Visual col®pectrum

The wavelength (which is related to frequency anergy) of the light determines
the perceived color. The ranges of these diffecettrs are listed in the table below.
Some sources vary these ranges pretty drastically,the boundaries of them are
somewhat approximate as they blend into each ofer.edges of the visible light

spectrum blend into the ultraviolet and infrareels of radiation.

Most light that we interact with is in the form white light which contains many or
these entire wavelength ranges within them. Shinuhge light through a prism
causes the wavelengths to bend at slightly diffeasigles due to optical refraction.

The resulting light is, therefore, split across ¥isble color spectrum [9].

This is what causes a rainbow, with air born wataticles acting as the refractive
medium. The order of wavelengths (as shown toitiie)ris in order of wavelength,
which can be remembered by the mnemonic "Roy G BivRed, Orange, Yellow,
Green, Blue, Indigo (the blue/violet border), anwlst. You'll notice that in the

image and table Cyan is also appears fairly didyinbetween green & blue.
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Musitration
How bght shining via a prism is
brokenn mio constituent wavelengths
identified ag colore of the spectruam

The shortest
sribration

Figure 3.4 Color component of light

The Visible Light Spectrum Color Wavelength (nm)
Red 625 - 740

Orange 590 - 625

Yellow 565 - 590

Green 520 - 565

Cyan 500 - 520

Blue 435 - 500

Violet 380 - 435
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By using special sources, refractors, and filtgos, can get a narrow band of about

10 nm in wavelength that is considersgbnochromaticlight. Lasers are special
because they are the most consistent source awilgrmonochromatic light that we

can achieve.

3.3 Color-making attributes [11]
3.3.1 Hue

The "attribute of a visual sensation according tocl an area appears to be similar
to one of the perceived colors: red, yellow, gresrd blue, or to a combination of

two of them". It represent dominant wavelengthhia iixture of color.

3.3.2 Radiance

The total amount of light comes out from sourceaurig is watts.

3.3.3 Luminance )
The amount of energy perceive by an observer, medsn candela per square
metre (cd/m). Often the termluminanceis used for the relative luminancé)Y,,
whereY, is the luminance of the reference white point.
luminance can be calculated from linear RGB comptse

Y =0.2126 R+ 0.7152 G + 0.0722 B

3.3.4 Luma (")

The weighted sum of gamnrm@rrectedr’, G', andB’ values, and used in YCbCr, for

JPEG compression and video transmission.
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3.3.5 Brightness

The "attribute of a visual sensation according toclv an area appears to emit more

or less light".

3.3.6 Lightness
The "brightness relative to the brightness of ailany illuminated white".

Brightness is a subjective measure.

3.3.7 Saturation

Saturation is the purity of the color and is theoant of pure color mixed with white
color. It varies from white to pure color. Itmseasured in percent from O to 100.

The higher the percentage, the more pure will bectior.

3.4 Color Models

A color model is a specification of a 3-D coordmatystem and a subspace within
that system where each color is represented byglespoint. When this model is
associated with a precise description of how th@pmnents are to be interpreted

(viewing conditions, etc.), the resulting set offoes is called color space.

Each industry that uses color employs the mosabig@tcolor model. For example,
the RGB color model is used in computer graphicgomputer may describe a
color using the amounts of red, green and blue girarsemission required to match
a color.YUV or YCbCr are used in video systems,tBW&C* is used in Photo CD*
production and so on.

A printing press may produce a specific color immg of the reflectance and
absorbance of cyan, magenta, yellow and blackankthe printing paper. A color is
thus usually specified using three co-ordinatesparameters. These parameters
describe the position of the color within the cadpace being used. They do not tell
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us what the color is, that depends on what colacsps being used. Transferring
color information from one industry to another riegs transformation from one set
of values to another. Intel IPP provides a wide bemof functions to convert

different color spaces to RGB and vice versa

3.4.1 Tristimulus color space

The eye seems to be composed of rods and cones.r&mbnd only to the intensity
of the light falling on them, and are more sensitio low light levels than are cones.
The cones are of three different types and respdifigrently to different
wavelengths. What we perceive as color seems temden characteristics of
brightnesshue andsaturation We generally regard the basic colors as Red,rGree
and Blue, and define other colors as a mix of thieese, the amount of each basic
color being specified byristimulusvalues of X, Y, and Z, respectively. A color is

then specified by its trichromatic coefficients:]12

Xred = XIX+Y+Z ; Xeq= amount of red light;
Ygreer= Y/ X+Y+Z ; ygreem @amount of green light.
Zowe= ZI X+Y+Z. ; zpue= amount of blue light.

X+y+z=1; Normalize Form
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Figure 3.5 CIE chromatycdiagram

which gives color composition as a functionof(red) andy (green), with the
amount ofz being determined from = 1 - (X + y) Points around the border of the
diagram are considered fully saturated, while thmiration goes to zero as one
moves on a straight line from a boundary pointhe equal energy point which
represents white. A straight line joining any twairggs represents all the colors that
are possible by combining those two colors in vagyamounts, while the triangle
enclosing three non-collinear points representthallcolors that can be produced by
combinations of the three colors represented byrikiegle corners [12].

3.4.2 RGB Model
The RGB color model defines color using Red (Reébr(G) and Blue (B) light.

Each color is measured with a value ranging frotm 255 where 0 is no light and
255 is maximum intensity. This is how much infotioa can be stored in 1 Byte of
computer memory (256 pieces).

To define all three colors, you need 3 Bytes (cbR4) of information.

The RGB color model is an Additive Color Model.

. With RGB, mixing of red and green equally givesigw, mixing of green and
blue creates cyan and the mixing of red and blaates magenta.

Additive color uses transmitted light to displayaro
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Computer Monitors and the human eye use RGB tométe color.

Monitor can create millions of colors by combinidifferent percentages of three
primaries, red, green and blue.

The combination of amounts of individual red, greend blue light defines the
resulting RGB color.

When you add red light, blue light, and green ligigether and each component
has a value of 255, then the resulting color istevhiwhen the value of each
component is 0, the resulting color is pure black.

With the RGB additive model, computers can displipyo 16.7 million colors.

Image processing software like Photoshop you cartls#t these RGB colors are
added with the help of numerical value, which isasen 0 to 255.

The basic advantage of RGB model is; it is usedufdill color editing because it has
wide range of colors. But at the same time this ehaglsaid to device dependent. It
means the way colors displayed on the screen dependhe hardware used to
display it.

Magenta I

(@)

The RGB Red, Green,Blue) color model is shown in the figure on the.|dfis is
built on a cube with Cartesian coordinates. Eaahedsion of the cube represents a
primary color. Each point within the cube represenparticular hue; the coordinates

of that point show the contributions of each priynewlor toward the given color.
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figure 3.6 (a)RGB color campnt (b)RGB Color Cube

The first coordinate represents the amount of nexgnt in the hue; the second
coordinate represents green; and the third coamdireders to the amount of blue.
Each coordinate must have a value between 0 ando2%bpoint to be on or within
the cube. Hence, pure red has the coordinate (299, green is located at (0, 255,
0); and blue is at (0, 0, 255). Thus, yellow idadation (255, 255, 0), and since
orange is between red and yellow, its location lwe tube is (255, 127, 0). The
diagonal, marked as a dashed line between thesdakok (0, 0, 0) andvhite (255,
255, 255), provides the various shades of greys muodel thus has the capability of
representing 256”3 or more than sixteen milliororl

3.4.3 CMYK Color Model

The CMYK model defines color using Cyan (C), Mage(¥), Yellow (Y) and
Black (K) inks or pigments.

The CMYK color model is a subset of the RGB modad & primarily used in
color print production

Each color contains an amount of ink that is messswvith a percent from 0 to

100. A value of 100 means that the inks are ag@itdull saturation.
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The CMYK color model is a Subtractive Coldiodel.

Subtractive color uses reflected light to displajoc.

Printed materials are produced using the CMYK calodel.

The combination of the amounts of cyan, magentdéoweand black ink defines
the resulting CMYK color.

When you combine cyan, magenta, yellow, and bladk together and each
component has a value of 100, then the resultihgr,cm theory, should be black.
When the value of each component is 0, the reguttator is pure white.

With the CMYK subtractive model, in theory, you skt be able to product
millions of colors, but due to the limitations afimting inks and the printing process
you can only produce thousands of colors in pridamputers can display millions
of CMYK colors, although they can't all be reproddon a printer.

. Magenta

@WYK Color component Cube

The CMYK color model is a subset of the RGB modw & primarily used in color
print production. CMYK is an acronym for cyan, mate and yellow along with
black (noted as K).
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figure 3.7 (b) CMYK Color component Cube

CMY values are at three corners; red, green, and bte the three other corners,
white is at the origin; and black is at the corfagthest from the origin.

We can find CMY value from RGB of image using giveguation.

e N e N
C 1 R
M = 1 - G
v 1 B . :
Noafize equation
. / . /

3.4.4 HSB Color Model

The HSB color model defines three fundamental ptogse of color: Hue,
Saturation, and Brightness.
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It is predicated on the principle that every reabc originates from a single pure
color (Hue), which is then mixed with various ambahwhite or/and black color to
give various shades of that pure color.

Hue is the name or pure value of the color suchedsgreen, yellow, etc. It is
measured in degrees from 0 to 360. (0 is Reds6feillow, 120 is Green, 180 is
Cyan, 240 is Blue and 300 is Magenta.).

According to the CIE(Commission International detladage),hue is the
attribute of a visual sensation according to wlanoharea appears to be similar to one
of the perceived colors, red, yellow, green ane ldua combination of two of them.
In other words, hue is color type, such as redreery

Saturation is the purity of the color and is theoant of pure color mixed with
white color. It varies from white to pure cololt. is measured in percent from 0 to
100. The higher the percentage, the more purebeithe color.

Saturation is the colorfulness of an area judgegraportion to its brightness. In
the cone, saturation is the distance from the eawitia circular cross-section of the
cone, the height where this cross section is tékeletermined by the value, which
is the distance from the pointed end of the cone.

Brightness determines the intensity of the colat enthe amount of pure color
mixed with black color It varies from black to puselor. It is measured in percent
from O to 100. The higher the percentage, thehieigthe color.

Brighiness

Figure 3.8 HSB Color Cone
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Color Model Compare

Common High Color Number of Number of
Values for each .
Maodels Possihle Colors
Component
Hue = 351
HSB Color Saturation = 101 3 BE2 561
Brightness = 101
Fed = 255
Eﬁ_‘iﬁ’:ﬁ;cmm Green = 256 16,777 216
Blue = 25k
Cyan =101
CMYK Color MEEEIE = U0 104,060,401
Yellow = 101
Black = 101

3.4.5 YUV and YIQ color space

The YUV andYIQ color spaces used for television broadcast. Teegode a color
image or video taking human perception into accoaltbwing reduced bandwidth
for chrominance components, thereby typically éngbtransmission errors or
compression artifacts to be more efficiently maskgdhe human perception than
using a "direct” The Y'UV color model is used iretNTSC, PAL, and SECAM
composite color video standards. Previous blackvanite systems used only luma
(Y") information. Color information (U and V) wasl@ded separately via a sub-carrier
so that a black-and-white receiver would still ieao receive and display a color
picture transmission in the receivers native blagk-white format. Y' stands for the
luma component (the brightness) and U and V are dheminance (color)
components; luminance is denoted by Y and luma by Yhe prime symbols ()
denote gamma compression with "luminance” meanerggptual (color science)

brightness, while "luma” is electronic (voltagediéplay) brightness. YIQ is same as
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YUV, employed mainly in North and Central AmericadaJapan. stands forin-

phase while Q stands forquadrature referring to the components used in
quadrature amplitude modulation. In YUV, the U Ahdomponents can be thought
of as X and Y coordinates within the color spacand Q can be thought of as a
second pair of axes on the same graph, rotatedtB&%fore 1Q and UV represent

different coordinate systems on the same plane

Different color modes have different size values sasshown below

Image Type Bytes per pixel
8 bit Grayscale 1 byte per pixel
16 bit Grayscale 2 bytes per pixel
24 bit RGB 3 bytes per pixel
Mosinemon for photos, for example JPG
32 bit CMYK 4 bytes per pixel
FoePpress
48 bit RGB 6 bytes per pixel.
3.5 IMAGE
Pixel

 The word pixel is based on a contraction pfx ("pictures"”) andel (for
"element").

* In digital imaging, apixel, (picture element)is a single point in a raster
image, or the smallest addressable screen elemardisplaydevice.

* It is the smallest unit of picture that can be esented or controlled. Each
pixel has its own address. The address of a pixetesponds to its
coordinates.

* Pixels are normally arranged in a two-dimensionatl,gand are often

represented using dots or squares.
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» Each pixel is a sample of an original image; mamles typically provide
more accurate representations of the original.

* The intensity of each pixel is variable. In colonage systems, a color is
typically represented by three or four componenénaities such as red,

green, and blue, or cyan, magenta, yellow, andkblac

ixel in monitor

A (digital) color image is a digital image that includes color informatifmm each
pixel. A digital image is composed pixelswhich can be thought of as small dots
on the screerA digital image is a representation of a two-dimenal image as a
finite set of digital values, called picture elerteeor pixels A digital image is an
instruction of how to color each pixel. A typicake of an image is 512-by-512
pixels. In the general case we say that an imagésgem-by-n if it is composed of

m pixels in the vertical direction amdpixels in the horizontal direction.
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Output (digitized) image

Imaging system

(Internal) image plane

Scene element

Figure 3.9(b) pixepresentation of image
Let us say that we have an image on the formatify2P024 pixels. This means that
the data for the image must contain informationuatd®4288 pixels, which requires
a lot of memory. Hence, compressing images is @ssefor efficient image
processing. There are also a few compression tgeégsito reduce the amount of

data required to store an image.
Bits per pixel

The number of distinct colors that can be represkimty a pixel depends on the
number of bits per pixel (bpp). A 1 bpp image ukdst for each pixel, so each pixel
can be either on or off. Each additional bit doslilee number of colors available, so

a 2 bpp image can have 4 colors, and a 3 bpp itegéave 8 colors:

1 bpp, 2* = 2 colors (monochrome)
2 bpp, 22 = 4 colors

3 bpp, 2° = 8 colors

8 bpp, 2% = 256 colors

16 bpp, 2'® = 65,536 colors ("Highcolor" )
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24 bpp, 2** = 16.8 million colors ("Truecolor")

For color depths of 15 or more bits per pixel, tlepth is normally the sum of the
bits allocated to each of the red, green, and bhmponents. Highcolprusually
meaning 16 bpp, normally has five bits for red Ahee, and six bits for green, as the
human eye is more sensitive to errors in green ithdne other two primary colors.
For applications involving transparency, the 16 briay be divided into five bits
each of red, green, and blue, with one bit lefttfansparency. A 24-bit depth allows
8 bits per component. On some systems, 32-bit digpélvailable: this means that
each 24-bit pixel has an extra 8 bits to descrilseopacity (for purposes of

combining with another image).

3.6 Type of images
3.6.1 Binary image

* Binary image is a digital image that has only twasgible values for each
pixel.

 Two colors used for a binary image are black andtenthough any two
colors can be used.

* Binary images are also calldg-level or two-level (The names black-and-
white, B&W, monochrome or monochromatic are ofteedifor this concept,
but may also designate any images that have omysample per pixel, such
as grayscale images.)

* The color used for the object(s) in the image esftireground color while the
rest of the image is the background color.

* In Photoshop parlance, a binary image is the sarmamage in "Bitmap"
mode.

* Binary images often arise in digital image proaegsis masks or as the result

of certain operations such as segmentation, thigisigo and dithering.
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* Some input/output devices, such as laser prinfaksmachines, and bilevel
computer displays, can only handle bi-level images.
A binary image is usually stored in memory as anbji, a packed array of bits. A
640x480 image requires 37.5 KB of storage. Becatisee small size of the image
files, fax machines and document management sokitisually use this format.

Fig8d 0 Leena Binary Image

The interpretation of the pixel's binary value lsoadevice-dependent. Some systems
interprets the bit value of 0 as black and 1 asteyhivhile others reversed the

meaning of the values.

3.6.2 Gray Scale Image

» A grayscale digital image is an image in which tatue of each pixel is a
single sample, that is, it carries only intensitiormation.

* It represents an image as a matrix where every ezlerhas a value
corresponding to how bright/dark the pixel at tleeresponding position
should be colored

* Images of this sort, also known as black-and-whitd@e composed
exclusively of shades of gray, varying from blatkle weakest intensity to

white at the strongest.
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» Grayscale images are distinct from one-bit bi-tdratk-and-white images,
which in the context of computer imaging are imageth only the two
colors, black, and white (also called bi-level ordry images).

figuB.11 Grayscale images

* Grayscale images have many shades of gray in beivi@ayscale images
are also called monochromatic, denoting the absericany chromatic
variation (i.e., one color).

Grayscale images are often the result of meastiimintensity of light at each pixel
in a single band of the electromagnetic spectrung. (enfrared, visiblelight,

ultraviolet, etc.), and in such cases they are morwnatic proper when only a
given frequency is captured. But also they can yghesized from a full color

image; see the section about converting to gragscal

cyan

magenta

| gray staje |green
- S -

red| » black (0,1 O)G

(1(0f0} }/QHGW C /.(1’0'0) blue

RGB Color Cube CMYK Color Cube
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Rgb2gray converts RGB values to grayscale valueoiiging a weighted sum of

the R, G, and B components:
Y=0.2989 *R + 0.5870 * G + 0.1140 * B
Grayscale as single channels of multichannel colanages

Color images are often built of several stackedorcalhannels, each of them

representing value levels of the given channel.

For example, RGB images are composed of three emtEmt channels for red,
green and blue primary color components; CMYK ingagave four channels for

cyan, magenta, yellow and black ink plates, etc.

Here is an example of color channel splitting 6dlaRGB color image. The column

at left shows the isolated color channels in n&tootors, while at right there are

their grayscale equivalences:

figure 3.12 RGB to Gray cersion
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The reverse is also possible: to build a full caoage from their separate grayscale
channels. By mangling channels, using offsets,tir@faand other manipulations,
artistic effects can be achieved instead of acelyratproducing the original image.

3.6.3 RGB Image

« An RGB (red, green, blue) image is a three-dimeraidoyte array that
explicitly stores a color value for each pixel.
 RGB image arrays are made up of width, height, tanek channels of color

information. Scanned photographs are commonly dtaseRGB images.

blue |(0,0,1) eyiin

whiteﬁ/

| gray stafe |green

'—F_h
T-Ed / b|ad( /0{1’0)(3

(1,0,0)

magenta

vellow

gure 3.13 RGB Cube

* The color information is stored in three sectiohs @¢hird dimension of the
image. These sections are known as color chancelst bands, or color
layers.

* One channel represents the amount of red in thgar(the red channel), one
channel represents the amount of green in the irffthgeggreen channel), and

one channel represents the amount of blue in thgen(the blue channel).
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3.7 Image Segmentation

Image segmentation refers to the process of ity a digital image into multiple
segments (sets of pixels, also known as superg)ixghe goal of segmentation is to
simplify and/or change the representation of angenanto something that is more
meaningful and easier to analyze [9]. Image segatient is typically used to locate
objects and boundaries (lines, curves, etc.) ingesa In other word, Image
segmentation is the process of assigning a labeveoy pixel in an image such that

pixels with the same label share certain visuatattaristics.

The result of image segmentation is a set of setgnttiat collectively cover the
entire image, or a set of contours extracted from image (see edge detection).
Each of the pixels in a region are similar withpest to some characteristic or
computed property, such as color, intensity, ortuex Adjacent regions are
significantly different with respect to the sameucteristic(s).[9] When applied to
a stack of images, typical in Medical imaging, tlesulting contours after image
segmentation can be used to create 3D reconstnsatdh the help of interpolation

algorithms like Marching cubes.
Image Segmentation Technique:

Threshold techniques which make decisions based on local pixel infaromg are
effective when the intensity levels of the objefetlt squarely outside the range of
levels in the background. Because spatial inforomats ignored, however, blurred

region boundaries can create havoc.

Edge-basedmethods center around contour detection: theikness in connecting
together broken contour lines make them, too, pton&ilure in the presence of

blurring.

A region-based methodusually proceeds as follows: the image is parté into
connected regions by grouping neighboring pixels sohilar intensity levels.

Adjacent regions are then merged under some a@nteiinvolving perhaps
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homogeneity or sharpness of region boundaries. Guéngent criteria create
fragmentation; lenient ones overlook blurred bouiedaand over merge. Hybrid

techniques using a mix of the methods above acepalpular.

A connectivity-preserving relaxation-based segmentain method, usually
referred to as the active contour model, was pregpposcently. The main idea is to
start with some initial boundary shapes represeintide form of spline curves, and
iteratively modify it by applying various shrinkfeansion operations according to
some energy function. Although the energy-miningzinodel is not new, coupling
it with the maintenance of an “elastic" contouwrdal gives it an interesting new
twist. As usual with such methods, getting trapped a local minimum is a risk
against which one must guard; this is no easy task.
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Chapter 4
Proposed Method

The management of a large number of images in imadia database has received
much attention in recent years. Most of the eaviierks are largely focused on
techniques to extract useful information (suchasrgtexture or shape) that represents
images. Rapid retrieval is becoming important isssienage databases continue to grow

in size and a slow will no longer be acceptablthéouser community.

So in this chapter we proposed an algorithm, inclvlave will first preprocess the
original set of images on certain factor like hsegturation value, edges, brightness, etc.
We can also consider segmented images , texturelarovalue as factors but to keep
our demonstration simple we will consider simple fetors like edge value , saturation
value , brightness, hue, edge etc.

For all factors, we will generate different imagass corresponding to each factor taken.
After preprocessing we will then select the imagbe compares and will apply
similarity test within same image set.

Then we will note down the result as per degresroflarity value, for different result
set. Most similar image will be given priority hein next one will be of priority 2 and so
on.

After finding priority values for each image see,will traverse priority wise and we will
now check the maximally occurring image at givelontly and will add that image to
our result , as per rules proposed in algorithm.

Finally we will get the set which represent thedfatages having similar to chosen
images in order from most similar to least similar.

Note that our result is based on chosen factorseMppropriate will be chosen factors,
better will be results.
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Fig 4.1. Block diagram of searching gan repository based on overlapping method..
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Assumptions
» Here we are assuming that images in repositoram@ireated images.

Algorithm:

<Preprocessing Step>

Step 1: Generate various sets of images. Eaator#ins preprocessed form of original
Image based on certain factors. Testers include hue, saturation, brightness,

Edge etc.

IMAGE = <Different set of images preprocessed on ceftaitor>,
where i €talonumber of factors considered.

<Similarity Test over each IMAGE ; set>

Step 2: Now select the corresponding preprocesseddf the image from each IMAGE
set ,which you want to compare and perform simidgst over each IMAGE

set.

Step 3: Note the prioritization order of imagesjalhs result of each similarity test, and
save it in RESUL{Tset in ascending value of priority value. Imagethwighest
Similarity value have priority 1 , thaext image will have priority 2 and so on.

i.e.

RESULT = Similarity Test( IMAGE; ) ,where i € Total number of factors
considered.

Note: For demo purpose, our similarity test willdsefollows. First resize the image into
300*300 pixels. Then divide the whole image int® $&gions, and each region
containing 30*30 pixels. To find similarity, we Wthencalculate the Euclidean distance

between the regions and accumulate. Smaller wiltdodidean distance, higher will be similarity.
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<Overlapping image at particular priority in differ ent RESULT ; set>

Step 5: Set TEMP_PRIORITY =1
Set SIMILAR_IMAGE = <NULL>
where TEMP_PRIORITY is a variable kegpirack of current priority number
and SIMILAR_IMAGE is a set of similar ages as a result of our algorithm , i.e

set of images similar to chosen image .

Step 6: While all RESULTsets is not empty,
REPEAT steps (a) to (d)
a) Fetch the imgdeom all RESULT; sets that is overlapping maximum times
at given priority, having prigrit TEMP_PRIORITY.
b) If imagealready exist in SIMILAR_IMAGE set ,
i) From all result set RESULTdelete imagd.e RESULT; = RESULT,; —
image
ii) goto step (a) .
c) If two imagee g. X, y have same no of occurrence then paotitaiting
queue W. leave SIMILAR_IMAGButput image blank for that RESULT
and set |=j.
i) Go for next row and step a.
J) If maximum occurred image x iseady in W queue, put y into
SIMILAR_IMAGE set and y in SIMILAR_IMAGE..

c) SIMILAR_SET = SIMILAR_SET + image
d) TEMP_PRIORITY = TEMP_PRIORITY + 1.

STEP 7: Display SIMILAR_IMAGE set as final result.
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Example

We are taking an example to clarify our approachially we have set of Colored
animated images. Now we will preprocess each inoagearious factors like edge,

saturation, lightness etc and save it in IMAGEt correspondingly.

IMAGE = <Different set of images preprocessed on ceftaitor>,

Where i €tdlonumber of factors considered.

‘B/ i 4 & i/

IMAGE; = <Binary> IMAGE= <Lightness> IMAGE= <Saturation > IMAGE= <Edge >

Now select the image that you want to compare amfbpn similarity test and save
resultin RESULT; set i.e.
RESULT; = Similarity Test( IMAGE; ), where i € Total number of factors considere

RESULT 1 RESULT 2 based RESULT 3 based RESULT 4
based on Edge onLightmess on Safuration based on Binary
Similarity Test Similarity Test Similarity Test Similarity Test

e Pic5 e Pic5 e Pic5 * Pic5S
* Pic7 * Pic3 * Pic7 * Pic7
* Pic2 * Pic8 * Pic2 * Pic2
* Pic4 * Pic7 * Pic4 * Picd
L L L
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Now we will fetch images from result set RESUL Which is maximally overlapping at

given priority value and will add it to similar irga set SIMILAR_IMAGE; as per

algorithm. Pic5 is
- - . maximally
Edge E Value V Binary B Saturation § Luminance overlapping
<‘PTCT Pic5 Pic5 Pic5 Picb at priOfi.ty 1,
3 so add it to
i SIMILAR_|
MAGE set
Pic7 Pic7 Pic8 Pic7 Pic8 D
— =
Pic7 is
maximally
overlapping
Pic18 Pic18 Pic19 Picl18 Picl7 at priority 2,
so add it to
SIMILAR_|
MAGE set
(( Pic8 Pic8 Pic7 Pic7 Pic7 >

At the end , we will display SIMILAR_IMAGE set assult , which represef

set of images from most similar upto least simitaage , of chosen referen

image.

Pic7 is maximally
overlapping at priority 4,
but it is already existing
in SIMILAR_IMAGE set
, SO we will delete it from
RESULT set from this
priority and will look for
next maximally
overlapping image at
priority 4, which is Pic8,
so add Pic8 to
SIMILAR_IMAGE setl
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Chapter 5

Experimental Results

This Chapter deals with the results of retrievinjages from the Repositary using

the method which is discussed in previous chaptettsis thesis.

5.1 Development Environment

5.1.1Java (programming language)

Java is a programming language originally developgdlames Gosling at Sun
Microsystems (which is now a subsidiary of Oraclergoration) and released in
1995 as a core component of Sun Microsystems' péatdorm. The language
derives much of its syntax from C and C++ but hasrgpler object model and fewer
low-level facilities. Java applications are typlgatompiled to byte code (class file)
that can run on any Java Virtual Machine (JVM) rdigss of computer architecture.
Java is a general-purpose, concurrent, class-babgett-oriented language that is
specifically designed to have as few implementatiependencies as possible. It is
intended to let application developers "write onta, anywhere”. Java is currently
one of the most popular programming languages @ asd is widely used from

application software to web applications and impigeessing
5.1.2 NetBeans Platform

The Net Beans Platform is a broad java Swing-bé&sedework on which you can
base large desktop applications. The IDE itsebfased on the Net Beans Platform.
The Platform contains APIs that simplify the hangdliof windows, actions, files,

and many other things typical in applications.

48



Each distinct feature in a NetBeans Platform apgibmn can be provided by a
distinct Net Beans module, which is comparable pdug-in. A Net Beans module is

a group of Java classes that provides an applicatith a specific feature.

You can also create new modules for NetBeans IB&fitFor example, you can
write modules that make your favourite cutting-etlgghnologies available to users
of NetBeans IDE. Alternatively, you might createnadule to provide an additional
editor feature. NetBeans is a free, open-sour@giated Development Environment

for software developers.
5.1.3 Working with Images

Images are described by a width and a height, imedsn pixels, and has a
coordinate system that is independent of the drgusimface.
There are a number of common tasks when working wht images.

Loading an external GIF, PNG JPEG imagmédtrfile into Java 2D™'s internal
image representation.

Directly creating a Java 2D image and renderinig to

Drawing the contents of a Java 2D image on tawithg surface.

Saving the contents of a Java 2D image to anmdt&lF, PNG, or JPEG image

file.

Class

There are two main classes that work with images:
Thejava.awt.Image class is the superclass that represents grapineges as
rectangular arrays of pixels.

The java.awt.image.Bufferedimage class, which extends the Image class to
allow the application to operate directly with ineadata (for example, retrieving or

setting up the pixel color). Applications can dtfgconstruct instances of this class.
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Bufferedimage

The Bufferedimage class is a cornerstone of tha 28y immediate-mode imaging
API. It manages the image in memory and provideshaus for storing,
interpreting, and obtaining pixel data. Since Brgtdmage is a subclass of Image it
can be rendered by the Graphics and Graphics2Doaetthat accept an Image

parameter.

A Bufferedimage is essentially an Image with aneasible data buffer. It is
therefore more efficient to work directly with Bafedimage. A Bufferedimage has
a ColorModel and a Raster of image data. The Caboldl provides a color

interpretation of the image's pixel data.
The Raster performs the following functions:

Represents the rectangular coordinates of the image

Maintains image data in memory.

Provides a mechanism for creating multiple sub @safyjom a single image data
buffer.

Provides methods for accessing specific pixelsiwitie image.

Basic operations with images

The basic operations with images are representétifollowing sections:
Reading/Loading an image

This section explains how to load an image fromeaternal image format into a
Java application using the Image 1/O API.

Drawing an image

This section teaches how to display images usiegditawimage method of the

Graphics and Graphics2D classes.

Creating and drawing to an image
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This section describes how to create an image amdtb use the image itself as a

drawing surface.
Writing/saving an image

This section explains how to save created images i@mppropriate format.

5.1.4 Java Advanced Imaging (JAI)

Java Advanced Imaging (JAI) is a Java platform mesitsn API that provides a set of
object-oriented interfaces that support a simpighdevel programming model

which allows developers to create their own imagaipulation routines without the
additional cost or licensing restrictions, assadatwith commercial image

processing software.

5.2 Experimental Setup

We have created Graphical user interface in jauaguSWING which provides user
a interface by which one can select query imagm ftbe repository and can find
similar images for that.

Operating System used is Windows Xp, with 3.0 GHAUCWe have taken more
than 40 mixed natural images as a database.

Now after building graphical user interface we haedect the Input Image from
repository
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5.3 Obtained Result

After comparing the query image with different ireagver different parameter. We
store the result in Table to conclude our ResudtreHve are taking the sample of 7

images set to find out our result using our aldonis.

Edge | Saturation Luminance Brightness HUE Resul
5 5 5 5 5 5
17 7 7 7 7 7
7 6 18 18 18 18
18 18 17 17 19 17
8 8 6 6 9 6
6 17 8 8 8 8
25 21 25 10 25 25

5.4 Final Result

In the above table we will now evaluate each row aill find maximally occurring
image at each row and will add it to SIMILAR_IMAGEet. If the image already exists in

SIMILAR_Image set then we will evaluate next maxiipaccurring image at that row.

SIMILAR_IMAGE set

5
7
18

17

6

8

25
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

The dramatic rise in the sizes of images databhassstirred the development of
effective and efficient retrieval systems. The depment of these systems started
with retrieving images using color feature is noffisient. Systems retrieve images
from repository using Overlapping cluster in giveisual features such as color,
texture and shape, as opposed to depending on irdageriptions or textual

indexing. In this project, we have researched werimodes of representing and
retrieving the image properties of color, and iméggure. The application performs
a simple search in an image dataset for an inpetygunage, using image feature
such as edge, saturation, luminance etc. It thempaces the query image with data
set image on different images feature using thdidean Distance Equation. Further
enhancing the result, the application performsxiute-based search in the color
results, using wavelet decomposition and energgl lealculation. It then compares
the texture features obtained using the Euclideistabce Equation. And it is shown

that our method gives better results than takirigramly.

6.2 Future Work

The work presented in this thesis can be furthbaeeced by finding the appropriate
factors which represents the image uniquely. M@@r@priate will be factors , and
more will be the factors , larger will be degree similarity between matching

images , hence more appropriate will be the results
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