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Abstract 

This Thesis deals with the latest and advance technique for web searching i.e. 

image search using Natural language processing, security advice, statistical ranking 

with social tagging and website recommendation with security and purpose 

information retrieval. The result of a search will yield many thousands of results 

but what is important is how relevant those results are to what was intended. 

Natural language processing is partly used in text search but not in image search; 

this report proposes a Search Engine superior to any other, which uses natural 

language processing for images as well. This search engine is based on machine 

language, AIML with consideration of social tagging and also adds various 

features like security advice, spam checking and purpose of the intended site and 

also it also deal with advertising problem on web by proposing efficient and 

effective way of presentation of advertising.  

 

Keywords: NLP, search engine, recommendation engine, AIML, website advisor, 

social tagging, Web advertising. 
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Chapter 1 

Introduction 

Information is base for all type of businesses. Internet is the fastest and inexpensive 

source of information today. Thousands of the people today are using internet 

for accessing E-Books, Notes, News, Stocks, Entertainment and Education. This 

information easily available by use of search engines. Search Engines, now a 

day is getting popularity because of its unlimited benefits. A person, sitt ing 

anywhere around the globe can find any E-Resources from his home. Getting 

proper information is a dif f icult task and it is also a big challenge to improve 

web information quality, because we totally rely on search engine’s result & 

their ranking algorithms. 

 The most exciting part about the Internet and its most visible component, the WWW, is that 

there are 100’s of millions of pages available, presenting information on a numerous topics. The 

bad news about the Internet is that there are 100’s of millions of pages available, most of them 

titled according to the whim of their author, almost all of them sitting on servers with cryptic 

names. When you need information about a particular subject, how do you know which pages to 

read? If you're like most people, you visit an Internet search engine.  

1.1  Web Information Quality 

In the fast growing science and superfast growing IT, many efforts have already been done to 

make the web accessible. All the work, from submission of bill to product purchase, is possible 

on internet (E-Commerce) but the major issue, assesses the Quality of Information at a Web.  

              Internet contains lots of information and search engines aims to provide efficient path to 

this useful information. Information providers by the search engine have different levels of 

knowledge, different views of the world and different intensions and mostly impersonalized [33]. 

Thus, provided information may be wrong, biased, inconsistent or outdated and  interests of a 

user are specific, the most relevant link might not be among the top 10 shown by conventional 
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[34] search engines. Before information from the Web is used to accomplish a specific task, its 

quality should be assessed according to task-specific criteria.  

 

1.2  Search Engine  

The purpose of a web search engine is to search for the information the user needs. The search 

results are presented as a list of hits and can be web pages, images, information in various file 

formats like pdf, doc etc. The search engines of internet are nothing but collection of special sites 

on the Web those are designed to help people fetch information stored on other servers. Although 

there are differences in the way various search engines work, but basically they all perform three 

tasks:  

• They search on the Internet based on important strings.  

• They keep an index of the words/strings they find, and location.  

• They allow users to look for words or various permutation & combinations of words 

found in that particular index.  

Yesteryear search engines held an index of a few 100 thousand pages and documents, and 

received maybe 1-2 thousand inquiries each day. However, today a top search engine will index 

100’s of millions of pages, and respond to 10’s of millions of queries each single day.  

When people talk about Internet search engines, most of them really mean World Wide Web 

search engines. There were already search engines in place to help people find information on 

the Net, before the Web became the most visible part of the Internet. Programs like ‘gopher’ [35] 

and ‘Archie’[36] kept indexes of files stored on servers connected to the Internet, and 

considerably reduced the amount of time required to find programs and documents. In the late 

1980s, getting serious value from the Internet meant knowing how to use gopher, Archie, 

Veronica [37]and the rest.  
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1.2.1 How Search Engine works [41]: 

 

Fig 1.1: Search Engine Working 

Before a search engine can tell you where a file or document resides, it must be found before it is 

used. To find information on the 100’s of millions of Web pages that exist, a search engine 

employs special software robots [43], called spiders, to build lists of the words found on Web 

sites. Web crawling [42] is the process of a spider building its lists. (There are few disadvantages 

to calling part of the Internet the World Wide Web -- a large set of arachnid-centric names for 

tools is one of them.) A search engine's spiders have to look at a lot of pages to gather 

information in order to construct and maintain a useful list of words.  

How any spider does starts its travel over the Web? The usual starting points are lists of heavily 

hit servers and very frequently used pages. The spider will normally begin with a most known 
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site, indexing the words on its pages and following each and every link found within the site. The 

spidering mechanism in this way swiftly begins to travel, spreading out across the most widely 

used portions of the Web.  

In January 1996  Google started as a research project by Larry Page and Sergey Brin, at that time 

they were both PhD students at Stanford University in California. In their paper [38] they 

described how the system was built, Sergey Brin and Lawrence Page gave an example of how 

quickly their search engine’s spiders can work. They built their initial system to use multiple 

spiders, usually three at one time. Each spider could keep about 300 connections to Web pages 

open at a particular instance of time. At its peak performance, using four spiders, their system 

could crawl over 100 PPS( pages per second), generating around 600 KB of data each second.  

Maintaining everything running fast meant developing a system to feed necessary information to 

the spiders [44]. The initial phase of Google system had a server for providing URLs to the 

spiders. Rather than depending on an Internet service provider for the domain name server 

(DNS), that translates a server's name into an address, in order to keep delay minimum, Google 

had its own DNS.  

When the Google spider looked at an HTML page, it looks for things:  

• The words within the page  

• Where the words were found  

Strings/Words occurring in the title, subtitles, meta tags and other positions of relevant 

importance were noted for special consideration during a subsequent search by the user. The 

Google spider was built to index every significant word on a page, leaving out the grammatical 

articles "a," "an" and "the." Other spiders take other approaches.  

These different approaches usually attempt to make the spider operate faster, allow users to 

search more efficiently, or both. For example, some spiders will keep track of the words in the 

title, sub-headings and links, along with the 100 most frequently used words on the page and 

each word in the first 20 lines of text. Lycos is said to use this approach to spidering the Web.  
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Other systems, such as AltaVista [46], go in the other direction, indexing every single word on a 

page, including "a," "an," "the" and other "insignificant" words. 

Meta Tags 

Meta tags allow the owner of a page to assign key words and concepts under which the page will 

be indexed. This can be helpful, especially in cases in which the words on the page might have 

double or triple meanings -- the meta tags can guide the search engine in selecting which of the 

several possible meanings for these words is correct. There is, however, a risk in over-reliance on 

meta tags, because a careless or unscrupulous page owner might add meta tags that fit very 

popular topics but have nothing to do with the actual contents of the page. To protect against 

this, spiders will correlate meta tags with page content, rejecting the meta tags that don't match 

the words on the page [45].  

The above mentioned theory assumes that the owner of a particular page actually wants it to be 

included in the results of a search engine's activities. Many times, owner of the page doesn't want 

it showing up on a major search engine, or doesn't want the activity of a spider accessing the 

page. For example consider, a game that builds new, active pages each time sections of the page 

are displayed or new links are followed. If a Web spider accesses one of these new pages, and 

begins following all of the links for new pages, the game could mistake the activity for a high-

speed human player and move out of control. To avoid such situations, the robot exclusion 

protocol was developed. This protocol, implemented in the meta-tag section at the beginning of a 

Web page, tells a spider to leave the page alone, neither index the words on the page nor try to 

follow its links.  

1.2.2  Building the index 

Once the spiders have accomplished the task of searching information on Web pages (and we 

should note that this is a task that is never actually accomplished -- the constantly changing 

nature of the Web means that the spiders are always crawling), the search engine must store the 

information in a way that makes it fruitful. There are two key components involved in making 

the gathered data accessible to users:  
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• The information stored with the data  

• The method by which the information is indexed  

In the simplest case, a search engine could just store the word and the URL where it was found. 

In reality, since there would be no way of telling whether the word was used in an important or a 

trivial way on the page, this would make for an engine of limited use, whether the word was used 

once or many times or whether the page contained links to other pages containing the word. If 

say in another word, there would be no way of building the ranking list that tries to present the 

most useful pages at the top of the list of search results.  

To make for more useful results, most search engines store more than just the word and URL. An 

engine might store the number of times that the word appears on a page. The engine might assign 

a weight to each entry, with increasing values assigned to words as they appear near the top of 

the document, in sub-headings, in links, in the meta tags or in the title of the page. Each 

commercial search engine has a different formula for assigning weight to the words in its index. 

This is one of the reasons that a search for the same word on different search engines will 

produce different lists, with the pages presented in different orders.  

Regardless of the precise combination of additional pieces of information stored by a search 

engine, the data will be encoded to save storage space. For example, the original Google paper 

describes using 2 bytes, of 8 bits each, to store information on weighting -- whether the word 

was capitalized, its font size, position, and other information to help in ranking the hit [40]. Each 

factor might take up 2 or 3 bits within the 2-byte grouping (8 bits = 1 byte). As a result, a great 

deal of information can be stored in a very compact form. After the information is compacted, 

it's ready for indexing.  

An index has a sole purpose: It allows information to be found as quickly as possible in relevant 

way for which user is searching for. There are quite a few ways for an index to be built, but one 

of the most effective ways is to build a hash table. In hashing, a formula is applied to attach a 

numerical value to each word. The formula is designed to evenly distribute the entries across a 

predetermined number of divisions. This numerical distribution is different from the distribution 

of words across the alphabet, and that is the key to a hash table's effectiveness.  
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In English, there are some letters that begin many words, while others begin fewer. You'll find, 

for example, that the "M" section of the dictionary is much thicker than the "X" section. This 

inequity means that finding a word beginning with a very "popular" letter could take much 

longer than finding a word that begins with a less popular one. Hashing evens out the difference, 

and reduces the average time it takes to find an entry. It also separates the index from the actual 

entry. The hash table contains the hashed number along with a pointer to the actual data, which 

can be sorted in whichever way allows it to be stored most efficiently. The combination of 

efficient indexing and effective storage makes it possible to get results quickly, even when the 

user creates a complicated search.  

1.2.3  Building search  

Searching through an index involves a user building a query [39] and submitting it through the 

search engine. The query can be quite simple, a single word at minimum. Building a more 

complex query requires the use of Boolean operators that allow you to refine and extend the 

terms of the search. 

1.3  Spam & Spam Filter  

What is spam? 

A spam is junk electronic mail or junk newsgroup postings. Some people give generic definition 

of spam as any unsolicited Email. However, if a remotely related person gets your e-mail address 

and sends you a message, this could hardly be called spam, even though it's unsolicited. True 

spam is generally e-mail advertising for some product sent to a mailing list or newsgroup or lots 

of advertise posted on website.  

In surplus of wasting people's time with unwanted e-mail, spam also eats up a lot of network 

bandwidth. Consequently, there are numerous organizations, as well as professionals, who have 

taken it upon themselves to fight spam with a variety of techniques. But because the Internet is 

public, there is really little that can be done to prevent spam, just as it is impossible to prevent 

junk mail. However, some online services have formed policies to prevent spammers from 

spamming their subscribers.  
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Spam filter 

A spam filter is a set of instruction (program or code) that is used to detect unwanted and 

unsolicited email and prevent those messages from sneaking to a user's inbox. Like other types 

of filtering programs, a spam filter also looks for certain criteria on which it bases judgments. 

For example, the simplest and earliest versions (like the one available with Microsoft's Hotmail) 

can be set to watch for particular words in the subject line of messages and to restrict these from 

the user's inbox. This method is not especially effective, too often omitting perfectly legitimate 

messages (these are called false positives) and letting actual spam crawl through. More 

sophisticated algorithms or programs, such as Bayesian filters or other heuristic filters [10], 

attempt to identify spam through suspicious word patterns or word frequency. 

1.4  Natural Language Processing  

Natural language processing (NLP) is a field of computer science and linguistics concerned with 

the interactions between computers and human (natural) languages [47]. In theory, natural 

language processing is a very attractive method of human–computer interaction. Natural 

language understanding is sometimes referred to as an AI-complete problem because it seems to 

require extensive knowledge about the outside world and the ability to manipulate it. NLP has 

significant overlap with the field of computational linguistics, and is often considered a sub-field 

of artificial intelligence. 

1.5  Social Networking Service  

A social networking service is an online service, platform, or site that focuses on building and 

reflecting of social networks [49] or social relations among people, e.g., who share interests 

and/or activities. A social network service essentially consists of a representation of each user 

(often a profile), his/her social links, and a variety of additional services. Most social network 

services are web based and provide means for users to interact over the internet, such as e-mail 

and instant messaging. Online community services are sometimes considered as a social network 

service, though in a broader sense, social network service usually means an individual-centered 
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service whereas online community services are group-centered. Social networking sites allow 

users to share ideas, activities, events, and interests within their individual networks. 

1.5.1  Social Tagging  

Social tagging or Social bookmarking is a method for Internet users to organize, store, manage 

and search for bookmarks of resources available online to its users. Unlike file sharing, the 

resources themselves aren't shared, merely bookmarks [50] that reference them about their 

location. 

Descriptions may be added to these bookmarks in the form of metadata, so users may understand 

the content of the resource without first needing to download it for themselves. Such descriptions 

may be free text comments, votes in favor of or against its quality, or tags that collectively or 

collaboratively become a folksonomy. Folksonomy is also called social tagging, "the process by 

which many users add metadata in the form of keywords to shared content". 

 

                                                             With the advancement in Internet and web technologies 

the world we live in has become a small place but on the other hand with increasing users the 

web database is becoming huge. It is hence an extremely difficult task to extract information that 

is useful and secure. To facilitate the search of useful data the web search engines are based on 

complex algorithmically defined programs and of course human input. 

It is therefore very important that these search algorithms are so defined that not only do they 

produce timely results but most important the results produced should be accurate. The need of 

the hour is a search engine [1, 2] which not only which just does not find specific words on the 

internet but actually understands the need of the user. That is the Requirement today is not 

spotting certain words and matching them with pattern matching algorithms but to understand 

the connection between those words- Natural Language Search. Moreover several algorithms 

come, artificial intelligence doing well but yet it is not equivalent to the human perspective so 

page ranking should be according to the users, not only depend on machine. Facebook, Twitter, 

Orkut like social networking websites provide best way to give rank to the page depends on 

impact of page on humans.  
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Natural language processing is now being used for text search (in websites like ask.com) but the 

a major problem lies with image search, our search engine provides a method that utilizes AIML 

i.e. To say a Q&A service for image search. AIML (Artificial Intelligence Markup Language) is 

an XML complaint markup language. It is an easy to learn language and has been known to be 

used for Intelligent tutoring Systems (ITS) [3]. 

One more problem persist, spam crawled by search engine, than the site which contain spam data 

may come into top 10 result, so need of spam free crawling there. Our system also deals with that 

problem so spam full site does not indexed by our search engine. 

Not only does our search engine provide the functionality of a natural language search for 

images, spam free crawling but it also adds a security feature to the web results displayed. It 

provides the users with information regarding how secure a website is. And it also deals with 

problem of advertising on web by providing a better way to present advertise of user interest 

without information degradation. 

The organization of this report is as follows: Chapter II presents Related Work and Research 

Objectives. Evolutionary Algorithms and Techniques comes in Chapter III Description of the 

system and its implementation are dealt with in Chapter IV, Results in Chapter V and finally 

Conclusions and Future work are presented in Chapter VI. 
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Chapter 2 

Related Work and Research Objectives 

 

A search engine generally refers to a system to search the web for any required information. 

Natural language based search engine is a new type of search engine wherein the objective is to 

retrieve the information in the form a short precise answer to the question asked[6]; a natural 

language based search engine like ask jeeves[7] is typically capable of answering any type of 

factual queries such as “What is the second highest mountain in the world?” This type of system 

is generally used to answer the queries in the form of text from all kinds of textual documents 

that exist and not videos, images, audio etc. 

Biggest web application of this century is social networking [48], Facebook, Orkut like websites 

just change the life of people, these not impact only their lives[8] also effect on other web service 

like online gaming, e-commerce, tagging. By use of social tagging people can map the 

authenticity and popularity of any service, product or most imported information. Delicious[9] 

type of web service have great impact on web service but audience poll also not effected like 

statistical method of searching, so need of combination of all these type of service in proper 

ratio. 

Spam filter, we seen in email & email related application[10], but it never seen in search engine. 

Naivian bayss spam filter used in email client and it work according to spam word which is 

mostly used in email, like British lottery system, bank account number.  But it rarely seen on 

time of crawling of web-page that search engine check spam in page content. 

All the above search tools add complexity to the information retrieval activities but none of them 

talk about security of the search results. 

Some search engine like Google also show warning [11] but only for highly suspicious results 

and websites showing strange behavior, but not for every site.  
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Fig 2.1: Google advice 

The results shown when we search for “free software” on google are as shown below (fig 2.2). 

 

Fig 2.2: Google search for “free software” 

According to anti-virus companies many sites that are displayed as search results are unsecure. 

The difference lies in their risk factors. Some content can be classified as average risk, some high 

risk and still others can be very dangerous. Already existing search engines are not capable of 

understanding the difference between these terms and thus cannot provide the user with security 

information about each website which the user deserves. To use such features usually add-ons 

are provided which have to be separately installed, this is not only a tedious task but also makes 

the search engine platform dependent. 

Semantic technology also comes into field of search engines[14], several engines are coming into 

pictures using web 3.0(fig 2.3) . Ontology based products provides service in several information 

system, knowledge management gadgets[15, 51], desktop tools.  
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Fig 2.3 : Hakia a semantic search engine 

Advertisement on web always tricky things, website wants to earn money and only ads is the 

medium and user want the information, so make balance between both is so difficult. Advertise 

should be according to users so lots of work done for it, it can be interactive [12], or it can be 

come from local proxy[13]. 

Moreover the existing search engines do not provide the user any advice regarding what type of 

website is the user attempting to open. 

Inspired from all the above mentioned difficulties we present an easy to use and a fast accessible 

search engine which can provide a richer faster and secure way to search from the current web 

scenario. 
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Chapter 3 

Evolutionary Algorithms and Techniques 

 
3.1 Naïve Bayss Theorem  

 

Naive Bayesian Classifier: A statistical classifier is called Naive Bayesian classifier[16, 17]. This 

classifier is based on the Bayes’ Theorem and the maximum posteriori hypothesis.  

Bayesian is used to predict class membership probabilities, such as the probability that a given 

sample belongs to a particular class.  Bayesian classifier is based on Bayes’ theorem. Naive 

Bayesian classifiers assume that the effect of an attribute value on a given class is independent of 

the values of the other attributes. This assumption is called class conditional independence.It is 

made to simplify the computation involved and, in this sense, is considered ”naive”.  

 

 Bayes’ Theorem [18] 

Let X = {x1, x2, . . . , xn} be a sample, whose components represent values made on a set of n 

attributes. In Bayesian terms, X is considered ”evidence”. Let H be some hypothesis, such as that 

the data X belongs to a specific class C. For classification problems, our goal is to determine 

P(H|X), the probability that the hypothesis H holds given the ”evidence”, (i.e. the observed data 

sample X). In other words, we are looking for the probability that sample X belongs to class C, 

given that we know the attribute description of X. 

P(H|X) is the a posteriori probability of H conditioned on X. 

 

 According to Bayes’ theorem, the probability that we want to compute P(H|X) can be expressed 

in terms of probabilities P(H), P(X|H), and P(X) as  

P(H|X) = P(X|H) P(H) /  P(X) , 

 

The naive Bayesian classifier works as follows: 
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1. Let T be a training set of samples, each with their class labels. There are k classes, C1,C2, . . . 

,Ck. Each sample is represented by an n-dimensional vector, X = {x1, x2, . . . , xn}, depicting n 

measured values of the n attributes, A1,A2, . . . ,An, respectively. 

2. Given a sample X, the classifier will predict that X belongs to the class having the highest a 

posteriori probability, conditioned on X. That is X is predicted to belong to the class Ci if and 

only if  

    P(Ci|X) > P(Cj |X) for 1 _ j _ m, j 6= i.     Eq. (1)  

 

Thus we find the class that maximizes P(Ci|X). The class Ci for which P(Ci|X) is maximized is 

called the maximum posteriori hypothesis. By Bayes’ theorem  

 

P(Ci|X) = P(X|Ci) P(Ci) / P(X) .                  Eq. (2)  

 

3. As P(X) is the same for all classes, only P(X|Ci)P(Ci) need be maximized. If the class a priori  

probabilities, P(Ci), are not known, then it is commonly assumed that the classes are equally 

likely, that is, P(C1) = P(C2) = . . . = P(Ck), and we would therefore maximize P(X|Ci). 

Otherwise we maximize P(X|Ci)P(Ci). Note that the class a priori probabilities may be estimated 

by P(Ci) = freq(Ci, T)/|T|. 

4. Given data sets with many attributes, it would be computationally expensive to compute 

P(X|Ci). In order to reduce computation in evaluating P(X|Ci) P(Ci), the naive assumption of 

class conditional independence is made. This presumes that the values of the attributes are 

conditionally independent of one another, given the class label of the sample. Mathematically 

this means that 

P (X | i ) ≈ ∏n
k=1 P (xk | Ci )                       Eq. (3) 

  

be estimated from the training set. Recall that here xk refers to the value of attribute Ak for 

sample X. 

(a) If Ak is categorical, then P(xk|Ci) is the number of samples of class Ci in T having the value 

xk for attribute Ak, divided by freq(Ci, T), the number of sample of class Ci in T. 

(b) If Ak is continuous-valued, then we typically assume that the values have a Gaussian 

distribution with a mean µ and standard deviation Ω defined by 
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                                                            g(x, µ, σ) = 1 /√2πσ   exp − (x − µ)2/2σ 2                   Eq. (4)  

 

so that 

                                                       p(xk |Ci ) = g(xk , µCi , σCi )                                          Eq. (5) 

 

We need to compute µCi and _Ci , which are the mean and standard deviation of values of 

attribute Ak for training samples of class Ci. 

5. In order to predict the class label of X, P(X|Ci)P(Ci) is evaluated for each class Ci. The 

classifier predicts that the class label of X is Ci if and only if it is the class that maximizes 

P(X|Ci)P(Ci). 

The Naïve Bayes theorem has the following characteristics as advantages:  

Advantages: 

1. It can handle discrete and quantitative data  

2. Robust  

3. During probability estimate calculations  

4. Efficient regarding space and fast working. 

5. Insensitive to irrelevant features  

6. Quadratic decision boundary  

7. By ignoring the instance it can handles missing values  
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3.2 Document object module (DOM)  

The Document Object Model (DOM) [19] is an application programming interface (API) for 

valid HTML and well-formed XML documents. Basically it is used to define the logical 

structure of the documents and is used to access a document and document manipulation. In the 

DOM specification, the term "document" is used in the broad sense - increasingly, XML is being 

used as a way of representing discrete information that may be stored in diverse systems, and 

much of this would traditionally be seen as data rather than as documents. So XML represents 

this data as documents, and the DOM may be used to manage this data. 

With the Document Object Model, programmers can build documents, navigate their structure, 

and add, modify, or delete elements and content. Anything data entity in an HTML or XML 

document can be accessed, changed, deleted, or added using the Document Object Model, but it 

included some exceptions like the DOM interfaces for the XML internal and external subsets 

have not yet been specified. 

As a W3C specification, one important objective for the Document Object Model is to provide a 

standard programming interface that can be used in a wide variety of environments and 

applications. The DOM is designed to be used with any programming language. In order to 

provide a precise, language-independent specification of the DOM interfaces, we have chosen to 

define the specifications in Object Management Group IDL. 

What the Document Object Model is 

The DOM is a programming API for documents. It is based on an object structure that closely 

resembles the structure of the documents it models. For instance, consider this table, taken from 

an HTML document: 

      <TABLE> 

      <TBODY>  

      <TR>  

      <TD>DTU</TD> 

      <TD>IT</TD>  
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      </TR>  

      <TR> 

      <TD>MTECH</TD>         

      <TD>IS</TD>  

      </TR>  

      </TBODY> 

      </TABLE> 

    

A graphical representation of the DOM of the example table is: 

 

 

 

Fig 3.1: Graphical representation of the DOM of the example table 

 

In the DOM, documents have a logical structure which contains information in the tree forms. 

Each document contains zero or one doctype nodes, one root element node, and zero or more 

comments or processing instructions; the root element serves as the root of the element tree for 

the document. However, the DOM does not specify that documents must be implemented as a 

tree or a grove, nor does it specify how the relationships among objects be implemented. The 

DOM is a logical model that may be implemented in any convenient manner. In this 

specification, we use the term structure model to describe the tree-like representation of a 

document. We also use the term "tree" when referring to the arrangement of those information 
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items which can be reached by using "tree-walking" methods; (this does not include attributes). 

One important property of DOM structure models is structural isomorphism: if any two 

Document Object Model implementations are used to create a representation of the same 

document, they will create the same structure model, in accordance with the XML Information 

Set.  

3.3 AIML 

The XML dialect called AIML [20] was developed by Richard Wallace and a worldwide free 

software community between the years of 1995 and 2002. It formed the basis for what was 

initially a highly extended Eliza called "A.L.I.C.E." ("Artificial Linguistic Internet Computer 

Entity"), which won the annual Loebner Prize Contest for Most Human Computer three times, 

and was also the Chatterbox Challenge Champion in 2004. 

Because the A.L.I.C.E. AIML set was released under the GNU GPL, and because most AIML 

interpreters are offered under a free or open source license, many "Alicebot clones" have been 

created based upon the original implementation of the program and its AIML knowledge base. 

Free AIML sets in several languages have been developed and made available by the user 

community. There are AIML interpreters available in Java, Ruby, Python, C++, C#, Pascal, and 

other languages. A semi-formal specification and a W3C XML Schema for AIML are available. 

 Elements of AIML 

AIML contains several elements. The most important of these are described in further detail 

below. 

Categories 

Categories in AIML are the fundamental unit of knowledge. A category consists of at least two 

further elements: the pattern and template elements. Here is a simple category: 

<category>    <pattern>WHAT IS YOUR NAME</pattern> 

  <template>My name is John.</template>  

 </category> 
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When this category is loaded, an AIML bot will respond to the input "What is your name" with 

the response "My name is John." 

Patterns 

A pattern is a string of characters intended to match one or more user inputs. A literal pattern like 

 WHAT IS YOUR NAME 

will match only one input, ignoring case: "what is your name". But patterns may also contain 

wildcards, which match one or more words. A pattern like 

 WHAT IS YOUR * 

will match an infinite number of inputs, including "what is your name", "what is your shoe size", 

"what is your purpose in life", etc. 

The AIML pattern syntax is a very simple pattern language, substantially less complex than 

regular expressions and as such not even of level 3 in the Chomsky hierarchy. To compensate for 

the simple pattern matching capabilities, AIML interpreters can provide preprocessing functions 

to expand abbreviations, remove misspellings, etc. 

 Template 

A template specifies the response to a matched pattern. A template may be as simple as some 

literal text, like 

  My name is John. 

A template may use variables, such as the example 

 My name is <bot name="name"/>. 

which will substitute the bot's name into the sentence, or 

 You told me you are <get name="user-age"/> years old. 
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which will substitute the user's age (if known) into the sentence. 

Template elements include basic text formatting, conditional response (if-then/else), and random 

responses. 

Templates may also redirect to other patterns, using an element called srai. This can be used to 

implement synonymy, as in this example (where CDATA is used to avoid the need for XML 

escaping): 

<category> 

  <pattern>WHAT IS YOUR NAME</pattern> 

  <template><![CDATA[My name is <bot name="name"/>.]]></template> 

</category> 

<category> 

  <pattern>WHAT ARE YOU CALLED</pattern> 

  <template> 

    <srai>what is your name</srai> 

  </template> 

</category> 

The first category simply answers an input "what is your name" with a statement of the bot's 

name. The second category, however, says that the input "what are you called" should be 

redirected to the category that matches the input "what is your name"--in other words, it is saying 

that the two phrases are equivalent. 

Templates can contain other types of content, which may be processed by whatever user 

interface the bot is talking through. So, for example, a template may use HTML tags for 

formatting, which can be ignored by clients that don't support HTML. 
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3.4 HTTP Methods Extraction 

 

Common methods for HTTP/1.1 [21] is defined below 

GET 

The GET method means retrieves whatever information (in the form of an entity) is identified by 

the Request-URI. If the Request-URI refers to a data-producing process, it is the produced data 

which shall be returned as the entity in the response and not the source text of the process, unless 

that text happens to be the output of the process.  

The semantics of the GET method change to a "conditional GET" if the request message includes 

an If-Modified-Since, If-Unmodified-Since, If-Match, If-None-Match, or If-Range header field. 

A conditional GET method requests that the entity be transferred only under the circumstances 

described by the conditional header field(s). The conditional GET method is intended to reduce 

unnecessary network usage by allowing cached entities to be refreshed without requiring 

multiple requests or transferring data already held by the client.  

POST 

The POST method is used to request that the origin server accept the entity enclosed in the 

request as a new subordinate of the resource identified by the Request-URI in the Request-Line. 

POST is designed to allow a uniform method to cover the following functions:  

      - Annotation of existing resources; 

      - Posting a message to a bulletin board, newsgroup, mailing list, 

        or similar group of articles; 

      - Providing a block of data, such as the result of submitting a 

        form, to a data-handling process; 

      - Extending a database through an append operation. 

The actual function performed by the POST method is determined by the server and is usually 

dependent on the Request-URI. The posted entity is subordinate to that URI in the same way that 
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a file is subordinate to a directory containing it, a news article is subordinate to a newsgroup to 

which it is posted, or a record is subordinate to a database.  

The action performed by the POST method might not result in a resource that can be identified 

by a URI. In this case, either 200 (OK) or 204 (No Content) is the appropriate response status, 

depending on whether or not the response includes an entity that describes the result.  

Data transfer to a webpage using these methods and extraction of web data using 

HTTPWebRequest and HTTPWebResponse and parsing the data with the help of return tags. 

3.5 Google Gears Geo Location 

The Geolocation API provides service (web application) to obtain a user's geographical position.  

The Geolocation API enables a web application to: 

• Obtain the user's current position, using the getCurrentPosition method 
• Watch the user's position as it changes over time, using the watchPosition method 
• Quickly and cheaply obtain the user's last known position, using the lastPosition property 

The Geolocation API provides the best estimate of the user's position using a number of sources 
(called location providers). These providers may be onboard (GPS for example) or server-based 
(a network location provider). The getCurrentPosition and watchPosition methods support an 
optional parameter of type PositionOptions which lets you specify which location providers to 
use. Geolocation API network protocol helps the Gears uses to communicate with network 
location providers. 

On the basis of above information, the procedure which Google uses to give information about 

the location can be described below.Now, Google stores the Mac address and the SSID together 

with the absolute location in a geo database that is kept updated when possible. 

When you connect to Google Latitude using your laptop, Google can determine your accurate 

location using the Wi-Fi towers only because it has the information already in its database, which 

came from other queries of you or from other persons, about the precise location of the Wi-Fi 

towers. The above procedure can be shown in the following figure where the blue person sends 

GPS and the information about the GSM and Wi-Fi towers. Google compute the info about the 
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Wi-Fi towers. The location of the green person can be known by querying Google with Wi-Fi 

towers only. 
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Chapter 4 

System Features 

 

 
Fig 4.1: Proposed System 

 

4.1 Spam checking on crawling time  

 

Means of spam content on webpage: Usually spam word refers for Electronic junk mail or junk 

newsgroup postings or an unsolicited e-mail. But in terms for a webpage, a webpage full with 

scraped content, lots of ads, and several links to other pages and very less useful information is 

called spam webpage. 

 

Our Method: 

To categorize a spam and non – spam data, first data retrieve [23,24] from webpages and 

following algorithm and approximations are used : 

1. First, sorting will be done on the basis of language (spam or non spam), then on words 

and lastly on count.  

2. If a word is not there, take in account to bring it as close as possible to P(word|class) 

using Laplacian.  

3. Following table will be used for analysis 
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To filter a message, the antispam-table.txt [22] file is used which consist of words which 

differentiate that whether the message is spam or not. In addition to words, there are three 

numbers. The first one act as an identifier which is assigned by the anti-spam engine. The second 

number gives the information about the number of times a word has appeared in a non-spam 

message. Third number determines the number of times that a word has appeared in a spam 

message. 

 

 

 

Fig 4.2: Anti-spam table for Statistical Filtering and a new phrase list for Phrase Filtering. 

Statistical Filtering is done using the anti-spam table and Phrase Filtering through a new phrase 
list. 

CSV file has been used to generate the database. Excel computation is also included which can 
be used as a reference. The method as described below: 

1. Eliminate any type of special characters so that only words can be used for the fair and 

probable computation. It is good to go with lower case letters or to convert each word in 

lower case.  

String content = TextBox1.Text; 

content = inputContent.Replace("\t\n,.;:?!&", ""); //  
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2. Detach each word and find the equivalent from the database. The value determines the no 

of times the word appeared in the spam or no-spam message. If the word has not occurred 

even a single time then use or just make it equal to 1. 

3. Final probability is calculated by multiplying each word occurrences to the total 

probability:  

4. Show the results in a table: Comparison of the results with each other can be used to 

determine the highest probability which could be the basis of deciding spam or non-spam 

messages. 

5. After determining a message to be a spam, update the values in the database for each 
word. Same procedure can be applied for non-spam also. If the value is not there in the 
database, just stick it in for future reference. Classification could be better with more 
references.  

4.2 Image search using NLP 

 

The system here is a natural language search engine. It is based on Natural Language 

Programming and AIML. Moreover it not only uses Natural Language Processing for text[7,25] 

but should also returns images and video results related to the query, i.e. It applies Natural 

Language Processing to images.  

The use of natural language processing is done using AIML. 

There are approximately 20 additional tags often found in AIML f i les, and it 's 

possible to create your own "custom predicates".  

Example of pattern is as follows:  

<category> 

    <pattern> who is jai in sholay movie? <pattern> 

    <template> 

        <think><set name="topic">Me</set></think>  

Amitabh Bachan 

    </template> 

</category> 
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But this is syntax dependent, difference come between queries like “Who is president of India?” 

And “who is the president of India?” So our intelligent system removes helping verbs and 

articles from the query so that the question will always remain “who president of India? “So in 

both the cases the answer will remain the same. 

4.3 Social tagging ranking with statistical ranking 

 

Social bookmarking is a method for Internet users to organize, store, manage and search for 

bookmarks of resources online. Unlike file sharing, the resources themselves aren't shared, 

merely bookmarks that reference them. 

With regard to creating a high-quality search engine, a social bookmarking system has several 

advantages over traditional automated resource location and classification software, such as 

search engine spiders. All tag-based classification of Internet resources (such as web sites) is 

done by human beings, who understand the content of the resource, as opposed to software, 

which algorithmically attempts to determine the meaning of a resource. Also, people can find 

and bookmark web pages that have not yet been noticed or indexed by web spiders [26]. 

Additionally, a social bookmarking system can rank a resource based on how many times it has 

been bookmarked by users, which may be a more useful metric for end-users than systems that 

rank resources based on the number of external links pointing to it (although both types of 

ranking are vulnerable to fraud, and both need technical countermeasures to try to deal with this). 
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Fig 4.3: Social tagging 

 

We used facebook API to get number of social tag on particular webpage and merge it with 

traditional statistical ranking of Google with a threshold value. Actually impact of social tagging 

individually not works very well. 

 

Fig 4.4: Sequential Diagram – use facebook API  
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For example facebook results for website www.dce.edu 

 

Fig 4.5: Facebook counts bar graph 

 

Fig 4.6 Facebook counts pie chart 

 

4.4 Security Adviser 

This search engine finds the security information for each site from antivirus sites such as 

Mcaffé and AVG and informs the user about the security of the site he wishes to visit. 

We have used McAfee site advisor utility[27], in the current scenario to use this facility you have 

to install this utility to your system, so for a crawler website the URL has to be sent to the 

McAfee website, and in return the status of that URL is received (fig 4.7) and is saved. This is 

then displayed with the search results. 
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 Fig 4.7: Sequence Dig fetch security status of an URL 

To fetch the result from Mcafee web-extraction class libraries of .Net used. It done in two steps: 

• First extract data, and performed GET & POST methods submission of data using 

HTTPWebRequest and HTTPWebResponse [28].  

• Second Parsing data of regular expressions through RegEx class [29]. 

• Save status into form of annotations. 

<Annotations> 

    <Annotation about="www.dce.ac.in/*"> 

      <Label src=“green_label.png"/> 

      <Comment>Secure Site</Comment> 

    </Annotation> 

      <Annotation about="www.songs.pk/*"> 

      <Label src=“red_label.png"/> 

      <Comment>Unsecure Site</Comment> 

    </Annotation> 

  </Annotations>  

 

The site ratings are based on tests conducted by mcafee site advisor. Symbols used to lead the 

user to web safety: 
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    - Secure site 

   - Minor risk 

   - High risk 

- Very high risk 

 

4.5 Purpose Adviser 

 

Another basic functionality this system proposes is Purpose Advice. By purpose advice we mean 

that this search engine will inform the user about the purpose of the site or say domain specific 

knowledge[30]. 

For e.g. If a user query is “Social Networking Site” 

It will return the intended websites along with their purpose i.e. 

Linkedin.com For Business Purposes 

Orkut.com            For Social Purposes 

Facebook.com      For Social Purposes 

This functionality provided by semantic web technology using ontology. Ontology represents 

class hierarchy for entities, their attributes and their relations at runtime without ambiguities. 

Ontologies provide dynamic and rich semantic information. 

The logic is to extend the class hierarchy by ontologies: 
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Fig 4.8: Ontology presentation 

Depending on the used ontology, a SE node is either a Source or a SinglePort. The advantage is 

that the ambiguity of the father-child relationship does not lead to a conflict and a single (clean) 

class hierarchy is maintained. 

4.6 Advertise with cable operator 

 

The weirdest problem with web information quality is advertising. Website wants to earn money 

and that comes from advertise, so emphasize on advertise rather content.  With growth of web 

services web advertising also grow rapidly, but it never compete with local cable advertise which 

directly touch with people. 

So we make website advertise with local cable operator add, which scroll at bottom of webpage 

like bottom of television using RSS feed which same combined use by cable channel. 
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Fig 4.9: Scrolling advertise using rss feed 

 

Using RSS (Really Simple Syndication) provides the facility of updation of dynamic content 

rather static content and this same content send to cable software which display on television. To 

know the location and latitude of user on website we use Google gears API and same use for 

cable software so nearest cable operators advertise displays on website. Google gears API totally 

free and it can easily embed [32] with your application. To access the location of user google 

provides geolocation APIs [31]. We override the getCurrentPosition method of this API to access 

current location of the user. 
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Fig 4.10: Geolocation class defined by Google geolocator API 

 

Actually by using this API web-service got the name of all access point and their location and a 

combined database of access point and their location with nearest cable operator also manage by 

this service, so after got the all sufficient data nearest cable’s advertise published on the web. 

 

Fig 4.11:Sequence Dig to get user location by geolocator APIs 
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Fig 4.12: Calculate user location by geolocator APIs 
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Chapter 5 

Results 

An image search for the query “who is jai in the movie sholay?” On Google & Yahoo we get the 

result shown below (fig 5.1 ,5.2). 

 

Fig 5.1: Google’s result 

 

Fig 5.2: Yahoo’s result 
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The result by our search engine when presented with the same query is more accurate. The result 

is as shown below: (fig 5.3). 

 

 

Fig 5.3: Our search engine’s result 

On the basis of Google, Yahoo and our results, it can conclude that our search engine return 

more accurate result in term of query. 

Also our search engine provides advice for all the results in terms of security as well as 

recommendation as shown below (Fig 5.4). 

 

Fig 5.4: Security and Recommendation advice 
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We perform our research on 50 users and check their click behavior according to their preference 

on security advice, so with security advice following result found on web visit according to their 

security status in compare of previous visits. 

Table 1: Websites visit status with and without security advice 

Secure URLs visited  100% 

Minor risk URLs visited 78.75% 

High risk URLs visited 32.25% 

Very high risk URLs 

visited 

12% 

 

Google and Yahoo also providing advertise service on the web. Even google’s adsense service 

open to all, it can be use by anyone, just put some ads content provided by google on your 

website and earn according to pay per click rule. Google just provide little bit share to adsense 

user what it got from their client. This is best business for search engines so on crawling time of 

website they don’t take their advertise in their  account so a website with little information and 

lots of advertise also come into top ranking by these search engines, but our search engine also 

check advertise as content then generate the score for particular website. 

 
Fig 5.5: Checking Google adsense 
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When we merge social tagging with statically ranking, results for search query “DCE Delhi” 

 

Table 2: Comparison of results for query “DCE Delhi” 

 

Google’s Result Yahoo’s Result Our Search Engine’s 

Result 

www.dce.edu/ 

http://maps.google.com/maps/place?dce 

www.admissions.dce.edu/ 

www.dce.edu/web/.../BTech_Admission_Pol

icy_2010-11.php 

www.dce.edu/web/Sections/.../undergraduate

programme.php 

dce.ac.in/ 

dce.ac.in/aboutdce/history.php 

dcedelhi.batchmates.com/ 

en.wikipedia.org/wiki/Delhi_Technological_

University 

www.successcds.net/.../Delhi-College-of-

Engineering-DCE.html 

www.dce.edu 

www.dce.ac.in 

www.dce.edu/web/Sections/Admissions/undergradu

ateprogramme.php 

dce.ac.in/departments 

www.dceonline.net 

delhiassembly.nic.in/index.asp 

globalshiksha.com/college/Delhi-College-of-

Engineering-DCE-/ 

dce-edu.com 

www.admissionnews.com/collegedetails.aspx?colid

=11276 

delhi.justdial.com/book-dce_Delhi.html 

www.dce.edu 

www.dce.ac.in 

dcedelhi.batchmates.com/ 

rutsum.com/dce-becomes-dtu 

en.wikipedia.org/wiki/Delhi_Technologi

cal_University 

news.education4india.com/4573/dce-

cee-delhi-college-of-engineering/ 

www.indiaedu.com/top-

educational.../top.../dce-delhi.html 

www.collegekhabar.com/news511.htm 

ttp://www.jobsamiksha.com/index.php?o

ption=c…. 

 

  

On the basis of results for the query we can see google provides mostly results from same 

domain (dce.edu) while it provides the feature to group of all results (fig 5.6), yahoo provides 

statistical result but our search facilitate results from several domain mostly suggest by users 

(like collegekhabar). 

 

Fig 5.6: grouping of results from same domain 

 

 



41 

 

Chapter 6 

Conclusion and Future Work 

Search engines with increasingly complex functionalities and behavior are being developed. This 

report presents an easy to use, flexible and secure search engine. 

Our search results satisfy the security criteria as well as our requisite NLP and Q-A features:  

 (1)It displays the credibility of Web sites as recommended by security companies and  antivirus 

firms.  

 (2) It represents the most voted information available in terms of social tagging and 

 (3) Image search result remains absolutely relevant to the query (NLP). 

(4) Site recommendation put great impact on information. 

(5) Impacted way to represent advertise on web has proposed.  

 

Thus our search engine provides not only the basic features of matching the query will results 

that any standard search engine provides but also provides additional features like security, site 

advisor and query search in images, video and audio etc. 

However our system is not able to differentiate between queries like “Who is James Bond?” And 

“Who was James Bond?”  Merging of social tagging with statistical searching algorithm also 

depend on user behavior so need of personalization search behavior is there    

Thus it is more than a search engine but a recommendation engine. 

 

Future work:   

 

1. Merging of social ranking with statistical ranking also depends on user specification 

so the need of personalized search engine felt.    

2. To develop proper ontology for purpose advice. 
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3. Sites which reports are not given by Mcafee, their ranking not determined. It can be 

secure or unsecure so can’t predict. 

4. With image search NLP it can be apply on other things video, books search.  

5. Advertise websites are always detected as spam site, so separate classification for this 

type of site needed. 

6. Advertise can also be interactive that means on demand advertise. 
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