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Abstract [image: ]  
Detecting intrusion in network and application has become one of the most critical tasks to prevent their misuse by attackers. The Probabilistic graphical model for intrusion detection is presented; the objective of this model is to develop an intrusion detection system which will significantly detect the intrusion in a network and application. With the ever increasing number and diverse types of attack, including new and previously unseen attacks, their is a need to develop a system which will detect all the four classes of attacks; denial of service attack, probe attack, user to root attack and remote to layer attack. A technique called linear chain conditional random field is used which is a framework for building a probabilistic graphical model for intrusion detection, this linear chain conditional random field may be viewed as an undirected graphical model, which offers several advantages over other probabilistic model like Hidden Markov model, Naïve bayes model and Maximum entropy model. Using this technique we have developed a probabilistic model based application and detected all the four classes of attacks using the domain knowledge of intrusion and the features of all the four classes of attacks.
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 Chapter 1 
 Introduction to Intrusion Detection
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Intrusion detection technology is technology designed to monitor computer activities for the  purpose of finding security violations, intrusion is the art of detecting inappropriate, inaccurate, or anomalous activity [1].Today, intrusion detection is one of the high priority and challenging tasks for network administrators and security professionals. As network based computer systems play increasingly vital roles in modern society, they have become the target of intrusions by our enemies and criminals. Intrusion detection systems serve three essential security functions: they monitor, detect, and respond to unauthorized activity [3]. 
Intrusion detection systems use policies to define certain events, if detected will issue an alert or respond automatically to the event. Such a response might include logging off a user, disabling a user account and launching of scripts. Any intrusion detection system has some inherent requirements. Its prime purpose is to detect as many attacks as possible with minimum number of false alarms, i.e. the system must be accurate in detecting attacks. 

However, an accurate system that cannot handle large amount of network traffic and is slow in decision making will not fulfill the purpose of an intrusion detection system. There are two basic types of intrusion detection system: host based network-based and the application based depending on the mode of their deployment and data used for analysis [4]. Each has a distinct approach for monitoring, securing data and systems. Host-based IDS’s examine data on individual computers that serve as hosts, while network based IDSs examine data exchanged between computers. 

There are generally three types of approaches taken toward network intrusion detection: signature-based, misuse detection and anomaly detection. The signature based method is the oldest method in practice and depends on a signature database of previously known attacks. Misuse detection is a model-based supervised method which trains a classifier with labeled patterns to classify new unlabeled patterns. Anomaly detection [2] approaches can make use of supervised or unsupervised methods to detect abnormal behaviors in patterns.

Another approach for detecting intrusions is to consider both the normal and the known anomalous patterns for training a system and then performing classification on the test data. Such a system incorporates the advantages of both the signature-based and the anomaly-based systems and is known as the Hybrid System [5][6]. 

Hybrid systems can be very efficient, subject to the classification method used, and can also be used to label unseen or new instances as they assign one of the known classes to every test instance. This is possible because during training the system learns features from all the classes. The only concern with the hybrid method is the availability of labeled data. However, data requirement is also a concern for the signature- and the anomaly-based systems as they require completely anomalous and attack free data, respectively, which are not easy to ensure.


1.5 Existing System and Problem Description
             
 Most existing intrusion detection system such as the USTAT, IDIOT, EMERALD, snort and others are developed using knowledge engineering approaches where domain experts can build focused and optimized pattern matching models [7]. Though such systems result in very few false alarms, they are specific in attack detection and often tend to be incomplete As a result their effectiveness is limited. Further, due to their manual development process, signature based systems are expensive and slow to build. 

There are some other issues such as are; limited attack detection coverage, large number of false alarms and inefficiency in operation. Present anomaly and hybrid intrusion detection systems have limited attack detection capability, suffer from a large number of false alarms and cannot be deployed in high speed networks and applications without dropping audit patterns. There is a need to develop a system which is accurate is attack detection and efficient in operation.


1.5.1 Disadvantages of Existing System.

· Gives False alarm, the false alarm rate is very high.
· Fails to detect most of the attack.
· Slow in decision making, so network traffic occurs.
· Cannot cope up with large amount of data in the network.

Present networks provide critical services which are necessary for businesses to perform optimally and are, thus, a target of attacks which aim to bring down the services provided by the network. Additionally, with more and more data becoming available in digital format and more applications being developed to access this data, the data and applications are also a victim of attackers who exploit these applications to gain access to data. With the deployment of more sophisticated security tools, in order to protect the data and services, the attackers often come up with newer and more advanced methods to defeat the installed security systems [8] [9].

 According to the Internet Systems Consortium (ISC) survey, the number of hosts on the Internet exceeded 750,000,000 in March 2011 [10]. Increasing dependence of businesses on the services over the Internet, though, has led to their rapid growth; it has also made the networks and applications a prime target of attacks. Configuration errors and vulnerabilities in software are exploited by the attackers who launch powerful attacks such as the Denial of Service (DoS) [11] and Information attacks [12]. 

Rapid increase in the number of vulnerabilities has resulted in an exponential rise in the number of attacks. According to the Computer Emergency Response Team (CERT), the number of vulnerabilities in software has been increasing and many of them exist in highly deployed software [13][14]. Considering that it is near to impossible to build ‘perfect’ software, it becomes critical to build effective intrusion detection systems which can detect attacks reliably. The prospect of obtaining valuable information, as a result of a successful attack, subside the threat of legal convictions. The inability to prevent attacks furthers the need for intrusion detection. The problem becomes more profound since authorized users can misuse their privileges and attackers can masquerade as authentic users by exploiting vulnerable applications. There is need to build a system which will not only prevent the attacks but also efficient.


1.6 Challenges and Requirements for Intrusion Detection Systems

The purpose of an intrusion detection system is to detect attacks. However, it is equally important to detect attacks at an early stage in order to minimize their impact. The major challenges and requirements for building intrusion detection systems are:

· The system must be able to detect attacks reliably without giving false alarms. It is very important that the false alarm rate is low as in a live network with large amount of traffic, the number of false alarms may exceed the total number of attacks detected correctly hereby decreasing the confidence in the attack detection capability of the system. Ideally, the system must detect all intrusions with no false alarms. The challenge is to build a system which has broad attack detection coverage, i.e. it can detect a wide variety of attacks and at the same time which results in very few false alarms.

· The system must be able to handle large amount of data without affecting performance and without dropping data, i.e. the rate at which the audit patterns are processed and decision is made must be greater than or equal to the rate of arrival of new audit patterns. Hence the speed of operation is critical for systems deployed in high speed networks. In addition, the system must be capable of operating in real-time by initiating a response mechanism once an attack is detected. The challenge is to prevent an attack rather than simply detecting it.

· A system which can link an alert generated by the intrusion detector to the actual security incident is desirable. Such a system would help in quick analysis of the attack and may also provide effective response to intrusion as opposed to a system which offers no after attack analysis. Hence, it is not only necessary to detect an attack, but it is also important to identify the type of attack.

· It is desirable to develop a system which is resistant to attacks since, a system that can be exploited during an attack may not be able to detect attacks reliably.

· Every network and application is different. The challenge is to build a system which is scalable and which can be easily customized as per the specific requirements of the environment where it is deployed.








1.7  Aim

  In this thesis:

· We aim to develop an intrusion based system using the probabilistic model called the linear chain conditional random feild to detect the intrusion efficiently.

· We aim to develop as application (Web application ) using the conditional model and will detect the intrusion and also the four  classes of attacks such Denial of Service attack, Probe attack, User to root attack, and the Root to Layer attack. 


1.8 Emerging Attacks in the Network

Increasingly, the types of attacks facing Internet-connected networks are geared at denying access to essential services by legitimate users – often by crashing servers or routers, or by overwhelming the network with enough traffic to degrade service. This is a change from the past, when many attacks were carried out to gain access to confidential data. 

These Denial of Service Attack (DOS) attacks are relatively easy to execute, and are made even easier by the online hacking and, ironically, security communities. Online resources archive utilities that anyone can download. Technical aptitude is no longer required to launch a (DOS) attack; all it takes is a readily available software program and a target network.

The attack which is most common type exploit the networks are:

· Eavesdropping 

In general, the majority of network communications occur in an unsecured or "clear text" format, which allows an attacker who has gained access to data paths in your network to "listen in" or interpret (read) the traffic. When an attacker is eavesdropping on your communications, it is referred to as sniffing or snooping. The ability of an eavesdropper to monitor the network is generally the biggest security problem that administrators face in an enterprise. Without strong encryption services that are based on cryptography, your data can be read by others as it traverses the network.

· Data Modification
After an attacker has read your data, the next logical step is to alter it. An attacker can modify the data in     the packet without the knowledge of the sender or receiver. Even if you do not require confidentiality for all communications, you do not want any of your messages to be modified in transit. For example, if you are exchanging purchase requisitions, you do not want the items, amounts, or billing information to be modified. 
· Identity Spoofing (IP Address Spoofing)
Most networks and operating systems use the IP address of a computer to identify a valid entity. In certain cases, it is possible for an IP address to be falsely assumed— identity spoofing. An attacker might also use special programs to construct IP packets that appear to originate from valid addresses inside the corporate intranet.
· Password-Based Attacks
 A common denominator of most operating system and network security plans is password-based access control. This means your access rights to a computer and network resources are determined by who you are, that is, your user name and your password. Older applications do not always protect identity information as it is passed through the network for validation. This might allow an eavesdropper to gain access to the network by posing as a valid user. When an attacker finds a valid user account, the attacker has the same rights as the real user. Therefore, if the user has administrator-level rights, the attacker also can create accounts for subsequent access at a later time.
After gaining access to your network with a valid account, an attacker can do any of the following:
1-Obtain lists of valid user and computer names and network information. 
2-Modify server and network configurations, including access controls and routing tables.
3-Modify, reroute, or delete your data
· Man-in-the-Middle Attack
As the name indicates, a man-in-the-middle attack occurs when someone between you and the person with whom you are communicating is actively monitoring, capturing, and controlling your communication transparently. For example, the attacker can re-route a data exchange. When computers are communicating at low levels of the network layer, the computers might not be able to determine with whom they are exchanging data. 
Man-in-the-middle attacks are like someone assuming your identity in order to read your message. The person on the other end might believe it is you because the attacker might be actively replying as you to keep the exchange going and gain more information. This attack is capable of the same damage as an application-layer attack.
· Compromised-Key Attack
A key is a secret code or number necessary to interpret secured information. Although obtaining a key is a difficult and resource-intensive process for an attacker, it is possible. After an attacker obtains a key, that key is referred to as a compromised key.
An attacker uses the compromised key to gain access to a secured communication without the sender or receiver being aware of the attack. With the compromised key, the attacker can decrypt or modify data, and try to use the compromised key to compute additional keys, which might allow the attacker access to other secured communications.

· Application-Layer Attack

An application-layer attack targets application servers by deliberately causing a fault in a server's operating system or applications. This results in the attacker gaining the ability to bypass normal access controls. The attacker takes advantage of this situation, gaining control of your application, system, or network, and can do any of the following:
1-Read, add, delete, or modify your data or operating system.
2-Introduce a virus program that uses your computers and software applications to copy viruses throughout your network.
3-Introduce a sniffer program to analyze your network and gain information that can eventually be used to crash or to corrupt your systems and network.
4-Abnormally terminate your data applications or operating systems.
5-Disable other security controls to enable future attacks.
























 Chapter 2
 Background 
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Detecting intrusions in networks and applications has become one of the most critical tasks to prevent their misuse by attackers. The cost involved in protecting these valuable resources is often negligible when compared with the actual cost of a successful intrusion, which strengthens the need to develop more powerful intrusion detection systems. Intrusion detection started in 1980’s and since then a number of approaches have been introduced to build intrusion detection systems [15], [16], [17], [18], [19], [20], [21], [22]. However, intrusion detection is still at its infancy, and naive attackers can launch powerful attacks which can bring down an entire network [23]. To identify the shortcomings of different approaches for intrusion detection, we explore the related research in intrusion detection. 

We describe the problem of intrusion detection in detail and analyze various well known methods for intrusion detection with respect to two critical requirements viz. accuracy of attack detection and efficiency of system operation. We observe that present methods for intrusion detection suffer from a number of drawbacks which significantly affect their attack detection capability. Hence, we introduce conditional model called the probabilistic model for effective intrusion detection and motivate our approach for building intrusion detection systems which can operate efficiently and which can detect a wide variety of attacks with relatively higher accuracy, both at the network and at the application level.


2.1 Introduction

Intuitively, intrusions in an information system are the activities that violate the security policy of the system, and intrusion detection is the process used to identify intrusions. Intrusion detection has been studied for approximately 20 years. It is based on the beliefs that an intruder’s behavior will be noticeably different from that of a legitimate user and that many unauthorized actions will be detectable. Intrusion detection systems (IDSs) are usually deployed along with other preventive security mechanisms, such as access control and authentication, as a second line of defense that protects information systems. There are several reasons that make intrusion detection a necessary part of the entire defense system. First, many traditional systems and applications were developed without security in mind.

In other cases, systems and applications were developed to work in a different environment and may become vulnerable when deployed in the current environment. (For example, a system may be perfectly secure when it is isolated but become vulnerable when it is connected to the Internet.) Intrusion detection provides a way to identify and thus allow responses to, attacks against these systems. Second, due to the limitations of information security and software engineering practice, computer systems and applications may have design flaws or bugs that could be used by an intruder to attack the systems or applications. As a result, certain preventive mechanisms (e.g., firewalls) may not be as effective as expected Intrusion detection complements these protective mechanisms to improve the system security. Moreover, even if the preventive security mechanisms can protect information systems successfully, it is still desirable to know what intrusions have happened or are happening, so that we can understand the security threats and risks and thus be better prepared for future attacks. In spite of their importance, IDSs are not replacements for preventive security mechanisms, such as access control and authentication. Indeed, IDSs themselves cannot provide sufficient protection for information systems.

 As an extreme example, if an attacker erases all the data in an information system, detecting the attacks cannot reduce the damage at all. Thus, IDSs should be deployed along with other preventive security mechanisms as a part of a comprehensive defense system. Intrusion detection techniques are traditionally categorized into two methodologies: anomaly detection and misuse detection. Anomaly detection is based on the normal behavior of a subject (e.g., a user or a system); any action that significantly deviates from the normal behavior is considered intrusive. Misuse detection catches intrusions in terms of the characteristics of known attacks or system vulnerabilities; any action that conforms to the pattern of a known attack or vulnerability is considered intrusive.

Alternatively, IDSs may be classified into host-based IDSs, distributed IDSs, and network-based IDSs according to the sources of the audit information used by each IDS. Host-based IDSs get audit data from host audit trails and usually aim at detecting attacks against a single host; distributed IDSs gather audit data from multiple hosts and possibly the network that connects the hosts, aiming at detecting attacks involving multiple hosts. Network-based IDSs use network traffic as the audit data source, relieving the burden on the hosts that usually provide normal computing services. Present networks and applications are, thus, far away from a state where they can be considered secure. Hence, in this chapter we explore the problem of intrusion detection to identify the root causes of the inability of the present intrusion detection systems to detect attacks reliably.


2.2 Intrusion Detection and Intrusion Detection System

The intrusion detection systems are a critical component in the network security arsenal. Security is often implemented as a multi layer infrastructure and different approaches for providing security can be categorized into the following six areas [25]:

· Attack Deterrence – Attack deterrence refers to persuading an attacker not to launch an attack by increasing the perceived risk of negative consequences for the attacker. Having a strong legal system may be helpful in attack deterrence. However, it requires strong evidence against the attacker in case an attack was launched. Research in this area focuses on methods such as those discussed in [26] which can effectively trace the true source of attack as very often the attacks are launched with spoofed source IP address. (Spoofing refers to sending IP packets with modified source IP address so that the true sender of the packet cannot be traced.)

· Attack Prevention – Attack prevention aims to prevent an attack by blocking it before an attack can reach the target. However, it is very difficult to prevent all attacks. This is because, to prevent an attack, the system requires complete knowledge of all possible attacks as well as the complete knowledge of all the allowed normal activities which is not always available. An example of attack prevention system is a firewall [27].

· Attack Deflection – Attack deflection refers to tricking an attacker by making the attacker believe that the attack was successful though, in reality, the attacker was trapped by the system and deliberately made to reveal the attack. Research in this area focuses on attack deflection systems such as the honey pots [28].

· Attack Avoidance – Attack avoidance aims to make the resource unusable by an attacker even though the attacker is able to illegitimately access that resource. An example of security mechanism for attack avoidance is the use of cryptography [29]. Encrypting data renders the data useless to the attacker, thus, avoiding possible threat.

· Attack Detection – Attack detection refers to detecting an attack while the attack is still in progress or to detect an attack which has already occurred in the past. Detecting an attack is significant for two reasons; first the system must recover from the damage caused by the attack and second, it allows the system to take measures to prevent similar attacks in future. Research in this area focuses on building intrusion detection systems.

· Attack Reaction and Recovery – Once an attack is detected, the system must react to an attack and perform the recovery mechanisms as defined in the security policy.

Tools available to perform attack detection followed by reaction and recovery are known as the intrusion detection systems. However, the difference between intrusion prevention and intrusion detection is slowly diminishing as the present intrusion detection systems increasingly focus on real-time attack detection and blocking an attack before it reaches the target. Such systems are better known as the Intrusion Prevention Systems.

2.2.1 Principles and Assumptions in Intrusion Detection
Denning [30] defines the principle for characterizing a system under attack. The principle states
that for a system which is not under attack, the following three conditions hold true:

· Actions of users conform to statistically predictable patterns.

· Actions of users do not include sequences which violate the security policy.

· Actions of every process correspond to a set of specifications which describe what the process is allowed to do.

Systems under attack do not meet at least one of the three conditions. Further, intrusion detection is based upon some assumptions which are true regardless of the approach adopted by the intrusion detection system. These assumptions are:


· There exists a security policy which defines the normal and (or) the abnormal usage of every resource.

· The patterns generated during the abnormal system usage are different from the patterns generated during the normal usage of the system; i.e., the abnormal and normal usage of a system results in different system behavior. This difference in behavior can be used to detect intrusions.

As we shall discuss later, different methods can be used to detect intrusions which make a number of assumptions that are specific only to the particular method. Hence, in addition to the definition of the security policy and the access patterns which are used in the learning phase of the detector, the attack detection capability of an intrusion detection system also depends upon the assumptions made by individual methods for intrusion detection [31]


2.2.2 Components of Intrusion Detection Systems

An intrusion detection system typically consists of three sub systems or components:

· Data Preprocessor – Data preprocessor is responsible for collecting and providing the audit data (in a specified form) that will be used by the next component (analyzer) to make a decision. Data preprocessor is, thus, concerned with collecting the data from the desired source and converting it into a format that is comprehensible by the analyzer Data used for detecting intrusions range from user access patterns (for example, the sequence of commands issued at the terminal and the resources requested) to network packet level features (such as the source and destination IP addresses, type of packets and rate of occurrence of packets) to application and system level behavior (such as the sequence of system calls generated by a process.) We refer to this data as the audit patterns Analyze

· Intrusion Detector – The analyzer or the intrusion detector is the core component which analyzes the audit patterns to detect attacks. This is a critical component and one of the most researched. Various pattern matching, machine learning, data mining and statistical techniques can be used as intrusion detectors. The capability of the analyzer to detect an attack often determines the strength of the overall system

· Response Engine – The response engine controls the reaction mechanism and determines how to respond when the analyzer detects an attack. The system may decide either to raise an alert without taking any action against the source or may decide to block the source for a predefined period of time. Such an action depends upon the predefined security policy of the network.

In [32], the authors define the Common Intrusion Detection Framework (CIDF) which recognizes a common architecture for intrusion detection systems. The CIDF defines four components that are common to any intrusion detection system. The four components are; Event generators (E-boxes), event Analyzers (A-boxes), event Databases (D-boxes) and the Response units (R-boxes). The additional component, called the D-boxes, is optional and can be used for later analysis.


2.3 Classification of Intrusion Detection Systems

Classifying intrusion detection systems helps to better understand their capabilities and limitations. We therefore, present the classification of intrusion detection systems in Figure 1.1.

From Figure 1.1, we observe that for any intrusion detection system, security policy and audit patterns are the two prime information sources. The audit patterns must be analyzed to detect an attack and the security policy defines the acceptable and non acceptable usage of a resource and helps to qualify whether an event is normal or attack. Hence, based on the given classification, an example of an intrusion detection system can be a centralized system deployed on a network with sliding window based data collection which operates in real-time and is based on signature analysis with active response to intrusion.
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                                 Figure 1.1: Classification of Intrusion Detection Systems






2.4 Different Approaches to Implement Intrusion Detection System 

An IDS can be a piece of installed software or a physical appliance that monitors network traffic in order to detect unwanted activity and events such as illegal and malicious traffic, traffic that violates security policy, and traffic that violates acceptable use policies. Intrusion detection system alerts the system administrators when potential hostile traffic is detected. Commercial NIDS have many differences, but Information Systems departments must face the commonalities that they share such as significant system footprint, complex deployment and high monetary cost. In this section we compare the various approaches to implement a Intrusion Detection System such as Data Mining, Decision Trees, Data clustering, Naive Bayes, Artificial Neural Network and Genetic Algorithm.

2.4.1 Data Mining

Generally refers to the process of extracting descriptive models from large stores of data. The rapid development in data mining has made available a wide variety of algorithms, drawn from the fields of statistics, pattern recognition, machine learning, and databases. Several types of algorithms are particularly useful for mining audit data.

Classification: Maps a data item into one of several predefined categories. These algorithms normally output “classifiers”, for example, in the form of decision trees or rules. An ideal application in intrusion detection will be to gather sufficient “normal” and “abnormal” audit data for a user or a program, then apply a classification algorithm to learn a classifier that can label or predict new unseen audit data as belonging to the normal class or the abnormal class.

Link analysis: Determines relations between fields in the database records. Correlations of system features in audit data, for example, the correlation between command and argument in the shell command history data of a user, can serve as the basis for constructing normal usage profiles. A programmer, for example, may have “emacs” highly associated with “C” files.

Sequence analysis: Models sequential patterns. These algorithms can discover what time-based sequence of audit events are frequently occurring together. These frequent event patterns provide guidelines for incorporating temporal statistical measures into intrusion detection models. For example, patterns from audit data containing network-based denial-of-service (DOS) attacks suggest that several per-host and per-service measures should be included.

Data mining approaches for intrusion detection include association rules and frequent episodes, which are based on building classifiers by discovering relevant patterns of program and user behavior. Association rules and frequent episodes are used to learn the record patterns that describe user behavior. These methods can deal with symbolic data, and the features can be defined in the form of packet and connection details [33].



	
2.4.2 In Data Clustering

To create clusters from the input data instances a simple variant of single linkage clustering is used. Although this is not the most effective clustering algorithm, it has the advantage of working in near linear time. The algorithm starts with an empty set of clusters, and generates the clusters with a single pass through the dataset. For each new data instance retrieved from the normalized training set, it computes the distance between it and each of the centroids of the clusters in the cluster set so far. The cluster with the shortest distance is selected, and if that distance is less than some constant W (cluster width) then the instance is assigned to that cluster. Otherwise, a new cluster with the instance as its center is created.

Once the clusters are created from a training set, the system is ready to perform detection of intrusions. Given an instance d, classification proceeds as follows:

· Convert d based on the statistical information of the training set from which the clusters were created. Let d1 be the instance after conversion.

· Find a cluster which is closest to d1 under the metric M (i.e. a cluster in the cluster set, such that for all C1 in S, dist (C, d1) <= dist (C1, d1).

· Classify d1 according to the label of C (either normal or anomalous).

A cluster is found that is closest to d (converted) and gives it that cluster’s classification. Data clustering methods such as the k-means and the fuzzy c-means have also been applied extensively for intrusion detection [34] and [35]. One of the main drawbacks of the clustering technique is that it is based on calculating numeric distance between the observations, and hence, the observations must be numeric. Observations with symbolic features cannot be easily used for clustering, resulting in inaccuracy

2.4.3 Naive Bayes

Classifiers have also been used for intrusion detection. Bayesian network can also be used for intrusion detection. However, they tend to be attack specific and build a decision network based on special characteristics of individual attacks. Thus, the size of a Bayesian network increases rapidly as the number of features and the type of attacks modeled by a Bayesian network increases
.

2.4.4 Decision Trees 
Decision Trees are among the well known machine learning techniques. A decision tree is composed of three basic elements:
· A decision node specifying a test attributes.
· An edge or a branch corresponding to the one of the possible attribute values which means one of the test attribute outcomes.
· A leaf which is also named an answer node contains the class to which the object belongs.

In decision trees, two major phases should be ensured:

· Building the tree: Based on a given training set, a decision tree is built. It consists of selecting for each decision node the ‘appropriate’ test attribute and also to define the class labeling each leaf.

·  Classification: In order to classify a new instance, we start by the root of the decision tree, then we test the attribute specified by this node. The result of this test allows to move down the tree branch relative to the attribute value of the given instance. This process will be repeated until a leaf is encountered. The instance is then being classified in the same class as the one characterizing the reached leaf.

Decision trees have also been used for intrusion detection [34]. The decision trees select the best features for each decision node during the construction of the tree based on some well-defined criteria. One such criterion is to use the information gain ratio.


2.4.5 Some IDS Designers Exploit ANN

IDS Designers Exploit ANN is a pattern recognition technique. Pattern recognition can be implemented by using a feed-forward neural network that has been trained accordingly. During training, the neural network parameters are optimized to associate outputs (each output represents a class of computer network connections, like normal and attack) with corresponding input patterns (every input pattern is represented by a feature vector extracted from the characteristics of the network connection record). When the neural network is used, it identifies the input pattern and tries to output the corresponding class. When a connection record that has no output associated with it
is given as an input, the neural network gives the output that corresponds to a taught input pattern that is least different from the given pattern [36].

The most commonly reported application of neural networks in IDSs is to train the neural net on a sequence of information units, each of which may be an audit record or a sequence of commands. The input to the net consists of the current command and the past w commands (w is the size of window of commands under examination). Once the net is trained on a set of representative command Sequences of a user, it constitutes (learns) the profile of the user and when put in action, it can discover the variance of the user from its profile [38]. Usually recurrent neural networks are used for this purpose. Debar and Zhang et. al. [37], discuss the use of artificial neural networks for network intrusion detection.


2.4.6 Support Vector Machines

Support Vector Machines have also been used for detecting intrusions [39]. Support vector machines map real valued input feature vector to a higher dimensional feature space through nonlinear mapping and can provide real-time detection capability, deal with large dimensionality of data, and can be used for binary-class as well as multiclass classification [40].

2.4.7 Genetic Algorithm

Genetic Algorithm is used to generate artificial intelligence rules for IDS. One network connection and its related behavior can be translated to represent a rule to judge whether or not a real-time connection is considered an intrusion. These rules can be modeled as chromosomes inside the population. The population evolves until the evaluation criteria are met. The generated rule set can be used as knowledge inside the IDS for judging whether the network connection and related behaviors are potential intrusions [41].


2.4.8 Comparison

Data mining methods can deal with symbolic data, and the features can be defined in the form of packet and connection details. However, mining of features is limited to entry level of the packet and requires the number of records to be large and sparsely populated; otherwise, they tend to produce a large number of rules that increase the complexity of the system. 

Data clustering has the advantage of working in near linear time. However they consider the features independently and are unable to capture the relationship between different features of a single record. Naive Bayes Bayesian network tend to be attack specific and build a decision network based on special characteristics of individual attacks. They make strict independence assumption between the features in an observation resulting in lower attack detection accuracy.

 Decision trees generally have high speed of operation and high attack detection accuracy. Neural networks can work effectively with noisy data, but they require large amount of data for training and it is often hard to select the best possible architecture for a neural network. Support vector machines provide real-time detection capability, deal with large dimensionality of data, and can be used for binary-class as well as multiclass classification. In Genetic algorithm both temporal and spatial information of network traffic should be included in the rule set

2.5 Current Network Intrusion Detection Techniques
The importance of network security has grown tremendously and a number of devices have been introduced to improve the security of a network. Network intrusion detection systems (NIDS) are among the most widely deployed such system. Popular NIDS use a collection of signature known security threats and viruses, which are used to scan each packet's payload. Signature based designs have low false positive rates, and they are effective and accurate in combating against the known security threats. However, they remain completely ineffective against those attacks that are yet unknown; these can be combated only after they are detected manually and a signature is created for them.
Since new threats are potentially more lethal, a number of pro-active designs have been proposed, which can detect new security events such as propagation of a new and unknown virus or worm. Such systems accomplish this by creating a profile of normal Internet traffic, and then using this profile to continuously monitor the network activity for suspicious activity. As the system senses an anomaly, or a dramatic change in traffic characteristics, it takes certain actions such as raising an alarm or discarding certain traffic. In this Section we will evaluate a number of current NIDS systems and the algorithms they employ to detect and combat security threats, both from technical and economical perspective.
2.5.1 Signature Based NIDS

A signature based IDS will monitor packets on the network and compare them against a database of signatures or attributes from known malicious threats. Signatures specify a combination of packet header and packet content inspection rules to identify the anomalous traffic flows. Packet header rule consists of a filter on packets 5-tuple (source and destination IP addresses and ports); content inspection rule consist of a string or regular expressions pattern that has to be matched against the packet payload. While packet header matching requires classification techniques that can be implemented using Ternary Content Addressable Memories (TCAM), pattern matching requires deep packet inspection that involves scanning every byte of the packet payload. Traditionally, patterns have been specified as exact match strings. Naturally, due to their wide adoption and importance, several high speed and efficient string matching algorithms have been proposed recently. These often employ variants of the standard string matching algorithms such as Aho-Corasick [42], Commentz-Walter [43], and Wu-Manber [44], and use a preprocessed data-structure to perform high-performance matching. Among these, Aho-Corasick has been adopted most widely
[bookmark: sec3.1]2.5.1.1 Aho-Corasick Algorithm
One of the earliest and efficient algorithms in exact multi-pattern string matching is due to Aho-Corasick [42]; a number of recent systems use this technique. The algorithm enables string matching in a time linear in the size of the input. Aho-Corasick builds a finite automaton from the strings, whose structure is similar to a trie, and encodes all the strings to be searched in multiple stages. The construction begins with an empty root node which represents no partial match; subsequently nodes are added for each character of the pattern to be matched, starting at the root node and going to the end of the pattern. The strings that share a common prefix also shares a corresponding set of parent nodes in the trie. Beyond this, there are two variants of Aho-Corasick: deterministic and non-deterministic. In the non-deterministic version, the state machine trie is traversed beginning at the root node and failure pointers are added from each node to the longest prefix of that node which also leads to a valid node in the trie. Figure 2, illustrates a simple example. There are four strings: phone, telephone, test, and elephant. The automaton consists of 25 nodes in total. The bold transitions are normal ones, while the dotted ones are failure transitions. The operation of this non-deterministic implementation is straightforward. For any given input character in any given state, the character is consumed if a normal transition for the character is present at the state; else the failure transition is taken. Due to the construction, whenever a failure transition is taken the current input character is not consumed, and the failure transitions are used recursively until the character is consumed with a normal transition. It is easy to show via amortized analysis that only two state traversals per character of input string are required to consume any given input data.
[image: ]
Figure 2.1: Aho-Corasick automaton for the four strings test, telephone, phone and elephant. Gray indicates accepting node. Dotted lines are failure transitions 

[bookmark: sec3.2]  2.5.1.2 Regular Expressions Signatures
In [45], authors note that regular expressions might prove to be fundamentally more efficient and flexible as compared to exact-match strings when specifying signatures for NIDS. The flexibility is due to the high degree of expressiveness achieved by using character classes, union, optional elements, and closures, while the efficiency is due to the effective schemes to perform pattern matching. Open source NIDS systems, such as Snort and Bro, today use regular expressions to specify rules. Regular expressions are also the language of choice in several commercial NIDS products, such as Tipping Point X505 [46] from 3Com and a family of network security appliances from Cisco Systems. Additionally, layer 7 filters based on regular expressions are available for the Linux operating system.

The most popular representation of regular expressions is finite state automata [47]. There are two primary kinds: Deterministic Finite Automaton (DFA) and Non-deterministic Finite Automaton (NFA). A DFA consists of an alphabet, which is a finite set of input symbols, a finite set of states, an initial state and a transition function, which specifies the transition from every state for every symbol in the alphabet. In networking applications, the alphabet generally consists of 256 ASCII characters. A key property of DFA is that in any given state, the transition function returns a single next state for any given input symbol; thus at any time, only one state is active in a DFA. The distinction between a NFA and a DFA lies in their transition function: instead of returning a single next state, the transition function of a NFA returns a set of states, which may be an empty set. Thus, multiple states can be simultaneously active in a NFA.




[bookmark: sec4]2.5.2. Anomaly Detection based NIDS

With the description of signature based NIDS, we now focus on anomaly detection for NIDS. Although not yet commercially available, these have been hailed as the future of the NIDS design. The key to the value and effectiveness of anomaly based NIDS is that they can automatically infer attacks which are yet unknown, and therefore undetectable by signature based NIDS. An anomaly detection technique generally consists of two different steps: the first step is called training phase wherein a normal traffic profile is generated; the second phase is called anomaly detection, wherein the learned profile is applied to the current traffic to look for any deviations. A number of anomaly detection mechanisms have been proposed recently to detect such deviations, which can be categorized into statistical methods, data-mining methods and machine learning based methods. We present a brief description of each of them, and introduce some well known and recent algorithms in each category.
[bookmark: sec4.1]2.5.2.1 Statistical Anomaly Detection
A large number of statistical schemes assume that an anomaly will result in the deviation of certain traffic characteristics from normal, in terms of the volume (number of bytes, packets, a certain set of IP addresses or ports) [48]. Such volume based schemes are successful in identifying large traffic changes such as bandwidth flooding attacks.
A number of alternative schemes argue that volume based schemes might not be effective if the attacker is smart enough to keep the disruptions caused by the attacks below certain levels. For example, an attacker can simply reduce the rate at which it is scanning ports, thereby keeping the traffic volume more or less unaffected. Therefore a number of algorithms aim at detecting fine changes in the behavior of traffic and/or the relative distributions of various traffic characteristics. Authors in [49] have proposed to use entropy as a tool to summarize various traffic features. They show that the analysis of the traffic feature distributions can lead to sophisticated and fairly accurate detection mechanism. It will enable a highly sensitive detection of a wide range of anomalies, which will augment the detections made by the volume-based methods. Authors in [50] [51] propose to use address correlation properties to detect anomalies. Such a scheme examines the packet headers rather than the packet payload, to look for the correlation between various header fields using the wavelet analysis.
Statistical anomaly detection engines can be added to the signature based systems, in order to automatically detect unknown attacks and possible generate a signature. SPADE (Statistical Packet Anomaly Detection Engine) is one such system than can be added to the Snort, however the current version lead to very high false positive rates.
[bookmark: sec4.2]2.5.2.2 Machine Learning to Detect Anomalies
Machine learning is an algorithmic method wherein an application automatically learns from the input and the feedbacks to improve its performance over time. Unlike statistical methods, which aims at determining the deviations in traffic features, machine learning based methods aims at detecting anomalies using some mechanism, and then based upon false positive or not, improving the mechanism.

One of the widely used such method is based upon Bayesian network model. Bayesian network is a graphical model which assigns probabilistic relationship between various variables of interest. Such a model can determine interdependencies between variables in the events of small data loss; additionally they can also predict the future interdependencies. In [52] the authors have applied Bayesian networks to detect anomalies on burst of traffic. They have demonstrated that the resulting system can detect DDoS attacks that will otherwise go undetected if each of the attack components is examined separately. Bayesian networks have also been used to aggregate and suppress alarms which ease the life of the administrators. In [53], the authors propose a multi-sensor Fusion approach where the outputs collected from different sensors are uniquely aggregated to produce a single alarm.
[bookmark: sec4.3]2.5.2.3 Data Mining Algorithms to Detect Anomalies
Data mining consists of an advanced set of techniques, that essentially takes a set of data as input and detects the patterns and deviations which is otherwise difficult to detect. Thus, it becomes natural choice to not only detect anomalies, but also to construct the profiles of normal traffic. A number of data mining techniques have been applied.
Fuzzy logic algorithms have been employed to use a set of fuzzy sets and rules. In FIRE [54], the authors propose to use relatively simple data mining techniques to process the network data and generate a set of fuzzy rules for every feature under observation that will detect individual attacks based on each of the features. FIRE fails to establish any standard model that will represent the current system state; it rather relies on the attack specific rules for the detection. Genetic algorithms, which find approximate solutions to the optimization and search problems, have also been used in anomaly detection. These algorithms are often used to specific features to detect deviations from the normal profile, and based upon the false positive responses, they are also used to fine tune the parameters. Clustering has also been employed to detect anomalies. Clustering is a detection technique to find patterns in data with multiple dimensions. Clustering based system significantly cuts on the amount of training information that must be fed in order to detect anomalies. Some well known clustering based algorithms are MINDS [55], and [56].

2.5.3 Misuse Detection 

Misuse detection is considered complementary to anomaly detection. The rationale is that known attack patterns can be detected more effectively and efficiently by using explicit knowledge of them. Thus, misuse detection systems look for well-defined patterns of known attacks or vulnerabilities; they can catch an intrusive activity even if it is so negligible that the anomaly detection approaches tend to ignore it. The major problem in misuse detection is how to represent known patterns of attacks. 
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Two most significant motives to launch attacks as described in [3] are, either to force a network to stop some service(s) that it is providing or to steal some information stored in a network. An intrusion detection system must be able to detect such anomalous activities. However, what is normal and what is anomalous is not defined, i.e., an event may be considered normal with respect to some criteria, but the same may be labeled anomalous when this criterion is changed. Hence, the objective is to find anomalous test patterns which are similar to the anomalous patterns which occurred during training. The underlying assumption is that the evaluating criterion is unchanged and the system is properly trained such that it can reliably separate normal and anomalous events.


3.1 Conditional Random Fields: Probabilistic Models for Segmenting and    Labeling Sequence Data 

Conditional random fields [57], a framework for building probabilistic models to segment and label sequence data. Conditional random fields offer several advantages over hidden Markov models and stochastic grammars for such tasks, including the ability to relax strong independence assumptions made in those models. Conditional random fields also avoid a fundamental limitation of maximum entropy Markov models (MEMMs) and other discriminative Markov models based on directed graphical models, which can be biased towards states with few successor states.

The need to segment and label sequences arises in many different problems in several scientific fields. Hidden Markov models (HMMs) and stochastic grammars are well understood and widely used probabilistic models for such problems. In computational biology, HMMs and stochastic grammars have been successfully used to align biological sequences, find sequences homologous to a known evolutionary family, and analyze RNA secondary structure (Durbin et al., 1998). In computational linguistics and computer science, HMMs and stochastic grammars have been applied to a wide variety of problems in text and speech processing, including topic segmentation, part-of-speech (POS) tagging, information extraction, and syntactic disambiguation (Manning & Schulte, 1999). 

HMMs and stochastic grammars are generative models, assigning a joint probability to paired observation and label sequences; the parameters are typically trained to maximize the joint likelihood of training examples. To define a joint probability over observation and label sequences, a generative model needs to enumerate all possible observation sequences, typically requiring a representation in which observations are task-appropriate atomic entities, such as words or nucleotides. In particular, it is not practical to represent multiple interacting features or long-range dependencies of the observations, since the inference problem for such models is intractable.



This difficulty is one of the main motivations for looking at conditional models as an alternative. A conditional model specifies the probabilities of possible label sequences given an observation sequence. Therefore, it does not expend modeling effort on the observations, which at test time are fixed anyway. Furthermore, the conditional probability of the label sequence can depend on arbitrary, non independent features of the observation sequence without forcing the model to account for the distribution of those dependencies. The chosen features may represent attributes at different levels of granularity of the same observations (for example, words and characters in English text), or aggregate properties of the observation sequence (for instance, text layout). The probability of a transition between labels may depend not only on the current observation, but also on past and future observations, if available. In contrast, generative models must make very strict independence assumptions on the observations, for instance conditional independence given the labels, to achieve tractability. 

Maximum entropy Markov models (MEMMs) are conditional probabilistic sequence models that attain all of the above advantages (McCallum et al., 2000). In MEMMs, each source state1 has a exponential model that takes the observation features as input, and outputs a distribution over possible next states. These exponential models are trained by an appropriate iterative scaling method in the maximum entropy framework. Previously published experimental results show MEMMs increasing recall and doubling precision relative to HMMs in a FAQ segmentation task.

MEMMs and other non-generative finite-state models based on next-state classifiers, such as discriminative Markov models (Bottou, 1991), share a weakness we call here the label bias problem: the transitions leaving a given state compete only against each other, rather than against all other transitions in the model. In probabilistic terms, transition scores are the conditional probabilities of possible next states given the current state and the observation sequence. This per-state normalization of transition scores implies a “conservation of score mass” (Bottou, 1991) whereby all the mass that arrives at a state must be distributed among the possible successor states. An observation can affect which destination states get the mass, but not how much total mass to pass on. This causes a bias toward states with fewer outgoing transitions. In the extreme case, a state with a single outgoing transition effectively ignores the observation. In those cases, unlike in HMMs, Viterbi decoding cannot downgrade a branch based on observations after the branch point, and models with state transition structures that have sparsely connected chains of states are not properly handled. The Markovian assumptions in MEMMs and similar state-conditional models insulate decisions at one state from future decisions in a way that does not match the actual dependencies between consecutive states.

This paper introduces conditional random fields (CRFs), a sequence modeling framework that has all the advantages of MEMMs but also solves the label bias problem in a principled way. The critical difference between CRFs and MEMMs is that a MEMM uses per-state exponential models for the conditional probabilities of next states given the current state, while a CRF has a single exponential model for the joint probability of the entire sequence of labels given the observation sequence. Therefore, the weights of different features at different states can be traded off against each other. We can also think of a CRF as a finite state model with un normalized transition probabilities. However, unlike some other weighted finite-state approaches (LeCun et al., 1998), CRFs assign a well-defined probability distribution over possible labeling, trained by maximum likelihood or MAP estimation. Furthermore, the loss function is convex, guaranteeing convergence to the global optimum. CRFs also generalize easily to analogues of stochastic context-free grammars that would be useful in such problems as RNA secondary structure prediction and natural language processing.


3.2 Collaborative Intrusion Detection System (CIDS): A Framework for
      Accurate and Efficient IDS 

In this paper, we present the design and implementation of a Collaborative Intrusion Detection System (CIDS) for accurate and efficient intrusion detection in a distributed system [58]. CIDS employs multiple specialized detectors at the different layers – network, kernel and application – and a manager based framework for aggregating the alarms from the different detectors to provide a combined alarm for an intrusion. The premise is that a carefully designed and configured CIDS can reduce the incidence of false alarms and missed alarms compared to individual detectors, without a substantial degradation in performance. In order to validate the premise, we present the design and implementation of a CIDS which employs Snort, a network level IDS, Libsafe, an application level IDS, and a new kernel level IDS called Sysmon. The system has a manager to which the detectors communicate their alarms using a secure message queue. The manager has a graph-based and a Bayesian network based aggregation method for
combining the alarms to finally come up with a decision about the intrusion. The system is evaluated using a web-based electronic store front application and under three different classes of attacks – buffer overflow, flooding and script-based attacks. The experiments are conducted to measure the performance degradation between the baseline system with no detection and CIDS with the three detectors and the manager. The results show degradations of 3.9% and 6.3% under normal workload and a buffer overflow attack respectively. Experiments are then conducted to explore the cases of false alarms and missed alarms with a normal transaction and 7 different attack cases corresponding to the 3 attack classes. The results show that the normal workload generates false alarms for Snort. Also the experiments produce missed alarms for all the elementary detectors. CIDS does not flag the false alarm and reduces the incidence of missed alarms to 1 of the 7 cases. CIDS can also be used to measure the propagation time of an intrusion which is useful in choosing an appropriate response strategy. Timing measurements are conducted to illustrate the point.


3.3 Application Layer Intrusion Detection for SQL Injection 

SQL injection [59] attacks potentially affect all applications, especially web applications that utilize a database backend. While these attacks are generally against the applications and not the database directly, there are some techniques that can be deployed to mitigate the risk at the database server. Database intrusion detection systems are often based on signatures of known exploits and honey tokens, traps set in the database. This paper examines the threat from SQL injection attacks, the reasons traditional database access control is not sufficient to stop them, and some of the techniques used to detect them. Moreover, it proposes a model for an anomalous SQL detector which observes the database traffic from the perspective of the database server itself. The proposed anomaly model can be used in conjunction with the existing methods to give the database server a way to mitigate the SQL injection risk that is a major application.

SQL injection is a technique often used to exploit data base systems through vulnerable web applications. The technique allows the attacker to not only steal the entire contents of relational databases but also, in many cases, to make arbitrary changes to both the database schema and the contents. Relational database server products have no mechanism to deal with SQL injection as the problem is rooted not in the database server itself but in vulnerable applications with excessive privileges granted to users. In most cases, a victim of an SQL injection attack does not even know that information is compromised until long after the attack has passed. Perhaps he may receive an angry e-mail from a customer who found his credit card number stolen or from the attacker himself seeking some form of blackmail .In many instances, victims are unaware that their confidential data has been stolen or compromised. While the details of SQL injection attacks vary among implementations of relational database systems (RDBMS), both commercial and open source RDBMSs are potentially susceptible to attack.

Most SQL injection attacks are executed through an application that takes user-supplied input for query parameters. The attacker supplies a carefully crafted string to form a new query with results very different from what the application developer intended. For example, consider a script on a web site that takes a search parameter like Zip code to return selected results from a database.

 A very simple attack may be possible by simply providing something, like “1 OR 1=1” in the text field, which causes the SQL server to return all records from a particular table. An attacker can often gain access to anything available with the script’s privileges, which is often full access to one or more databases. While SQL injection attacks could be executed against any application, web applications are the most commonly vulnerable. The attacker can easily explore a site for vulnerabilities without being caught or having to work through sophisticated network intrusion techniques as most prospective targets leave their web site applications wide open. 

Fire walls and traditional network intrusion detection systems are useless against SQL injection since it is an application exploit that in most cases is indistinguishable from expected use. Some signature-based detection systems have been developed for web servers to protect vulnerable scripts from malicious input. However, these signature-based systems are inherently susceptible to evasion methods that take advantage of the expressiveness of the SQL language or alternate character encodings. Remarkably, writing scripts that are not vulnerable to SQL injection is as simple as passing all user-provided text through a string escaping function prior to use as a parameter in an SQL statement.

 As past experience has shown, vulnerable scripts are everywhere.SQL injection affects every database on every platform. Attacks can be used to gain information disclosure, to bypass authentication mechanisms, to modify the database, and, in some cases, to execute arbitrary code on the database server itself! This paper will examine ways to build an intrusion detection system specifically designed to be situated at the database server level to detect SQL injection attacks.


3.4 An Introduction to Graphical Probabilistic Model 

In this section, some well-known probabilistic models are discussed. Conditional Random Fields are founded on the underlying ideas and concepts of these approaches. The Naive Bayes Model is an approach to classify single class variables independence of several feature values. In that model, the input values are assumed to be conditionally independent. It is a so called generative approach, modeling the joint probability p(y; ~x) of the input values ~x and the class variable y. The Hidden Markov Model is an extension to the Naive Bayes Model for sequentially structured data also representing the dependencies of the variables ~x and ~y as a joint probability distribution. Modeling joint probabilities has disadvantages due to computational complexity.

The Maximum Entropy Model, in contrast, is based on modeling the conditional probability p(y|x). Like the Naive Bayes Model, it is an approach to classify a single class variable in dependence of several feature values. The difference is the consideration of conditional probability p (y|x) instead of the joint probability. While a Hidden Markov Model is a sequential extension to the Naive Bayes Model, Conditional Random Fields can be understood as a sequential extension to the Maximum Entropy Model. Both Maximum Entropy Models and Conditional Random Fields are known as discriminative approaches.
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Figure3.1:   Overview of probabilistic models: Naive Bayes Model (NB), Hidden Markov Model (HMM), Maximum Entropy Model (ME), and Conditional Random Field (CRF). 


3.5.1 Naïve Bayes Model 

 Naive Bayes[64] 
classifier is a well known directed graphical model which is frequently used to   determine the class label for a given observation. The naive Bayes classifier is represented in figure  
                 [image: ]
                 Figure3.2: Naïve Bayes Classifier

A conditional probability model is a probability distribution p (y|~x) with an input vector 
~x = (x1… xm), where xi (1 <= i <= m) are features and y is the class variable to be predicted. That probability can be formulated with Bayes' law:

                                                   p (y|~x) = p(y).p(~x|y)                                            
                                                                       p (~x) 

The denominator p(~x) is not important for classification as it can be understood as a normalization constant which can be computed by considering all possible values for y.
The numerator can also be written as a joint probability

                                                               p (y).p(~x|y) = p(y; ~x) 

which can be too complex to be computed directly (especially when the number of a component in ~x is high). In practice, it is often assumed, that all input variables xi are conditionally independent of each other which is known as the Naive Bayes assumption.


3.5.2 Hidden Markov Models 

In the Naive Bayes Model, only single output variables have been considered. To predict a sequence of class variables ~y = (y1… yn) for an observation sequence ~x = (x1... xn), a simple sequence model can be formulated as a product over single Naive Bayes Models. Dependencies between single sequence positions are not taken into account. Note that in contrast to the Naive Bayes Model there is only one feature at each sequence position, namely the identity of the respective observation:

                             [image: ]
Each observation xi depends only on the class variable yi at the respective sequence position. Due to this independence assumption, transition probabilities from one step to another are not included in this model. In fact, this assumption is hardly ever met in practice resulting in limited performance of such models. Thus, it is reasonable to assume that there are dependencies between the observations at consecutive sequence positions. To model this, state transition probabilities are added:
                                  [image: ]

This leads to the well-known Hidden Markov[ 65] model in figure 
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  Figure 3.3:      Hidden Markov model
3.5.3 Maximum Entropy Model

The Maximum Entropy Model is a conditional probability model. It is based on the Principle of Maximum Entropy (Jayne’s, 1957) which states that if incomplete information about a probability distribution is available, the only unbiased assumption that can be made is a distribution which is as uniform as possible given the available information. Under this assumption, the proper probability distribution is the one which maximizes the entropy given the constraints from the training material. For the conditional model p(y|x) the conditional entropy H(y|x) is applied, which is  defined as:
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The set Z = X x Y consists of X, the set of all possible input variables x, and Y, the set of all possible output variables y. Note that Z contains not only the combinations of x and y occurring in the training data, but all possible combinations.

The basic idea behind Maximum Entropy Models [66] is to find the model p(y|
x) which on the one hand has the largest possible conditional entropy but is on the other hand
still consistent with the information from the training material. The objective function, later referred to as primal problem, is thus

       [image: ]

Thus the maximum entropy model is represented as in figure


[image: ]
Figure3.4: Maximum Entropy Model


3.5.4. Linear Chain Conditional Random Field 

In the previous section, some well-known probabilistic models were discussed from a mathematical perspective. Moreover, the graphical representation, which characterizes the underlying probability distribution of the model, was shown. 
A Hidden Markov Model can be understood as the sequence version of a Naive Bayes Model: instead of single independent decisions, a Hidden Markov Model models a linear sequence of decisions. 
Accordingly, Conditional Random Fields [67][68][69][70] can be understood as the sequence version of Maximum Entropy Models that means they are also discriminative models. Furthermore, in contrast to Hidden Markov Models, Conditional Random Fields are not tied to the linear-sequence structure but can be arbitrarily structured. In the following, the idea and theoretical foundation of Conditional Random Fields is illustrated. First, a general formulation of Conditional Random Fields is given followed by an in-depth discussion of the most popular form of CRFs, those with a linear sequence structure. A main focus is aspects of training and inference. This section closes with a short discussion of arbitrarily structured CRFs.


Introduced by Lafferty et al. (2001), Conditional Random Fields (CRF) are probabilistic models for computing the probability p(~y|~x) of a possible output ~y = (y1; : : : ; yn) Yn given the input ~x = (x1; : : : ; xn)  Xn which is also called the observation. A CRF in general can be derived from formula 
[image: ]


A conditional random field (CRF)is a type of discriminative undirected probabilistic graphical model. It is most often used for labeling or parsing of sequential data, such as natural language text or biological sequences[1] and computer vision[2] . Specifically, CRFs find applications in shallow parsing[3] , named entity recognition[4] and gene finding, among other tasks, being an alternative to the related hidden Markov models. In computer vision, CRFs are often used for image segmentation, object recognition and as a general approach to combine features from different sources. The graphical representation of the conditional field is shown figure 


[image: ]
Figure3.5: Graphical Representation of Conditional Random Field
3.6 Evaluation Metrics for the intrusion detection 
Evaluating different methods for detecting intrusions is important. The intrusion detection problem is an example of a problem with imbalanced classes, i.e., the number of instances in the two classes “normal” and “attack” are not equally distributed. The number of attacks is very low when compared with the total number of normal events. Note that in the case of the DoS attacks; the amount of attack traffic is extremely large compared to the normal traffic. Hence, evaluating intrusion detection systems using a simple accuracy metric may result in very high accuracy even if no attacks are detected and the system simply predicts all the events as normal [64]. Hence, other metrics such as the precision, recall and F-measure must be used for evaluating intrusion detectors.
 
          (1) Precision   =                            Number of true positives
                                                Number of true positives + Number of false positives.



            (2) Recall       =                             Number of true positives
                                                Number of true positives + Number of false negatives.


Hence, a system must have high precision (i.e., it must detect only attacks) and high recall (i.e., it must detect all attacks). The two metrics can be combined and a single metric, F-measure, can be used, which is defined as


         (3)     F-measure =                        (1 + beta) *Precision *Recall       
                                                                   Beta ^2(Precision + Recall)


In addition to evaluating the attack detection capability of the detector, the time taken to detect an attack is also significant. The time performance is generally measured for the time taken by the intrusion detector to detect an attack from the time the audit patterns are fed into the detector. This is sufficient for comparison when different methods use exactly the same data for analysis; however, it does not represent the efficiency of the intrusion detection system as the time taken in collecting and pre-processing the audit patterns is not considered. Hence, total time must be measured, which is the time from the point when intrusion actually started to the point in time when the response mechanism is activated.





Chapter 4
Proposed System
[image: ]

Our approach to for the Intrusion Detection uses the Probabilistic graphical model called the linear chain conditional random field. We present a linear chain conditional random fields, a framework for building probabilistic models to segment and label sequence data. Conditional random fields offer several advantages over hidden Markov models and stochastic grammars for such tasks, including the ability to relax strong independence assumptions made in those models. Conditional random fields also avoid a fundamental limitation of maximum entropy Markov models (MEMMs) and other discriminative Markov models based on directed graphical models, which can be biased towards states with few successor states. Consider a scenario where a hidden process is generating observables. A linear chain conditional random field (CRF) is a type of discriminative probabilistic model most often used for the labeling or parsing of sequential data, such as natural language text or biological sequences.

The CRFs can be effective in improving the attack detection accuracy by reducing the number of false alarms. Hence, a natural choice is to build a system that is accurate in detecting attacks and efficient in operation. The details regarding the CRF we have already covered in chapter 3.

4.1 Advantages of Linear Chain Conditional Random Field. 

· Gives very few false alarms.
· Detects most of the attacks.
· Copes with large amount of data.
· Fast enough to make Real-time decisions.
· System is accurate in detecting attacks. 

4.2 Application of Linear Chain Conditional Random Field

· Shallow parsing.
· Naming entity recognition.
· Object recognition.
· Gene finding.
· Natural language Processing.
· Speech recognition.
· Object categorization 
· Information extraction.
· Relational learning.
· Signal processing.

4.2 Proposed System Architecture
The process of the design implemented with the system architecture view comprises of the parts of the project work that encapsulates all modules ranging from module to module communication, setting initializations and system. 
[image: ]
Figure4.1: System Architecture

The system architecture consists of the normal user called the authenticated user and the intruder called the unauthenticated user and the four classes of attacks the Probe attack, Dos attack, Remote attack or the SQL injection attack and the User to root attack. The technique which is used is the linear chain Conditional Random field for the intrusion detection.

A web application of the Medicine Shop is build in java swing which has the medicine related database. All the medicine is available in this data base entered by the authenticated user, the database is created by the help of a medicine shop. 


4.3 Modules of the System

· Technique used:  Linear Chain Conditional random field 

A linear chain Conditional models[71][72][73][74] are probabilistic systems which are used to model the conditional distribution over a set of random variables. Such models have been extensively used in natural language processing tasks and computational biology. Conditional models offer a better framework as they do not make any unwarranted assumptions on the observations and can be used to model rich overlapping features among the visible observations .The prime advantage of conditional random fields is that they are discriminative models which directly model the conditional distribution p (y|x). 

Further, conditional random fields are undirected models and free from label bias and observation bias which are present in other conditional models. Conditional random fields, thus, offer us the required framework to build effective intrusion detection systems. The task of intrusion detection can be compared to many problems in machine learning, natural language processing and bio-informatics such as gene prediction, determining secondary structures of protein sequences, part of speech tagging, text segmentation, shallow parsing, named entity recognition, object recognition and many others. The details regarding the conditional random field is mentioned in chapter 3 the definition and the algorithm.

· Layered framework for intrusion detection

The LIDS draws its motivation from what we call as the Airport Security model, where a number of security checks are performed one after the other in a sequence. Similar to this model, the LIDS represents a sequential Layered Approach and is based on ensuring availability, confidentiality, and integrity of data and (or) services over a network. 

The goal of using a layered model is to reduce computation and the overall time required to detect anomalous events. The time required to detect an intrusive event is significant and can be reduced by eliminating the communication overhead among different layers. This can be achieved by making the layers autonomous and self-sufficient to block an attack without the need of a central decision-maker. Every layer in the LIDS framework is trained separately and then deployed sequentially. 

We define four layers that correspond to the four attack groups mentioned in the data set. They are Probe layer, DoS layer, R2L layer, and U2R layer. Each layer is then separately trained with a small set of relevant features. In order to make the layers independent, some features may be present in more than one layer. The layers essentially act as filters that block any anomalous connection, thereby eliminating the need of further processing at subsequent layers enabling quick response to intrusion. The effect of such a sequence of layers is that the anomalous events are identified and blocked as soon as they are detected. 

Anomaly and hybrid intrusion detection systems typically employ various data mining and machine learning based approaches which are inefficient when compared to the signature based systems which employ pattern matching. Hence, it becomes critical to search for methods which can be used to build efficient anomaly and hybrid intrusion detection systems. However, given that the present networks are prone to a wide variety of attacks, using a single system would not only degrade performance but will also be less effective in attack detection.

Consider for example, a single network intrusion detection system which is deployed to detect every network attack in a high speed network. A network is prone to different types of attacks such as the Denial of Service (DoS), Probe and others. We note that the DoS and Probe attacks are different and require different features for their effective detection. When same features are used to detect the two attacks the accuracy decreases. It also makes the system bulky which affects its speed of operation. Hence, for effective attack detection, a network intrusion detection
system must differentiate between different types of attacks. Thus, using a single system is not available option. One possible solution is having a number of sub systems each of which is specific in detecting a single category of attack (such as DoS, Probe and others). This is not only more effective in detecting individual classes of attacks, but it also results in an efficient system. The number of sub systems to be used can be determined by analyzing the potential risks and the
availability of resources at individual installations.
	
Layered framework for building efficient anomaly and hybrid intrusion detection systems where different layers in the system are trained independently to detect different type of attacks with high accuracy.  In the Layered framework a network intrusion detection system may consist of four layers, where the layers correspond to four different attack classes; Denial of Service, Probe, Remote to Local and User to Root.


[image: ]
              
Figure 4.2: Once the connection started between the client and server, each and every access to application is monitored in all the layers.                                                 
                                                                                



 A network is prone to a wide variety of attacks; it is often not feasible to add a separate layer to detect every single attack. However, a number of similar attacks can be grouped together and represented as a single attack class. Every layer in this framework corresponds to a sub system which is trained independently to detect attacks belonging to a single attack class. As a result, the
total number of layers in our framework remains small. For example, both, ‘Smurf’ and ‘Neptune’ result in Denial of Service and, hence, can be detected at a single layer rather than at two different layers.






· Feature selection for the each layer or attack 

In our system, every layer is separately trained to detect a single type of attack category. We observe that the attack groups are different in their impact, and hence, it becomes necessary to treat them differently. Hence, we select features for each layer based upon the type of attacks that the layer is trained to detect.


PROBE ATTACK

The probe attacks are aimed at acquiring information about the target network from a source that is often external to the network. Hence, basic connection level features such as the “duration of connection” and “source bytes” are significant while features like “number of files creations” and “number of files accessed” are not expected to provide information for detecting probes. In a Denial of Service (DoS) attack, the attacker makes some computing or memory resource too busy, or too full, to handle legitimate users’ requests. But before an attacker launches an attack on a given site, the attacker typically probes the victim’s network or host by searching these networks and hosts for open ports. This is done using a sweeping process across the different hosts on a network and within a single host for services that are up by probing the open ports. This is referred to as Probe attacks.


DENIAL OF SERVICE ATTACK 

The DoS attacks are meant to force the target to stop the service(s) that is (are) provided by flooding it with illegitimate requests. Hence, for the DoS layer, traffic features such as the “percentage of connections having same destination host and same service” and packet level features such as the “source bytes” and “percentage of packets with errors” are significant. To detect DoS attacks, it may not be important to know whether a user is “logged in or not.” 

A denial-of-service attack (DoS attack) or distributed denial-of-service attack (DDoS attack) is an attempt to make a computer resource unavailable to its intended users. Although the means to carry out, motives for, and targets of a DoS attack may vary, it generally consists of the concerted efforts of person or persons to prevent an Internet site or service from functioning efficiently or at all, temporarily or indefinitely. Perpetrators of DoS attacks typically target sites or services hosted on high-profile web servers such as banks, credit card payment gateways, and even root name servers.

 One common method of attack involves saturating the target machine with external communications requests, such that it cannot respond to legitimate traffic, or responds so slowly as to be rendered effectively unavailable. In general terms, DoS attacks are implemented by either forcing the targeted computer(s) to reset, or consuming its resources so that it can no longer provide its intended service or obstructing the communication media between the intended users and the victim so that they can no longer communicate adequately.



USER TO ROOT ATTACK 

The U2R attacks involve the semantic details that are very difficult to capture at an early stage. Such attacks are often content based and target an application. Hence, for U2R attacks, we selected features such as “number of file creations” and “number of shell prompts invoked,” while we ignored features such as “protocol” and “source bytes.” There are several different types of User-to-Root attacks. The most common is the buffer overﬂow. Buffer overﬂows occur when a program copies data into a buffer smaller than the data without checking the size of the buffer. Excess data overﬂows the buffer and overwrites existing program data on the stack. When a function call is made, several pieces of information are pushed onto the stack to restore the state of the program after the function returns. First, the arguments to the function are pushed onto the stack. Then the return address is written to the stack which contains the location of the next program instruction to be executed after the function returns. 

Finally, the old stack frame pointer is added to the stack and space is allocated for local variables of the function. Suppose the ﬁrst local variable is an array of length 10 bytes. Space for the array would be allocated and data would be written to it in the direction of the previous items pushed onto the stack. Data copied into the array greater than 10 bytes long would overwrite the stack frame pointer, the return address, etc.

 Overwriting the return address changes what program instruction is executed next. By overwriting the buffer with carefully constructed data, an attacker can make the program jump to any address in memory. A typical attack writes executable code in the ﬁrst part of the buffer and overwrites the return address variable to point back to the ﬁrst part of the buffer, thereby executing the attacker’s code. Buffer overﬂows become dangerous when they exist in programs that run with root privileges (suid).

REMOTE TO LAYER ATTACK

 The R2L attacks are one of the most difficult to detect as they involve the network level and the host level features. We therefore selected both the network level features such as the “duration of connection” and “service requested” and the host level features such as the “number of failed login attempts” among others for detecting R2L attacks. SQL injection attacks potentially affect all applications, especially web applications that utilize a database backend. While these attacks are generally against the applications and not the database directly, there are some techniques that can be deployed to mitigate the risk at the database server.

Most SQL injection attacks are executed through an application that takes user-supplied input for query parameters. The attacker supplies a carefully crafted string to form a new query with results very different from what the application developer intended. For example, consider a script on a web site that takes a search parameter like Zip code to return selected results from a database. 

A very simple attack may be possible by simply providing something, like “1 OR 1=1” in the text field, which causes the SQL server to return all records from a particular table. An attacker can often gain access to anything available with the script’s privileges, which is often full access to one or more databases. While SQL injection attacks could be executed against any application, web applications are the most commonly vulnerable. The attacker can easily explore a site for vulnerabilities without being caught or having to work through sophisticated network intrusion techniques as most prospective targets leave their web site applications wide open.

OTHER FEATURES USED
1- Protocol type – TCP/IP.
2- Flag – true or false.
3- Src_bytes – file length.
4- Count – no. of times service inserted.
5- Service – access to application.
6- Num_failed_logins – login failed. 
7- Logged in – checks whether logged in.
8- Num_root – file size.


INTRUSION CARRIED OUT IN EACH LAYER
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4.4  Algorithm Implemented
       Training        
Step 1: Selecting the layers “n” for the complete system.
Step 2: Separately perform features selection for each layer
· Username and password of client is registered in the admin for the probe layer.
· Number of request threshold defined for the dos layer.
· Defining the Maximum size of a data can be processed in the server for user to remote layer.
· Remote to local layer setting are predefined in the system.
Step 3: Train a separate model with CRFs for each layer using the features selected from Step 2.

Step 4: Plug in the trained models sequentially such that only the connections labeled as   
            normal are passed to the next layer

     Testing
Step 5: For each (next) test instance perform Steps 6 through 9.

· Probe layer: Client username and password as been checked in the database.
· Dos Layer: Number of request of a client is compared with threshold.
· User to remote: Size of an uploaded byte has been analyzed.
· Remote to local: SQL injection is detected.

Step 6: Test the instance and label it either as attack or normal.

Step 7: If the instance is labeled as attack, block it and identify it as an attack represented by the  
           layer name at which it is detected and go to Step 5. Else pass the sequence to the next   
           layer.

Step 8: If the current layer is not the last layer in the system, test the instance and go to Step 7.  
           else go to Step 9.

Step 9: Test the instance and label it either as normal or as an attack. If the instance is labeled as   
           an attack, block it and identify it as an attack corresponding to the layer name.





  Chapter 5
  Implementation and Experimental Results
[image: ]

The objective of the project is to detect the four class of attack the DoS attack, User to root attack, the SQL injection attack and the Probe attack. The details regarding all the features of attack are described in chapter 4 and the technique which is used is being already discussed in detail. In the implementation part we the detail representation of the entire process and the experimental results.

 To implement the above system architecture we have build a conditional random based medicine application which had all the details regarding the different medicine used by the Doctor.

5.1 Data Flow diagram
           The Data Flow diagram is a graphic tool used for expressing system requirements in a graphical form. The DFD also known as the “bubble chart” has the purpose of clarifying system requirements and identifying major transformations that to become program in system design.  Thus DFD can be stated as the starting point of the design phase that functionally decomposes the requirements specifications down to the lowest level of detail.

0-LEVEL DFD 
[image: ]

1-LEVEL DFD

[image: ]

Figure5.1   0-level and 1-level DFD
5.1.1 Use Case Diagram
A use case is a set of scenarios that describing an interaction between a user and a system.  A use case diagram displays the relationship among actors and use cases.  The two main components of a use case diagram are use cases and actors. An actor is represents a user or another system that will interact with the system modeled.  A use case is an external view of the system that represents some action the user might perform in order to complete a task.
[image: ]
Figure 5.2: Use case diagram

  5.1.2 Class Diagram

Class diagrams are the mainstay of object-oriented analysis and design. Class diagrams show the classes of the system, their interrelationships (including inheritance, aggregation, and association), and the operations and attributes of the classes. Class diagrams are used for a wide variety of purposes, including both conceptual/domain modeling and detailed design modeling.

[image: ]
Figure 5.3 Class Diagram 


5.1.3 Activity Diagram

Activity diagrams are typically used for business process modeling, for modeling the logic captured by a single use case or usage scenario, or for modeling the detailed logic of a business rule.  Although UML activity diagrams could potentially model the internal logic of a complex operation it would be far better to simply rewrite the operation so that it is simple enough that you don’t require an activity diagram. In many ways UML activity diagrams are the object-oriented equivalent of flow charts and data flow diagrams (DFDs) from structured development.
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Figure 5.4 Activity Diagram

5.1.4 Sequence and  Collorabation diagram                 
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Figure 5.5 Sequence and Collorabation diagram                


5.2 Result and Discussion 


 WEB APPLICATION 
[image: ]


SERVER DESIGN FORM
[image: ][image: ] [image: ]

Figure 5.6 Screen sorts of Intrusion based Web Application

Case 1: Authenticated User accessing the Web Application 

[image: ]

Figure 5.7 Request from the Authenticated user

Request is made by the client to access the web application to the admin for the data access or the data entry in the database. The admin first provide the client the key which the “requested node”, the key as a password which will authenticate him as a user of this web application. 

[image: ]

Figure 5.8 Multiple User Requesting for web accessing

   
[image: ]

Figure: 5.9 User authenticating 
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Figure 5.10 User successfully inserts data

When the data will be entered successfully without any intrusion, the server form will show the attack status as” No Attack”. On the similar ground multiple users can submit the data to the application without modifying the other user’s data in the database of the application. The user can modify, delete, update the data and also retrieve the data of the database all the activity will be performed only by the authenticated user not by any intruder.
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Figure 5.11: Service successfully removed
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Figure 5.12 Search successfully done

[image: ]
Figure 5.13 Information is successfully retrieved
Case 2: Unauthenticated User accessing the Web Application

In this section all the attacks will be explored, when the intruder tries to hack the web application. Different Attacks are defined under the four classes of attacks


PROBE ATTACK

[image: ]

Figure 5.14: Probe attack deduction 1


The probe attacks are aimed at acquiring information about the target network from a source that is often external to the network. Hence, basic connection level features such as the “duration of connection” and “source bytes” are significant while features like “number of files creations” and “number of files accessed” are not expected to provide information for detecting probes. In figure 5.14 the intruder trying to overwrite the same content with another name. The attack is successfully deduced by the application as the probe attack.
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Figure 5.15 Probe attack detection 2



In the figure 5.15 as the connection level feature the intruder tries to guess the password of another User account that has been successfully traced by the application as a probe attack. Probe attack class is one of the dangerous classes of attack where with the single pin or a password ruins everything. Probe attack is harmful for the business process.









DENIAL OF SERVICE ATTACK

[image: ]

Figure 5.17 DOS attack deduction 1



In the present application the denial of service attack is detected accurately using the conditional random field, as the attacker becomes successful in entering the system and then he tries to block the system database through sending the request repeatedly, the request will in the sense that the data of same type or same file size will be entered by them in the system repeatedly. But the present application is designed in a way that more the three request of same type will be discarded by the system or treated as a denial of service attack. 
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 Figure 5.18 DOS attack deduction 2 with the multiple intruders 




















USER TO ROOT ATTACK
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Figure 5.19 User to root attack detection 


There are several different types of User-to-Root attacks. The most common is the buffer over flow. Buffer over flow occur when a program copies data into a buffer smaller than the data without checking the size of the buffer. Excess data over flow the buffer and overwrites existing program data on the stack.

The U2R attacks involve the semantic details that are very difficult to capture at an early stage. Such attacks are often content based and target an application. Hence, for U2Rattacks, we selected features such as “number of file creations” and “number of shell prompts invoked,” while we ignored features such as “protocol” and “source bytes.” In this application we the intruder tries to modify the data through entering the data of different size as of the predefined the system blocks it and signals the User to Root attack.


       





  SQL INJECTION ATTACK OR REMOTE TO ROOT ATTACK

[image: ]

Figure 5.20   SQL Injection detection 1 query



SELECT * FROM Node list WHERE Last Fieldname LIKE ’Node’
OR 1’=’1
UNION SELECT hostname, encrypted key
FROM mysql.hostname WHERE ’q’=’q’ OR’
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Figure 5.21   SQL Injection detection 2 query

.

SELECT * FROM Node list WHERE Last Fieldname LIKE ’Node’
OR 1=1
UNION SELECT hostname, encrypted key
FROM mysql.hostname WHERE ’q’=’q OR






Most SQL injection attacks are executed through an application that takes user-supplied input for query parameters. The attacker supplies a carefully crafted string to form a new query with results very different from what the application developer intended. The following string are taken from the   http://www.governmentsecurity.org/forum/index.php?showtopic=7794 and successfully tested with this web application.


	admin'--
	' or 0=0 #
	" or "x"="x

	' or 1=1--
	" or 0=0 --
	') or ('x'='x

	'" or 1=1--
	" or 0=0 --
	" or "x"="x

	' union select 1, 'Eyeless', 'ez2do', 1--
	'" or 0=0 --
	') or ('x'='x

	administrator'--
	or 0=0 --
	" or 1=1--

	superuser'--
	' or 0=0 #
	or 1=1--

	test'--
	" or 0=0 #
	' or a=a--

	' or 0=0 --
	or 0=0 #
	' or a=a #

	' or 0=0 --
	' or 'x'='x
	' or a=a--

	' or "a"="a
	' or 'a'='a
	" or "a"="a

	') or ('a'='a
	") or ("a"="a
	hi" or "a"="a

	' or 1=1--
	" or 1=1--
	or 1=1--




Table 1- List of strings
























5.3 Comparison of Result 

In this intrusion detection based web application using the probabilistic model called the linear chain conditional random field we used the selected features to detect the intrusion in the application we have used 18 features from a list of 41 features used for the intrusion detection, we also have used the domain knowledge for detecting the intrusion. This conditional random field based web application not only detects the attack but also identify the type of attack. This overall system has wide attack detection coverage, where every sub-system is trained to detect attacks belonging to a single attack class.

 We performed our experiments by manually selecting features for different layers and collected the normal and attack data through allowing other people to access our application and have collected both the normal data and the attacked data and finally calculated the Probability of Detection (PD) or the attack detection rate .We have compared with the other well known method like the Support vector machine, decision trees, k-means clustering and found that the attack detection rate with the conditional random field is much higher .The attack detection rate shown in the table other the linear chain conditional random were taken from the standard results
deduced by the people in the application layer.
 

	    INTRUSION      DETECTION     
              TECHNIQUE 
	DETECTION RATE
( %)

	
PROBABILISTIC MODEL(CRF)
	          96.60


	
K-MEANS CLUSTERING
	           87.60


	
DECISION TRESS
	          70.40


	
SUPPORT VECTOR MACHINE
	          36.66 


	
LEADER ALGORITHM
	          83.80


	FUZZY ART MAP

	         77.50




Table 2 Comparisons of Results






  Chapter 6
 Conclusion
[image: ] 
In this thesis we have addressed the problem of the Attack Detection Rate which is the major problem with signature based and anomaly based method, as the attack detection rate is important for or any intrusion detection system . We have explored the intrusion detection technique and methodologies and come up with a Probabilistic Graphical model for the intrusion detection in which we have presented the linear chain Conditional Random Field for the intrusion detection which is a used for sequence labeling very effective in detecting the attacks. A system was developed with the help of layered framework with the domain knowledge of intrusion detection and the selected set of features for detecting the four classes of attacks; Denial of service attack, User to root attack, remote to layer attack  or Sql injection attack and the Probe attack. A real life application was developed based on the linear chain conditional random field in which all the classes of attacks were deduced. Using only the small set of normal and attacked data and the selected set of features, we have compared this technique with other intrusion detection technique and found that the attack detection rate was much better though the small data set was used. The basic objective of this work is to improve the attack detection rate in the application layer.   
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